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LINEARIZATION AND HIGHER ORDER NONLINEAR
OSCILLATION THEOREMS USING COMPARISON METHODS

RAVI P. AGARWAL, SAID R. GRACE, AND DONAL O'REGAN

Abstract. We establish some new oscillation criteria for higher order non-
linear differential equations. The main idea involves comparing our equation
with the related linear second order differential equations so that the known
oscillation theorems from the literature can be employed directly.

2000 Mathematics Subject Classification: 34C10, 34C15.
Key words and phrases: Linearization, oscillation, nonoscillation, nonlin-
ear, comparison.

1. INTRODUCTION

In this paper we shall deal with the oscillatory behavior of all solutions of the
functional differential equation

Lua(t) + a(t) f(alg(®)]) = 0, (1.1)

where n > 2, and
Lox(t) = z(t),

Lyx(t) %(t)% (Ly—1z(t)), k=12,...,n—1, (1.2)

Lr(t) = 4 (Lnrr(t)]%)

In what follows we shall assume that
(1). a;(t) € C([ty,0), Rt = (0,00)), tog > 0,

o0

/ai(s)ds:oo, 1=1,2,...,n—1, (1.3)

(i). q(t) € C(fto, o0), RY),

(iii). g(t) € C([to,0),R = (—00,00)) and lim; . g(t) = oo,

(iv). fe C(R,R) and zf(z) >0 for  #0, and

(v). a is the quotient of positive odd integers.

The domain D(L,) of L, is defined to be the set of all functions z : [t,, 00) —
R, t, > to, such that L;z(t), j = 0,1,...,n, exist and are continuous on
[tz,00). Our attention is restricted to those solutions x € D(L,,) of equation
(1.1) which satisfy sup{|x(t)| : ¢ > T} > 0 for every T' > t,. We make the
standing hypothesis that equation (1.1) does possess such solutions. A solution
of equation (1.1) is called oscillatory if it has arbitrarily large zeros; otherwise,
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it is called nonoscillatory. Equation (1.1) is called oscillatory if all its solutions
are oscillatory.

Our interest in this paper is to relate the oscillation of the nonlinear higher
order equation (1.1), when f is not required to be a monotone function, to an
appropriate linear second order ordinary differential equation. This enables us
to employ numerous known results from the literature, see [4], [5].

In addition we establish some new oscillation criteria for higher order nonlin-
ear equations of type (1.1). The obtained results are extended to obtain new
oscillation criteria for neutral equations of the form

Ly(2(t) + p(t)z[h(t)]) + (1) f(z[g(t)]) =0,
where L, and the functions g,¢ and f are as in equation (1.1), p(t) €
C([to,00), RT U{0}) and h(t) € C([to,0),R) and lim; . A(t) = .
Finally in Section 4 we consider a special case of equation (1.1), namely, the
equation

d

= (@) + () flg(0)]) = 0.

We note that linearization of nonlinear oscillation theorems has been the
subject of intensive study and for some interesting results, we refer to Grace
[7]-[8], Kwong and Wong [9] and Philos [11]. We also remark that several other
related results are available in [2], [3].

2. PRELIMINARIES

To formulate our results we shall use the following notation: Let a;(t) €
C([to,0),R),i=1,2,..., we define Iy =1,

t

Li(t,s;ai,ai1,...,a1) = /ai(u)]i_l(u, S;@i 1, a1)du, i=1,2,....

s

It is easy to verify from the definition of I; that
[z(t7 S;a1, ... 7ai> = (_1)111(87 ta iy v vy CL1>

and
t

Li(t,s;ay,...,a;) = /ai(u)li_l(t, w;ay, ..., a;_1)du.
We shall need the following lemmas.

Lemma 2.1. Suppose condition (1.3) holds. If x € D(L,) where L, is
L, defined by (1.2) with « =1, is eventually of one sign, then there ezist a

ty >to >0 and an integer ¢, 0 < € <n with n + ¢ even for x(t)L,x(t)
nonnegative eventually, or n+{ odd for x(t)L,z(t) nonpositive eventually
and such that for every t > t,,
{f > 0 implies x(t)Lyx(t) >0, k=0,1,...,¢,
(—1

(2.1)

¢ <n—1 implies Y Fw(t) Lyr(t) >0, k=£,0+1,... n.
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This lemma generalizes a well-known lemma of Kiguradze and can be proved
similarly.
It will be convenient to make use of the following notation in the remainder
of this paper. For any T >ty and all t > T, we let
t

welt, T) = aq(t) /Igz(t, S;ag, ...y ap_1)ap(8)Ln—p—1(t, S;an_1,...,0041)ds
T
for2 </<n-—1,

wlt,T] = 2<1(Zn<i7111_1 welt, T,

t

mﬁ[ta T] = /IZ—I(ta S;a1, ... 7az—l)a€(8)]n—é—l(ta S5 0p—1y .- - 7a€+1)d87

T
1<i<n—1,
w[t, T] =  Jin | wlt, T).
For t > s>1T, we let
wit, s] = ay(s)ln—o(t, s;an_1,...,a2),
wi[t, T] = min {wy[t, At], weAt,T], 2<¢<n—1and 0 <\ <1}
fort > T/,
wolt, s] = Li—1(t, s;an-1,...,a1), wylt,T] = lgr?gagil L(t,T;aq,...,a)
and
Wolt, s] = ay(8)In—o(t, s;an-1,...,a2).

The following two lemmas can be found in [1,6].

Lemma 2.2. Let = € D(L,) be eventually positive with condition (1.3)
holding. Then
(11). For 1<{<n—1 andall t >T > to,

x(t) > w[t, T Lp—12(1). (2.2)
(ig). For 2<{<n—1 andall t >T > to,
2’ (t) > w[t, T|Lp_12(t). (2.3)

(i3). For 1 <{<n-—1, and X a constant with 0 < X\ <1, there exists a
T*>T/X\ such that

' [Nt] > wy[t, T)Ly_1x(t) fort > T (2.4)

Lemma 2.3. Let z € D(L,) be eventually positive with condition (1.3)
holding and let x(t) satisfy (2.1) with ¢ =0. Then for t >s>T > t,,

x(s) > wylt, s|Ln—12(t) (2.5)

and
—2'(s) > wolt, 8| Ly_12(t). (2.6)
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Next, we shall need the following notation and a lemma due to Mahfoud [10].
Let

R, {(—oo,—tg] Ulfto,00) iftg >0
" " Y (~00,0)U(0,00)  ifty=0
and
Cp(Ry) ={f € C(R,R) : f is of bounded variation
on any interval [a,b] C Ry, }.
Lemma 2.4. Suppose to >0 and f € C(R,R). Then, f € Cp(Ry)
if and only if f(x) = H(x)G(z) for all © € R, where G : Ry, — RT s

nondecreasing on (—oo, —tg) and nonincreasing on (tg,o0) and H : R,y — R
158 nondecreasing on Ry,.

We shall also need the following lemma.

Lemma 2.5 ([4], [11]). Let r(t) € C([T,0),R*), T > to. If there exists a
function w(t) € CY([T,00),R) such that

q(t) < —w'(t) — r(t)w(t) for every t > T,

then the second order linear ordinary differential equation

(%ff)l +qB)z(t) =0

15 monoscillatory.

3. OSCILLATION OF THE EVEN ORDER EQUATION (1.1)

Here, we shall present oscillation criteria of comparison type for equation
(1.1), when n is even. For this, we shall assume that there exists a function
o(t) € C([ty,00),R) such that

o(t) < inf{t,g(t)}, o'(t) > 0 for t > ¢, and tlggo o(t) = oco. (3.1)
For all large T >ty with o(t) > T/\, 0 <A <1, we let
w*(t) = Ao’ (t)wy[o(t), TTw* Ao (t), T).
Theorem 3.1. Let a > 1, f € C(Ry), to >0, and let G and H be a pair

of continuous components of f with H being the nondecreasing one (and G
as described in Lemma 2.4) satisfying

H(z)sgn x > |z|° for x # 0, (3.2)

where [ s the quotient of two positive odd integers. Moreover, assume that
the conditions (1)—(v), (1.3) and (3.1) hold. Equation (1.1) is oscillatory if there
exists a function p(t) € C'([tg,00),R") and a constant X € (0,1) such that
forall T >ty with o(t) >T/\, the linear second order ordinary differential
equation

(%z’(t)) +p(t)=(t) = 0 (3.3)
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s oscillatory, where
plt) = pl0aGleuilo0. ) + 5 (60 ) = 1o (5
c 18 any positive constant, and

c1, ¢ 1S any positive constant, when 3 > «,

p(t) = wnen =
G CO=1 1 when 5=,

co(wiAo(t), T])P~2, ¢y is any positive constant, when 3 <.

Proof. Let x(t) be an eventually positive solution of equation (1.1), say, z(t) >
0 for t >ty >0. It is easy to see that the sign of L, and L, are the same,
where L, is L, defined by (1.2) with a = 1. Since n is even, there exist
t1 > to and an integer ¢ € {1,3,...,n— 1} such that (2.1) holds. There exist
a ty > t; and a constant by > 0 such that L, jx(t) < b for t > ts.

Integrating the above inequality n — 1 times, there exist a t3 > t2 and a

constant b > 0 such that
x[g(t)] < bwglg(t), ta] for t > ts. (3.4)
From equation (1.1), it follows that
—Lnx(t) = q() f(z[g@)]) = ¢(O)G (x[g()]) H ([g(t)])

> q(t)G (bwg[g(t), ta]) 2 [o ()] for t > ts. (3.5)
Define . ”
n—12(t
w(t) = p(t)m for t>1ts3, Ae(0,1).
Then, for t > t3 we have
W/ (1) < —p(a(Gbuslg(t), ) + 2 Du(t)
- o p(t)
g0, e FDIO]
A3 () S ot (3.
By Lemma 2.2 there exists a t4 > t3 such that for all ¢ > ¢4/,
z[Ao(t)] > w[Aa(t), ts] Ly_12(t) (3.7)
and
'[Ao(t)] > wylo(t), t3]L,_12(t). (3.8)
Using (3.7) and (3.8) in (3.6), we have
w/(0) < ~p(OaOG buila(o) 1) + 2wt
— iw* 227 \o (t)|w? or
o) (1) Ao ()]w(t) for t > t4/\. (3.9)

Now, we consider the following three cases:
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Case 1. 3 > «. Since z'(t) > 0 eventually, there exist a constant k; > 0 and
a ts > ty/A such that

z[Ao(t)] > ky for t>ts. (3.10)
Thus, inequality (3.9) becomes

w'(t) < —p(t)q(t)G (bwglg(t), ta]) +

CL
p(t)
Case 2. f = a. In this case inequality (3.9) becomes

w*(t)w?(t) for t>ts. (3.11)

w'(t) < —p(t)q(t)G (bwglg(t), ta]) +

B 2
— ——w*()w(t) for t>ts. 3.12
e (0u) ; (312)
Case 3. < a. As in the above proof, there exist a constant ko > 0 and a
te > t4/A such that

z[Ao(t)] < kowi[Aa(t),ts] for t>tg. (3.13)
Using (3.13) in (3.9), we have

W' (1) < —p(t)q(t) G (bwg(t), ts]) + 2

By °
p(t)
Choose T} > max{ts,ts}, from inequalities (3.11), (3.12) and (3.14), we get

(wiAo(t), ta]) P~ w* (H)w?(t) for t > tq. (3.14)

W(1) < —p(t)a(t)Cbudlgl), t2]) + ‘; ((f))w<t> CC(w(), t=Th. (3.15)

where C'(t) here is given by
kP when 3 > a,
ﬁp<*t>t C(t) =4 1 when §=a,
) kS (wi Ao (t), t4])” when 3 < a.
Clearly, C(t) >0 for t>T;. Now,

W/(0) < ~pOaOGusale). 1) - C0) [u0) ~ O]

= —p(t)q(t)G (bwglg(t), 2]) — C(t) {w(t) N %}

2p(t
1 ‘(1))
+_<p()> for t > 11,
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_ A N o (P Y
(1l6) - 5200 < —ptontocuilaton. ) - (540 )
1 (POV i gy - 20T
+40@) (p(t)) C(t){ ) 2p(t)0<t)} =t
Set
W) —wit)— LUy
Y 2p(t)C(t) =
so we have
/0 < = [patocuilan.o + (40-)
_L Pl<t) 2 . 2 or
0w ) | ~Covo o ez

Y (1) < —p(t) — C(t)y*(t) for t > Ty, (3.16)
where p(t) is given by

p(t) = p(t)a(t)G (bwglg(t), ta]) + <2pg)(2(t)) - f(t) (%(tt))) '

Applying Lemma 2.5 to inequality (3.16), we conclude that the linear equation
(3.3) is nonoscillatory, which is a contradiction. This completes the proof. [

Next, we shall consider equation (1.1) with 0 < a < 1 and prove the
following result.

Theorem 3.2. Let 0 <a <1, feC(Ry), to >0 andlet G and H be a
pair of continuous components of f with H being the nondecreasing one (and
G as described in Lemma 2.4). Moreover, assume that the conditions (1)—(v),
(1.3), (3.1) and (3.2) hold. Equation (1.1) is oscillatory if there exist a function
p(t) € C'([ty,0),RY) and a constant X\, 0 < X\ <1 such that for all T > to
with o(t) > T/\, the linear second order ordinary differential equation

(Q*L@y'(t)) + P(t)y(t) = 0 (3.17)
15 oscillatory, where

Q*(t) = ABo'(t)p /' (wilo (t), TIQW ™~ ()e(t),

oo

mwzmw/«@mamw@ﬂw@,
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*

c* is any positive constant and
c1, ¢1 > 0 is any constant, when (> «,
c(t) =< 1, when = a,
co (iAo (), T/ ™Y ¢y > 0 is any constant, when 8 < a.
Proof. Let z(t) be an eventually positive solution of equation (1.1), say, x(t) >

0 for ¢t >ty > 0. Define the function w(t) as in the proof of Theorem 3.1
and obtain (3.4) — (3.8) for ¢ > t4. Now, one can easily obtain

w'(t) < —p(t)q(t)G(bwg[g(t), t2]) + /;/((Z))

— \Ba' (t)p V() wa[o (1), ts]w? () w O (#)zB/D g (1)]. (3.18)

w(t)

As a result
(49 - L |wo - L9uin)] < —atGuils0.l), 120 19)
Integrating (3.19) from ¢ >t3 to w and letting u — oo, we have
w(t) > Q(t) for t > ts. (3.20)
Using (3.20) in (3.18), we obtain
w/(0) < ~p(OaGbuila(o). 1) + 2 ot
- Q*—(t)m(’g/o‘)_l[)\a(t)]w%t) for t>t,. (3.21)

c(t)

The rest of the proof is similar to that of Theorem 3.1 and hence omitted. [J
The following corollaries are immediate.

Corollary 3.1. Let a>1, f € C(Ry), to >0, and let G and H be a
pair of continuous components of f with H being the nondecreasing one (and
G as described in Lemma 2.4). Moreover, assume that the conditions (1)—(v),
(1.3), (3.1) and (3.2) hold. If for some constant A, 0 < X\ < 1, and all large
T >ty with o(t) >T/X, the second order linear equation

/
(57 ®) + ol =0 (3.22)
15 oscillatory, where

p(t) = q(t)G(cwylg(t),T)), ¢ is any positive constant,

a(t) = puw*(t)e(t)
and

c1, ¢1 > 0 1s any constant, when 8 > «,
c(t) =< 1, when = a,

¢y (WA (t), T, ¢y > 0 is any constant, when § < o,
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then equation (1.1) is oscillatory.

Corollary 3.2. Let 0 <a <1, fe C(Ry), to >0, andlet G and H be a
pair of continuous components of f with H being the nondecreasing one (and
G as described in Lemma 2.4). In addition, assume that the conditions (1)—(v),
(1.3), (3.1) and (3.2) hold. FEquation (1.1) is oscillatory if for some constant
A, 0< A< 1, and all large T >ty with o(t) > T/X, the second order linear
equation

/
(%zw) +p(B)=(6) = 0 (3.23)
is oscillatory, where p(t) is as in equation (3.22),
00 (1/e)—1
a(t) = \Bo'(t)wy[o(t),T] /p(s)ds ¢(t)
t
and
c1, ¢ > 0 is any constant, when 5 > «,
c(t) =< 1, when 8 = qa,

co (wy[Aa(t), TNPD=Y ¢y > 0 is any constant, when § < a.

The proof of Corollaries 3.1 and 3.2 can be obtained from that of Theorems
3.1 and 3.2, respectively, by letting p(¢) = 1. The details are omitted.

Corollary 3.3. Let a =1, f € C(Ry), to >0, and let G and H be a
pair of continuous components of f with H being the nondecreasing one (and
G as described in Lemma 2.4). Moreover, assume that the conditions (1)—(v),
(1.3), (3.1) and (3.2) hold. Equation (1.1) is oscillatory if there exist a function
p(t) € CY([to,<),RT) and a constant X\, 0 < X\ < 1, such that for all large
T >ty with o(t) >T/\, the second order linear equation

(5v®) +pou =0 (3.24)
15 oscillatory, where
)
r(t) = 352 Do (0,710,
o . YRR
plt) = G uilo). 7 + 5 (A0) - o (20

c* >0 s any constant, and
c1, ¢ > 0 is any constant, when > 1,
c(t) =< 1, when B =1,

¢y (WiAa(t), )™, ¢ > 0 is any constant, when 5 < 1.
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Corollary 3.4. Let a =1, f € C(Ry), to >0, and let G and H be a
pair of continuous components of f with H being the nondecreasing one (and
G as described in Lemma 2.4). In addition, suppose that the conditions (1)—(v),
(1.3), (3.1) and (3.2) hold. Equation (1.1) is oscillatory if for some constant A,
0 <X <1, and all large T >ty with o(t) > T/\, the second order linear
equation

(%y'@)) T p(t)y(t) =0 (3.25)

is oscillatory, where p(t) is as in equation (3.22),
T(t) = ABo’ (tywi[o(t), T]e(t)
and c(t) s as in Corollary 3.3.

Remark 1. We note that the above results can be applied to equations of
type (1.1) with f being any of the following functions:

(i) f(z) is a nondecreasing function. In this case we let f(x) = H(x) and
G(z) =1,

.. I

(i) f(@) =4 + |2

(iii) f(x) = |z|° 'z exp(—|z|?), where B and v are positive constants,
(iv) f(z) = |z|’'a sechz, where f is a positive constant.

where [ and ~ are positive constants,

Remark 2. In all of the above results we require the oscillation of linear second
order ordinary differential equations of the form

(a(t)2'(t))" + q(t)z(t) =0, (3.26)

where a(t) € C([ty,00),R") and q(t) € C([to,),R), so, it would be of
interest if we give some oscillation criteria for equation (3.26).

Each of the following conditions is sufficient for the oscillation of (3.26).

o0 oo

1) [ s =00 and [ a(s)ds = .

t [e%e)

(Iy) ligci)ng(t)Q(t) > }1, where A(t) = /%ds and Q(t) :/q(s)ds,

to t
(I3) there exists a function p(t) € C*([tg,00),RT) such that

t

. (p'(5)) }
lim su 5)q(s) — ——=—=| ds = oc.
o | oot - 4G
to
For more oscillation results for equation (3.26), we refer the reader to the
monograph by Agarwal et. al. [4].
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4. OSCILLATION OF THE ODD ORDER EQUATION (1.1)

In this section, we shall present oscillation criteria of comparison type for
equation (1.1) when n is odd.

Theorem 4.1. Let a>1, f € C(Ry,), to >0, and let G and H be a pair of
continuous components of f with H being the nondecreasing one (and G as
described in Lemma 2.4). Moreover, suppose that the conditions (i)—(v), (1.3),
(3.1) and (3.2) hold. Every unbounded solution of equation (1.1) is oscillatory
if there exists a function p(t) € C([ty,00),RT) such that for all large T > t,
with o(t) > T and all constant ¢ > 0, the linear second order ordinary
differential equation

(5v®) s =0 (4.1
15 oscillatory, where
_ 40'() a1
r(t) = 8% ulo (0. T/ o(0). Tle(t).

(o) i (53)
c1, c¢1 > 0 1s any constant, when 3 > «,

c(t) =< 1, when = a,

N

and

¢ (wilo(t), )™, ¢y > 0 is any constant, when § < o.

Proof. Let x(t) be an unbounded eventually positive solution of equation

(1.1), say, «(t) > 0 for t >ty > 0. By Lemma 2.1 there exist an integer

e {2,4,...,n—1} and a t; >ty such that (2.1) holds. As in the proof of
Theorem 3.1, we obtain (3.5) for t > t5. Define

Ly yx(t)

t) = p(t) =2

w(t) = p(t) P

t >t

Then, for t > t3 we have

p'(t)
p(t)
277 o (1))w?(t). (4.2)

w'(t) < —p(t)q(t)G(bwglg(t), ta]) + —=w(t)
o'(t) fo(t)]

p(t) Ly _yx(t)
By Lemma 2.2, there exists a ¢4, > t3 such that o(t) > t3 for t >ty

2lo(t)] > Wo(t), ts) Lura(t), >t (4.3)

—-p

and
[o(t)] > wlo(t), ts]L,_1x(t), t >ty (4.4)
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Using (4.3) and (4.4) in (4.2) for ¢ >t,, we have

w'(t) < —p(t)g()G(bwilg(t), b)) + f;’ ((f))w(”
a/(t)w o i BT (1)
o0 [0(t), ts]w* o (t), ts]a” [ ()| w?(b).

The rest of the proof is similar to that of Theorem 3.1 and hence omitted. [

Theorem 4.2. Let 0 < a <1, f € CRy), ty >0, and let G and H
be a pair of continuous components of f with H being the nondecreasing
one (and G as described in Lemma 2.4). Moreover, assume that the conditions
(i)—(v), (1.3), (3.1) and (3.2) hold. Every unbounded solution of equation (1.1)
is oscillatory if there exists a function p(t) € C'([ty, 00), R") such that for all
large T >ty with o(t) > T, the linear second order ordinary differential
equation

/
(557 0) + oo =0 (4.5
15 oscillatory, where

7(t) = B’ ()~ (ywlo(t), TIQW " (t)e(t),

/ q(s)G(cwylg(s), T))ds, ¢ is any positive constant,
¢

and
c1, ¢ > 0 1s any constant, when 5 > «,
c(t)=1< 1, when 8= q,
co (wilo (), TN ¢y > 0 is any constant, when 8 < a.

The proof can be modelled on that of Theorem 3.2 and hence omitted.

Next, we are concerned with the oscillatory behavior of all bounded solutions
of equation (1.1).

For any function g¢(t) € C([to, o), R), we put

Ry = {t € [ty,00), g(t) < t}.

We also introduce the notation: 7(¢) = max{min{s, g(s)} : to < s <t} and
note that the following inequality holds g¢(s) < 7(t) for 7(t) < s <.
Now, we present the following results.

Theorem 4.3. Let f € C(Ry,), to > 0, and let G and H be a pair of
continuous components of f with H being the nondecreasing one (and G as
described in Lemma 2.4). In addition, suppose that the conditions (i)—(v), (1.3),



LINEARIZATION AND HIGHER ORDER NONLINEAR OSCILLATION THEOREMS 19

(3.1) and (3.2) hold. Every bounded solution of equation (1.1) is oscillatory if
for every constant € > 0 either

t

lim sup / q(s)wilr(t),g(s)]ds > &  when a = 3, (4.6)
7(t)
or
lim sup / q(s)wl[r(t), g(s)]ds > 0 when o > . (4.7)

7(t)

Remark 3. Of course in Theorem 4.3 for (4.6) to hold we need the left hand
side of the inequality in (4.6) to be infinity. However we can improve (4.6) if we
know a little more about G. For example if G is a constant (say G(z) = ag > 0)
then it is enough to assume (4.6) only for & = %

Proof. Let x(t) be a bounded nonoscillatory solution of equation (1.1), say,
x(t) > 0 for t >ty > 0. By Lemma 2.1, there exists a ¢; > ty such that
inf{g(t) : t > t1} > t, and

(=1)'Lz(t) > 0,0<j<n on [t,o0). (4.8)
By Lemma 2.3 there exists a ty > t; such that
z[g(s)] > wo[T(t), g(s)|Ln_1x[T(t)] for t>s>ts. (4.9)

Since x(t) is bounded on [ty,00), there exist a constant b > 0 and a t3 > to
such that

z[g(t)] < b for t > ts. (4.10)
Using condition (3.2), (4.9) and (4.10) in equation (1.1), we have
—%(Lnlw(S))” = q(s)f(z[g(s)]) = q(s)G(z[g(s)]) H (2[g(s)])
> q(s)G(b)2"[g(s)] = q(s)G(B)uwg [T (1), g(s)] Ly [r(1)]
for t > s > ts.
Integrating both sides of the above inequality from 7(¢) to t, we have

Ly_ya[r(t)] = Ly _yz[r(¢)] /Q(S)wg[f(t),g(S)]G(b)d& (4.11)
()

Now, we consider the following two cases:
Case 1. a = (3. In this case (4.11) reduces to

t
Ly x[r(t)] [ / q(s)wir(t), g(s)]G(b)ds — 1} <0 for t>t.
7(t)
But this is inconsistent with (4.6).
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Case 2. a > (3. It follows from (4.11) that

LoZalr(t)] > /Q(S)wg[T(t),g(S)]G(b)dS- (4.12)

7(t)
Taking lim sup of both sides of (4.12) as t — oo, we see that the left-hand
side approaches zero, which contradicts (4.7). This completes the proof. O

Theorem 4.4. Let the hypotheses of Theorem 4.3 hold with g(t) <t for
t >ty and conditions (4.6) and (4.7) are replaced, respectively, by

. . 1/a
lim sup / I o(v,g(t);an_2,...,a1)a,—1(v) /q(u)du dv > &,
e 9(t) v
when o =f (4.13)
& >0 1is any constant, or
. . 1/a
lim sup / I o(v,g(t);an_g,...,a1)a,_1(v) /q(u)du dv >0
o 9(t) v
when o > (3. (4.14)

Then the conclusion of Theorem 4.3 holds.

Proof. Let x(t) be a bounded nonoscillatory solution of equation (1.1), say,
xz(t) > 0 for t >ty > 0. There exists a t; >ty such that (4.8) holds for
t > t;. Choose a ty > t; such that inf{g(t) : ¢t > to} > t;. By Taylor’s
formula with remainder it is easy to see that

t

z[g(t)] > / I o(v,g(t);an—2,...,a1)an,_1(v)(Ly_1z(v))dv
g(t)
for t> g(t) > to. (4.15)

As in the proof of Theorem 4.3, we obtain (4.10) and from equation (1.1), we
have

S (a0) 2 g OO0 0] for t2 b6 (410

Integrating (4.16) from v to ¢, we obtain
t

1/
L, 1z(v) > (/q(u)G(b)a:ﬂ[g(u)]du) for t>wv>ts. (4.17)

v

Substituting (4.17) in (4.15), we have

t t 1o

x[g(t)] > G(b)/[n_g(?),g(t>;(1,n_1,...,(ll)an_l(v)(/q(u)du) 29/ (g (t)]dv.

g(t) v
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The rest of the proof is similar to that of Theorem 4.3 and hence omitted. [

Theorem 4.5. Let the hypotheses of Theorem 4.3 hold with 0 < f < a and
condition (4.7) is replaced by

[ ats)ufls.alo)as = . (4.18)
Ry
Then the conclusion of Theorem 4.3 holds.
Proof. Let x(t) be a bounded nonoscillatory solution of equation (1.1), say,
xz(t) > 0 for t >ty > 0. There exists a t; >ty such that (4.8) holds for
t > t;. Choose a ty >t; such that inf{g(t):t > ¢y} > t;. As in the proof of
Theorem 4.3, we obtain (4.10) and
z[g(t)] > wolt, g(t)|Lp—1x(t) for te R, N [ty, 00). (4.19)
Using condition (3.2), (4.10) and (4.19) and letting w(t) = L,—12(t) > 0 on
Ry N [ty,00), we have
du(t)
dt

Choose T > ty arbitrarily. Dividing both sides of the above inequality by
uP/*(t) and integrating on R, N [t2,T], we find

u(t2
ufﬂ/a(s) GL / uw B du
(T)

u

> ()G (D)wit, g(t)]u?/(t) for t € R, N [ty, 00).

Q‘H
\S

[ atopwits.gloas <

Rgm[t%T}

(b)

Q‘
—_
A/ 5

@ ) [ =3/ (1) — !~ Ble)(T)]

(b) \ev =3

Letting T — oo, we conclude that

1 « 1—(8/a
a(syuls.go0lds < g (25 ) ) < oo

Rgﬁ[tg,oo)
which contradicts condition (4.18). This completes the proof. O

Now, we are ready to state oscillation theorems for the odd order equation
(1.1).

Theorem 4.6. Let a>1, f € C(Ry,), to >0, and let G and H be a pair of
continuous components of f with H being the nondecreasing one (and G as
described in Lemma 2.4). Moreover, assume that conditions (1)—(v), (1.3), (3.1)
and (3.2) hold with 0 < § < a. Equation (1.1) is oscillatory if there ezists a
function p(t) € C([tg,0),RT) such that for all large T > to with o(t) > T
and all positive constants ¢ and &, the linear equation (4.1) is oscillatory
where r(t) and p(t) are as in Theorem 4.1 and

0 :{ 1 when o = (3,

¢ (wilo(t), )™, where ¢y > 0 is any constant, when o > 3
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and condition (4.6) or (4.13) holds when « = 3 or condition (4.7) or (4.14)
or (4.18) holds when « > (.

Theorem 4.7. Let a <1, f € C(Ry,), to >0, and let G and H be a pair
of continuous components of f with H being the nondecreasing one (and G
as described in Lemma 2.4). In addition, assume that conditions (i)—(v), (1.3),
(3.1) and (3.2) hold with 0 < < a. Equation (1.1) is oscillatory if there
exists a function p(t) € C'([tg,00), R") such that for all large T >ty with
o(t) > T and all positive constants ¢ and &, the linear equation (4.5) is
oscillatory, where 7(t) and P(t) are as in Theorem 4.2 and

0 1 when o = g3,
c(t) =

¢o (wilo(8), TN where ¢y > 0 is any constant, when a > 3
and either condition (4.6) or (4.13) holds when « = [ or condition (4.7) or
(4.14) or (4.18) holds when o > f3.

Next, we state an interesting special case of Theorem 4.6.

Corollary 4.1. Let o =1, conditions (i)—(v), (1.3) and (3.1) hold and f
satisfies the condition
f(@)sgn o = fol? for w0,

where (3 1is the quotient of two positive odd integers. If for all large T >t
with o(t) > T, the linear equation

o, 0
—Y (t t)y(t) =0
(7 ®) +ploto
15 oscillatory, where

a(t) = Bo’(ywlo(t), Te(t), p(t) = q(t)

and

1 wh =1
c(t):{ when (3 ,

o (wilo(t), T, where ¢; > 0 is any constant, when 3 < 1.

Moreover, assume that either
t

limsup/q(s)w(‘)"[T(t),g(s)]ds > 1,
t—o00

(t)
or g(t) <t for t>ty, and

¢ ¢ 1/a

lim sup / L o(v,g(t); an—2,...,a1)a,—1(v) /q(s)ds ds > 1 when 3 =1,

t—oo
g(t) v

or condition (4.7) or (4.14) or (4.18) holds when 0 < < 1, then equation
(1.1) is oscillatory.
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5. APPLICATIONS

In this section, we shall extend our previous results to neutral equations of
the type

Ln(2(t) + p(t)x[h(D)]) + q(t) f(x[g(#)]) = O, (5.1)

where ¢(t),g(t), f(z) and L, are asin equation (1.1), p(t) € C([ty, o), RT U

{0}) and A(t) € C([to,0),R), K'(t) >0 for t >ty and lim; . h(t) = 00
Set

y(t) = z(t) + p(t)x[h(t)], t >ty > 0. (5.2)
Then for t > t;, we have
%(Lﬁ_ly(t)) +q(t) f(z[g(t)]) = 0. (5.3)

Now, if z(t) is a nonoscillatory solution of equation (5.1), say, z(t) > 0,
z[h(t)] > 0 and z[g(t)] >0 for ¢t >ty >0. Then y(t) >0 for t>t;, and
there exists a t; >ty such that either (I). ¢/(¢) > 0, or (I3). ¥/(t) < 0 for
t> 1.

(I;). Suppose y/(t) >0 for ¢ >t;. This case occurs when n is even, or when
we are concerned with unbounded solutions of odd order equation (5.1).
We shall examine the following two cases for p(t) and h(t):

(I). {0<p(t) <1, h(t) <t} and (I1). {p(t) > 1, h(t) > t}.
For the case (I), we assume that
0<p(t) <1, h(t) <t and p(t) #Z 1 eventually. (5.4)
Now, we have for t > tq,
2(t) = y(t) — p)z[h(t)] = y(t) — p)[y[h(t)] — plh(t)]x[h o h(t)]
> y(t) — p(O)ylh(t)] = (1 = p(t)y(t). (5.5)
Next, if f € C(Ry,), to >0, then f(z)= G(x)H(z). Now, if condition (3.2)
holds, then equation (5.3) becomes
0= Lny(t) + q(t) f([g()])
= Lay(t) + q()G(x[g()]) H (x[g(2)])
> Loy(t) + ()G (gD — plg(O)]) ¥’ [g(t)] for ¢ >,
) >

Using the fact that x(t) > y(t), there exist a constant b >0 and a ty >t
such that

ylg(t)] < bwglg(t), ta] for t > t3 for some t3 > to.
Thus, we see that
Lyy(t) +a(t)(1 = plg()]) G (bwglg(t), t2])y [9()] S 0 for t > 85 (5.6)
Next, for the case (II), we assume that

p(t) > 1, 7(t) >t and p(t) # 1 eventually. (5.7)
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We also let
. B _ 1
P = ) (1 Pl T o (D)

where h~! is the inverse function of h. Now, we have

> for all large t,

1 1 —1
() = sy (17 0] = 217 0)
IO (y[hl oh 1) alho hl(t)])
T o] ol 0] TR T0)]  plh T o R (1)
) B R ()
PhT(0)] Pl @]l o A1)

1 1 —1
Z ] (1 e frl(t)]) vl (0]
= p*(Oylh ()] for t>t,. (5.8)

As before, one can easily obtain

Lyy(t) + a0 f (" [9(t)]) G bwglg(t), ta])y " [h ™ o g()] <O for ¢ >t5. (5.9)

Now, it is easy to restate results similar to Theorems 3.1, 3.2, 4.1 and 4.2 for
equation (5.1) when either (I), or (II) holds. Such formulations are left to the
reader.

(I). Suppose %/(t) <0 for t > t;. This occurs when we are concerned with
bounded solutions of odd order equation (5.1). Here, we can examine the two
cases:

(I11). {0 <p(t) <1, h(t) >t} and (IV). {p(t) > 1, h(t) < t}.

One can proceed as above and obtain similar results. Here, we omit the details.
Next, we shall consider a special case of equation (1.1), namely, the equation

d
dt

In this case one can easily compute the following: For all large 7" > t5 and
t>s>1T, we have

(@ V(6)" + q() f([g(1)]) = 0. (5.10)

(t—T)"2 wnlt.s] = (t—s)"?
n—2) (=2 (n—t—1)1" ' (n—2)!"

Wy [t, T] =

Now, it is easy to see that for some A, 0 < A < 1,

wi[t, T| = min{w [t, At], welt, T, £ € {1,2,...,n—1}}
_ 00X

tn—2
(n—2)!

for all large t
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(see also, Philos [11]). Inequalities (2.2), (2.3) and (2.4) in Lemma 2.2 take,
respectively, the form

A

x(t) > m1&"‘1:1:<”—1)(1t), (2.2)
2'(t) > ﬁt”x(“)(t) (2.3
and
z'[\t] > (A((ln__z))): 20 ), (3.4)
Also, we find
t—s)"! . t— 1)t
wolt, s] = ﬁ, wylt, T) = ﬁ,
(t — T)"
el T = e i ey ™
wlt, T| = ﬁt"l for some A,

0 <A<1 and all large t.

As an example, we restate Theorem 3.1 for equation (5.10). The formulation
of other results for equation (5.10) can be done similarly.

Theorem 3.1'. Let the hypotheses of Theorem 3.1 hold with a; = 1, i =
1,...,n—1. Equation (5.10) is oscillatory if equation (3.3) is oscillatory where

NS YA (OIS B O
p(0) = ponGleg o)+ 5 (S50 ) - 1 (48]

c 18 any positive constant and

p(t) ol-(n=1a
e (e

c1, €1 18 any positive constant, when 3 > «,
=< 1, when = a,

coo M DB=) (1) ¢y is any positive constant, when 3 < a.
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