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FIXED POINT TECHNIQUES AND STABILITY FOR
NEUTRAL NONLINEAR DIFFERENTIAL EQUATIONS WITH

UNBOUNDED DELAYS

AHCENE DJOUDI AND RABAH KHEMIS

Abstract. We use the contraction mapping theorem to obtain stability re-
sults of the scalar nonlinear neutral differential equation with functional delay

x′(t) = −ax(t) + b(t)x2(t− r(t)) + c(t)x(t− r(t))x′(t− r(t)).
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1. Introduction

Liapunov’s method has been very effective in establishing stability results
(see [2], [7] and [9]) and the existence of periodic solutions (see [2] and [8]) for
a wide variety of differential equations. Nevertheless, in the applications of Li-
apunov’s direct method to problems of stability in delay differential equations,
serious difficulties occur if the functions in the equations are unbounded with
time (see [7]), the delay is unbounded or the derivative of the delay is not small
(Seifert [9]). In [4], when studying stability theory for ordinary and functional
differential equations by means of fixed point theory, T. A. Burton and T. Fu-
rumuchi noticed that these difficulties vanish when we apply fixed point theory.
In particular, in the papers [1], [3] and [5], the authors examined particular
problems which have offered great difficulties for Liapunov’s theory and pre-
sented solutions by means of various fixed point theories. Following these ideas,
we present here a study of stability in neutral nonlinear differential equations
with functional delays by means of the contraction mapping theorem.

Let us begin with a classical and simple example to show the difficulties
encountered in using the Liapunov’s direct method. In [6], the problem

x′(t) = −a(t)x(t) + b(t)x(t− r) (1.1)

is considered, where a and b are bounded continuous functions such that

a(t) ≥ δ > 0, |b(t)| ≤ θδ, θ < 1.

Consider the Liapunov functional

V (t, xt) =
1

2
x2(t) + δ

t∫

t−r

x2(s)ds.
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Then, using (1.1) and a triangle inequality, we obtain

V ′ ≤ δ

2
(θ − 1)

(
x2(t) + x2(t− r)

)
.

Now, following the method in [2], p. 264, we conclude that the zero solution of
(1.1) is uniformly asymptotically stable.

It is difficult to consider the case where a, b are bounded and |b(t)| is bounded
by a for all t. However we can avoid difficulties by using fixed point theory.

2. Stability by Fixed Point Theory

Consider the nonlinear neutral differential equation with an unbounded delay

x′(t) = −a(t)x(t) + b(t)g(x(t− r(t))) + c(t)x′(t− r(t)), (2.1)

where a(t), b(t) are continuous, c(t) is continuously differentiable and r(t) > 0
for all t ∈ R and is twice continuously differentiable. Suppose that there is
L > 0 such that if |x| , |y| ≤ L, then

g(0) = 0 and |g(x)− g(y)| ≤ |x− y| . (2.2)

Note that (2.1) is more complicated than (1.1) considered above since (2.1)
is not linear, the delay is not constant and besides it contains a derivative term.

We have to invert equation (2.1). For this, we use the variation of parameter
formula to rewrite the equation as an integral mapping equation suitable for
the contraction mapping theorems. Besides, the integration by parts will be
applied. We set

r′(t) 6= 1, ∀t ∈ R. (2.3)

Lemma 1. Suppose that (2.3) holds. Then x(t) is a solution of (2.1) if and
only if

x(t) =

(
x(0)− c(0)

1− r′(0)
x(−r(0))

)
e−

R t
0 a(s)ds +

c(t)

1− r′(t)
x(t− r(t))

−
t∫

0

(h(u)x(u− r(u))− b(u)g(x(u− r(u)))) e−
R t

u a(s)dsdu, (2.4)

where

h(u) =
r′′(u)c(u) + (c′(u) + c(u)a(u))(1− r′(u))

(1− r′(u))2
. (2.5)

Proof. Multiplying both side of (2.1) by e
R t
0 a(s)ds and then integrating from 0 to

t, we get

t∫

0

[
x(u)e

R u
0 a(s)ds

]′
du =

t∫

0

[b(u)g(x(u− r(u))) + c(u)x′(u− r(u))] e−
R u
0 a(s)dsdu.
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Consequently, we have

x(t)e
R t
0 a(s)ds − x(0) =

t∫

0

[b(u)g(x(u− r(u))) + c(u)x′(u− r(u))] e−
R u
0 a(s)dsdu.

Dividing both sides of the above equation by e
R t
0 a(s)ds, we obtain

x(t) = x(0)e−
R t
0 a(s)ds

+

t∫

0

[b(u)g(x(u− r(u))) + c(u)x′(u− r(u))] e−
R t

u a(s)dsdu. (2.6)

Letting
t∫

0

c(u)x′(u− r(u))e−
R t

u a(s)dsdu

=

t∫

0

(1− r′(u))x′(u− r(u))
c(u)

(1− r′(u))
e−

R t
u a(s)dsdu,

taking

U =
c(u)

(1− r′(u))
e−

R t
u a(s)ds and dV = (1− r′(u))x′(u− r(u))

and integrating the above integral by parts we obtain

t∫

0

c(u)x′(u− r(u))e−
R t

u a(s)dsdu =
c(t)

1− r′(t)
x(t− r(t))

− c(0)

1− r′(0)
x(−r(0))e−

R t
0 a(s)ds −

t∫

0

h(u)x(u− r(u))e−
R t

u a(s)dsdu, (2.7)

where h(u) is given by (2.5). Finally, substituting (2.7) into (2.6) ends the
proof. ¤

Next, let ψ : (−∞, 0] → R be a given continuous bounded initial function.
We say that x(t) := x(t, 0, ψ) is a solution of (2.1) if x(t) = ψ(t) for t ≤ 0 and
satisfies (2.1) for t ≥ 0. Let C be the space of all continuous functions from
R→ R and define the set Sψ by

Sψ =
{
ϕ : R→ R / ‖ϕ‖ ≤ L, ϕ(t) = ψ(t) if t ≤ 0,

ϕ(t) → 0 as t →∞, ϕ ∈ C
}
.

Then, equipped with the supremum norm ‖ ‖ , Sψ is a Banach space.
For the next theorem we need the conditions:

e−
R t
0 a(s)ds → 0 as t →∞; (2.8)



28 A. DJOUDI AND R. KHEMIS

there is α > 0 such that α < 1,

∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ +

t∫

0

(|h(u)|+ |b(u)|) e−
R t

u a(s)dsdu ≤ α, t ≥ 0, (2.9)

and
t− r(t) →∞ as t →∞. (2.10)

Theorem 2. If (2.2) and (2.8)–(2.10) hold, then every solution x(t, 0, ψ) of
(2.1) with a small continuous initial function ψ(t) is bounded and tends to zero
as t →∞. Moreover, the zero solution is stable at t0 = 0.

Proof. For α and L, find an appropriate δ > 0 such that∣∣∣∣1−
c(0)

1− r′(0)

∣∣∣∣ δ + αL ≤ L.

Let ψ : (−∞, 0] → R be a given small bounded initial function with ‖ψ‖ < δ.
Define the mapping P : Sψ → Sψ by

(Pϕ)(t) =

(
ϕ(0)− c(0)

1− r′(0)
ϕ(−r(0))

)
e−

R t
0 a(s)ds +

c(t)

1− r′(t)
ϕ(t− r(t))

−
t∫

0

(h(u)ϕ(u− r(u))− b(u)g(ϕ(u− r(u)))) e−
R t

u a(s)dsdu, t ≥ 0.

Clearly, Pϕ is continuous when ϕ is such. Let ϕ ∈ Sψ, then, using (2.9) in the
definition of (Pϕ)(t) and applying (2.2), we have

|(Pϕ)(t)| ≤
∣∣∣∣1−

c(0)

1− r′(0)

∣∣∣∣ δ +

∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ L

+

t∫

0

(|h(u)| |ϕ(u− r(u))|+ |b(u)| |g(ϕ(u− r(u)))|) e−
R t

u a(s)dsdu

≤
∣∣∣∣1−

c(0)

1− r′(0)

∣∣∣∣ δ +

∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣L

+

t∫

0

(|h(u)|+ |b(u)|) |ϕ(u− r(u))| e−
R t

u a(s)dsdu

≤
∣∣∣∣1−

c(0)

1− r′(0)

∣∣∣∣ δ + L

{ ∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣+
t∫

0

(|h(u)|+ |b(u)|) e−
R t

u a(s)dsdu

}

≤
∣∣∣∣1−

c(0)

1− r′(0)

∣∣∣∣ δ + Lα

which implies that |(Pϕ)(t)| ≤ L for the chosen δ. Thus we have ‖Pϕ‖ ≤ L.
Next we show that (Pϕ)(t) → 0 as t →∞. By condition (2.8), the first term in



FIXED POINT TECHNIQUES AND STABILITY 29

the definition of (Pϕ)(t) tends to zero. Also, the second term on the right-hand
side tends to zero because of (2.10) and the fact that ϕ ∈ Sψ. It remains to
show that the integral term tends to zero as t →∞.

Let ε > 0 be arbitrary and ϕ ∈ Sψ. Then ‖ϕ‖ ≤ L and there exists t1 > 0
such that |ϕ(t− r(t))| < ε for t ≥ t1. By condition (2.8), there exists t2 > t1
such that for t > t2

e
− R t

t1
a(s)ds

<
ε

αL
.

Thus, for t > t2, we have∣∣∣∣∣∣

t∫

0

(h(u)ϕ(u− r(u))− b(u)g(ϕ(u− r(u)))) e−
R t

u a(s)dsdu

∣∣∣∣∣∣

≤
t∫

0

(|h(u)| |ϕ(u− r(u))|+ |b(u)| |g(ϕ(u− r(u)))|) e−
R t

u a(s)dsdu

≤
t∫

0

(|h(u)|+ |b(u)|) |ϕ(u− r(u))| e−
R t

u a(s)dsdu

≤ L

t1∫

0

(|h(u)|+ |b(u)|) e−
R t

u a(s)dsdu + ε

t∫

t1

(|h(u)|+ |b(u)|) e−
R t

u a(s)dsdu

≤ Le
− R t

t1
a(s)ds

t1∫

0

(|h(u)|+ |b(u)|) e−
R t1

u a(s)dsdu + αε

≤ αLe
− R t

t1
a(s)ds

+ αε ≤ ε + αε.

Hence (Pϕ)(t) → 0 as t →∞.
It remains to show that (Pϕ) is a contraction under the supremum norm.

For this, let ϕ, φ ∈ S. Then

|(Pϕ)(t)− (Pφ)(t)| ≤
∣∣∣∣

c(t)

1− r′(t)

∣∣∣∣ ‖ϕ− φ‖

+

t∫

0

|h(u) (ϕ(u− r(u))− φ(u− r(u)))| e−
R t

u a(s)dsdu

+

t∫

0

|b(u) (g(ϕ(u− r(u)))− g(φ(u− r(u))))| e−
R t

u a(s)dsdu

≤




∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ +

t∫

0

(|h(u)|+ |b(u)|) e−
R t

u a(s)dsdu



 ‖ϕ− φ‖

≤ α ‖ϕ− φ‖ .
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Thus, by the contraction mapping principle, P has a unique fixed point in Sψ

which solves (2.1), is bounded and tends to zero as t → ∞. To obtain the
stability of the trivial solution at t0 = 0, we let ε > 0 be arbitrary and we
repeat the above reasoning where L is replacing by ε. ¤

Now we turn our attention to the following nonlinear neutral differential
equation with an unbounded delay:

x′(t) = −a(t)x(t) + b(t)x2(t− r(t)) + c(t)x(t− r(t))x′(t− r(t)). (2.11)

We use the variation of parameter to get the solution

x(t) = x(0)e−
R t
0 a(s)ds

+

t∫

0

(
c(u)x(u− r(u))x′(u− r(u)) + b(u)x2(u− r(u))

)
e−

R t
u a(s)dsdu.

Taking

t∫

0

c(u)x(u− r(u))x′(u− r(u))e−
R t

u a(s)dsdu

=

t∫

0

x(u− r(u))x′(u− r(u))(1− r′(u)
c(u)

(1− r′(u)
e−

R t
u a(s)dsdu

and integrating by parts the right-hand side of this equation with

U =
c(u)

(1− r′(u)
e−

R t
u a(s)ds

and

dV = x(u− r(u))x′(u− r(u))(1− r′(u),

we obtain

t∫

0

x(u− r(u))x′(u− r(u))(1− r′(u)
c(u)

(1− r′(u)
e−

R t
u a(s)dsdu

=
1

2
x2(t− r(t))

c(t)

1− r′(t)
− 1

2
x2(−r(0))

c(0)

1− r′(0)
e−

R t
0 a(s)ds

− 1

2

t∫

0

h(u)x2(u− r(u))e−
R t

u a(s)dsdu,

where h(u) is given by (2.5). Thus a solution of (2.11) has the form

x(t) =

(
x(0)− 1

2

c(0)

1− r′(0)
x2(−r(0))

)
e−

R t
0 a(s)ds
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+
1

2
x2(t− r(t))

c(t)

1− r′(t)
− 1

2

t∫

0

(h(u)− 2b(u)) x2(u− r(u))e−
R t

u a(s)dsdu.

Let

Sψ =
{
ϕ : R→ R / ‖ϕ‖ ≤ L, ϕ(t) = ψ(t) if t ≤ 0,

ϕ(t) → 0 as t →∞, ϕ ∈ C
}
.

Suppose that

L

{ ∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ +

t∫

0

|h(u)− 2b(u)| e−
R t

u a(s)dsdu

}
≤ α < 1, t ≥ 0. (2.12)

Theorem 3. If (2.8), (2.10) and (2.12) hold, then every solution x(t, 0, ψ)
of (2.11), with a small continuous initial function ψ(t), is bounded and goes to
zero as t →∞. Moreover the zero solution is stable at t0 = 0.

Proof. For L and α, find δ > 0 such that
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
+

1

2
Lα ≤ L.

Let ψ : (−∞, 0] → R be a given small bounded initial function with ‖ψ‖ < δ.
Define the mapping P : Sψ → Sψ by

(Pϕ)(t) =

(
ϕ(0)− 1

2

c(0)

1− r′(0)
ϕ2(−r(0))

)
e−

R t
0 a(s)ds +

1

2

c(t)

1− r′(t)
ϕ2(t− r(t))

− 1

2

t∫

0

(h(u)− 2b(u)) ϕ2(u− r(u))e−
R t

u a(s)dsdu, t ≥ 0.

Clearly, Pϕ is continuous if ϕ is such. Let ϕ ∈ Sψ with ‖ϕ‖ ≤ L. Then using
(2.12) in the definition of (Pϕ)(t), we obtain

|(Pϕ)(t)| ≤
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)

+
1

2
L2





∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ +

t∫

0

|h(u)− 2b(u)| e−
R t

u a(s)dsdu





≤
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
+

1

2
Lα.

Thus ‖(Pϕ)‖ ≤ L by choosing δ as above, and (Pϕ)(t) is bounded. Consider
t1 and t2 as in the proof of Theorem 2. Then for t > t2, we have

|(Pϕ)(t)| =
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
e−

R t
0 a(s)ds +

1

2

∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣
∣∣ϕ2(t− r(t))

∣∣
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+
1

2

t∫

0

∣∣(h(u)− 2b(u)) ϕ2(u− r(u))
∣∣ e−

R t
u a(s)dsdu

≤
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
ε +

1

2

∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ ε2

+
1

2
L2ε

t1∫

0

|h(u)− 2b(u)| e−
R t1

u a(s)dsdu +
1

2
ε2

t∫

t1

|h(u)− 2b(u)| e−
R t

u a(s)dsdu

≤
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
ε +

αε2

2L
+

αεL

2
.

This implies that (Pϕ)(t) → 0 as t → 0. To see that P is contraction under the
supremum norm, let ϕ, φ ∈ Sψ. Then

|(Pϕ)(t)− (Pφ)(t)|

≤ 1

2

{ ∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ +

t∫

0

|h(u)− 2b(u)| e−
R t

u a(s)dsdu

}
∥∥ϕ2 − φ2

∥∥

≤ 1

2
(2L)

{ ∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ +

t∫

0

|h(u)− 2b(u)| e−
R t

u a(s)dsdu

}
‖ϕ− φ‖

≤ α ‖ϕ− φ‖ .

The Banach theorem implies that P has a unique fixed point in Sψ which
solves (2.11), is bounded and tends to zero as t → ∞. Thus we obtain the
stability of the trivial solution at t0 = 0. ¤

3. Neutral Volterra integral equation

Consider now the scalar neutral Volterra integral equation

x′(t) = −a(t)x(t) + c(t)x′(t− r(t))x(t− r(t) +

t∫

t−r(t)

K(t, s)x2(s)ds, (3.1)

where 0 ≤ r(t) ≤ r0 for some constant r0.
If (2.3) holds, then a solution of (3.1) is given by

x(t) =

[
x(0)− 1

2
x2(−r(0))

c(0)

1− r′(0)

]
e−

R t
0 a(s)ds +

1

2
x2(t− r(t))

c(t)

1− r′(t)

− 1

2

t∫

0

[
h(u)x2(u− r(u)))−

u∫

u−r(u)

K(u, s)x2(s)ds

]
e−

R t
u a(s)dsdu,

where h(u) is defined by (2.5).
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Let L be some positive constant and suppose that the followings conditions
are satisfied

L

{ ∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣+
t∫

0

[
|h(u)|+

u∫

u−r(u)

|K(u, s)| ds

]
e−

R t
u a(s)dsdu

}
≤α<1, t≥0, (3.2)

and that for every ε > 0 there exists t1 > 0 and T > 0 such that t2 ≥ t1 and
t ≥ t2 + T , then we have

e
− R t

t2
a(s)ds

< ε and e−
R t
0 a(s)ds → 0 as t →∞. (3.3)

In [4], an equation similar to (3.1) is considered with c(t) = 0.

Theorem 4. If conditions (2.3), (2.10), (3.2) and (3.3) hold, then the trivial
solution of (3.1) is asymptotically stable at t0 = 0.

Proof. Choose a positive number δ as in the proof of Theorem 3 and let ψ :
[−r0, 0] → R be a given bounded initial function with ‖ψ‖ < δ. Let

Sψ =
{
ϕ : [−r0,∞] → R/ ϕ(t) = ψ(t) if − r0 ≤ t ≤ 0, ‖ϕ‖ ≤ L,

ϕ ∈ C, and ϕ(t) → 0 as t →∞}
,

where ‖·‖ is the supremum norm.
Define the mapping P : Sψ → Sψ by

(Pϕ)(t) =

[
ϕ(0)− 1

2
ϕ2(−r(0))

c(0)

1− r′(0)

]
e−

R t
0 a(s)ds +

1

2
ϕ2(t− r(t))

c(t)

1− r′(t)

− 1

2

t∫

0

[
h(u)ϕ2(u− r(u)))−

u∫

u−r(u)

K(u, s)ϕ2(s)ds

]
e−

R t
u a(s)dsdu, t ≥ 0 .

Clearly, P is well defined from Sψ to Sψ. Let ϕ ∈ Sψ be such that ‖ϕ‖ ≤ L.
For any ε > 0 there exists t1 > 0 such that for t ≥ t1 − r0 we have |ϕ(t)| < ε.

Also, for t2 ≥ t1 and t ≥ t2+T we have e
− R t

t2
a(s)ds

< ε. Consequently, t ≥ t2+T
and t1 large enough implies

|(Pϕ)(t)| ≤
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
ε +

1

2

∣∣∣∣
c(t)

1− r′(t)

∣∣∣∣ ε2

+
1

2
L2

t2∫

0

[
|h(u)|+

u∫

u−r(u)

|K(u, s)| ds

]
e−

R t2
u a(s)dse

− R t
t2

a(s)ds
du

+
1

2
ε2

t∫

t2

[
|h(u)|+

u∫

u−r(u)

|K(u, s)| ds

]
e−

R t
u a(s)dsdu

≤
(

δ +
1

2

∣∣∣∣
c(0)

1− r′(0)

∣∣∣∣ δ2

)
ε +

αε2

2L
+

αεL

2
.
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That is, (Pϕ)(t) → 0 as t →∞. Also, ‖ϕ‖ ≤ L implies ‖Pϕ‖ ≤ L by a choice
of δ. We will show that P is a contraction. For this, let ϕ, φ ∈ Sψ. Then (3.2)
implies

|(Pϕ)(t)− (Pφ)(t)|

≤ 1

2
(2L)

{ ∣∣∣ c(t)
1−r′(t)

∣∣∣ +

t∫

0

[
|h(u)|+

u∫

u−r(u)

|K(u, s)| ds

]
e−

R t
u a(s)dsdu

}
‖ϕ− φ‖

≤ α ‖ϕ− φ‖ .

Hence P has a unique fixed point in Sψ. ¤
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