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We consider the functional
/Q[h(WK(VU(z))) +tu(r)de  u(z) € Wy (Q)

where g is the gauge function of a convex set K and h : [0,00[ — [0,00] is a possibly non convex
function. In the case K C R? is a closed polytope and Q C R? is a bounded convex set we provide a
sufficient condition for the existence of the minimum.

Besides, as a corollary, we give conditions on @ C R? and f : R?> — [0,00] that are sufficient to the
existence of a minimizer of

/Q F(Vu(@) + u(@)de  ulz) € WL (Q).

1. Introduction

Cellina has recently proved an existence result for functionals of the type

A[h(!\Vu(w)l\)+U(x)] v u(z) € Wy (Q)

with no convexity assumptions (see [4]) on the function h. The first paper dealing with
functionals of this type is a paper by Kawohl, Stara and Wittum [16] on a problem of
shape optimization. They consider the case in which 2 is a two dimensional square and
they prove that the minimum problem has no solutions.

It is well known that, when the convexity is not assumed, the limit of a minimizing
sequence is not always a solution of the minimum problem. Then, in many cases, to
obtain existence results one has to provide a construction yielding the solution.

Several authors [2], [6], [7], [8], [18], used this approach to study functionals depending only
on the gradient. The technique they developed is the following: they solve the problem
locally and, then, using covering arguments, they build a solution of the minimum problem.
Simple examples show that this technique is not useful when the function depends both
on Vu and on u.
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The problem considered in [4] is the minimization problem stated above, where h :
[0,00[ — [0,00] is a lower semicontinuous function and €2 is any bounded open con-
vex set of R? with piecewise smooth boundary. The result presented in [4] states that if
the set ) is not too large with respect to a property of the function h, a solution to the
problem does exist. In this case the solution is built without passing through a covering
argument.

In this paper we make a first attempt to consider the more general functional

L[h(vK(VU(w)))+U($)] de () € Wy'(Q)

where v is the gauge function of a convex set K.

We obtain an existence result in the case K C R? is a polytope and Q C R? is not too
large with respect to a property that involves both the function h and the set K. This
property is of the same type of the property presented in [4]. We want to underline that,
due to the hypothesis on K, no regularity assumption is required on the boundary of €.

Besides, as a Corollary, we present an analogous existence result for the functional
J1vu@) +ulds (o) € W3 (@)
Q

where f : R? — [0, +00] is a lower semicontinuous function that vanishes on the boundary
of a polytope K.

2. Preliminaries, notations and basic assumptions

Given a set A we denote by C(A) its complement, by int(.A) its interior, by A its closure,
and by 0A its boundary. Given a convex set C' C R™, we denote by C° the polar set of
C, by extr C the set of the extremal points of C, by ri(C') the relative interior of C'. The
gauge function of C' will be denoted by 7y (+).

For every locally lipschitz convex function f : R" — R, let 0f(x) be the subgradient of f
at x.

Following [1] and [9], given a point © € R" we set deo(x) = inf{|x —y| : y € C'}. We
define the tangent cone to C' at = as
d tv) —d
To(z) ={veR": lim c(z +t) - de(2) =0} (2.1)

t—0t t

and the normal cone to C at x as

Ne(z) ={yeR" : (y,v) <0VveTx(z)} (2.2)

The sets Te(x) and Neo(z) are closed convex cones in R™ and T (z) N Ne(z) = {0}. In
addition, for C'is convex, N¢(x) coincides with the cone of normals to C' at z in the sense
of convex analysis, namely

Ne(r) ={§eR" : (y—=z,§) <0VyeC} (2.3)

(see [9, proposition 2.4.4]).
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We consider the problem
minimize /Q Wy (Vu(z))) + u(z)) de  u(z) € Wy (Q). (P)

Let us suppose that € is any bounded, open convex set contained in R?, K is a closed
polytope of R? such that 0 € int(K) and, according to the notations introduced above,
vk : R? — R is the gauge function associated to K.

As in [4] the map h : [0,400) — [0, +00] is a non-negative lower semicontinuous extended
valued function with minimum value 0. Moreover we suppose that sup{r > 0: h(r) = 0}
is finite and we denote it by p. Let A be the set of supporting linear functions at p, i.e.
A={a€R:h(s) >a(s—p), for every s > 0}. We recall that 0 € A and let A = sup A.

We define
= inf — ¥ 24
) =, s 7 ) @4
and the width of Q w.r.t. K to be W k) = sup,cq v().

By the hypothesis on K, the set extr K contains finitely many vectors. We fix one of
them and we denote it by k;; we denote the others by k;, assuming that the index ¢
is increasing when we move counter-clockwise from k. Then extr K = {ki,...,k,}.
To simplify the notations, we define k,y; = k1. For i € {1,...,n} let [; be the set
{k € OK : 3\ € [0,1] such that k = M; + (1 — Nk}

The Corollary 19.2.2 [20] imply that extr K° contains exactly n vectors. Applying Corol-
lary 23.5.3 [20] we can check that, for every x belonging to the interior of the convex cone
generated by k; and ki1, Ovk(z) contains exactly one vector, we denote it by &;, and
& € extr K°. With respect to the notations introduced we have that &, = vk (z) for ev-
ery z in the interior of the convex cone generated by k, and k;. As before, we set &, = &;.
Fori € {1,...,n} let ¢; be the set {¢ € 0K*° : 3\ € [0, 1] such that £ = A&+ (1 — N1}
Using again Corollary 23.5.3 [20] we have that for every x = pk;, p > 0, Ovk(z) = (1.

We list some properties that will be useful in the following.

a) Ngo (&) is the closed convex cone generated by k; and k;yq;

b) Tko(&;) is the closed convex cone generated by (§;_1 — &) and (41 — &);
c) forevery je{1,...,n}, (§ —&) € Tke(&);

d) for every £ € 1i((;), Nko (&) = {Akji1; A > 0};

e) for every € € 1i((;), Tro(&) = {x € R*: (kji1,2) <0}

f) for every & € ri((;), for every i € {1,...,n}, (& — &) € Tko(&);

g) foreveryie {1,...,n}, (ki,&-1) = (ki,&) > 0.

AN N N N N N N

3. Preliminary results

In this section we study the properties of the function v(x) defined by (2.4). These
properties will be useful to prove the existence theorem of the following section.

In [18] it has been proved that the function defined in (2.4) belongs to the Sobolev space
Wy °(Q,R) and satisfies Vo(z) € d(—K) for almost every z € Q.

Here we remark that, for every convex set C' the function sup,..-(-,2*), defined in R”,
is the conjugate of the indicator function of C'. This function is also said the support
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function of the set C. When C' is a closed convex set containing the origin, Theorem 14.5
[20] says that this function is the gauge function of C°, then sup ..o (-, 2*) = Yo (-) and
we have that {x € R" : yoo(2) < p} = pC°.

From now on, we suppose that K C R? is a closed polytope, 0 € int K, and that Q C R?
is an open bounded convex set.

Lemma 3.1. Let x be a point in Q such that v(x) = c. Then x + cK° C Q.
Moreover there ezist y € 02 and & € extr K° such that y_g(x —y) = v(z) = ¢ and

x=1y—c.

Proof. The boundedness assumption on K implies that 0 € int(—K°) (Corollary 14.5.1
[20]), and then y_g-(-) is a convex function finite on R?. For this reason we can say
that 7_go(+) is continuous and that there exists y € 0 such that v_go(z — y) =
inf,cp0v_ko(x — 2) = c. It is equivalent to say that, for any z € 9Q, = — z € C{y €
R"™ : v_go(y) < ¢} and there exists y € 00 such that z —y € 9{z € R" : y7_g(z) < ¢},
i.e. y € O(x+cK°) and x +cK° C Q. Now, arguing by contradiction, let us suppose that
for any y € 0 such that v_g(x —y) = v(z) = ¢ we have that y ¢ extr(x + cK°). If this
is the case we have that there exist 21, 29 € extr(z 4+ cK°) C Q and A € (0,1) such that
y = Az; + (1 — N\)z2. By the convexity of £, we get y € €2, that is a contradiction. O

Lemma 3.2. For every ¢ > 0, we have that {v(x) > c} = QN (Niz1. o (Q — ¢&)).

exists y; € Q such that x = y; — ¢&;. Remarking that co{z +c&;;i=1,...,n} =z + cK°,
we have that x 4+ cK° C  and then min,cpq v g (z — 2) = v(z) > c.

On the other hand if we suppose that v(z) > ¢ we have that v_go(z — 2) > ¢ for every
z € 90 and then z + cK° C Q. If we choose y; = o + c&; € extr(x + cK°) we get that
x e Q N (ﬂizl n(ﬁ — ng)) ]

,,,,,

Let us define the following subsets of 0€2:

I, = {yedQ:k € Nqly)}
J; = {y € 902 \ (szl nI]) 3N € (0, 1) such that )\k)z + (1 — /\)ki+1 c NQ<y)}

Definition 3.3. We fix y and z on 092, y # z. 09 is divided in two arcs. We say that
x #y, v # zis between y and z, and we write y < x < z, if  belongs to the arc that can
be covered moving counter-clockwise from y to z.

Proposition 3.4. The following properties hold true.

(i)  For every k € OK there exists y € 02 such that k € Nq(y).

(i) Uizt n(L; U J;) = 00

(iii) For everyi € {1,...,n} the set I; is nonempty; moreover either I; containes exactly
one point or it is a line segment.

(iv) When I; N I;1q # 0, then J; = 0.
(v) When ;N I;11 =0, we have J; = {x € 00 :Vy € [;,Vz € I it isy <z < z}.
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Proof. (i)  is a bounded open set, then for any k € 0K there exists a real number /3
such that (k,z) < 3 for every x € Q). Let 5* be the infimum of the set {5 € R: (k,z) <
B for every x € Q2}. The halfspace Hg- = {a € R"™ : (k,a) > $*} is a convex open set such
that Hg- N Q = (). Then the hyperplane 0Hg{a € R" : (k,a) = (3*} separates properly
Hg« and Q. Moreover we have that there exists y € 02 such that (k,y) = 5%, otherwise
we can get a contradiction with the definition of 5*. Hence k € Ng(y).

(i) Tt is sufficient to remark that, by the assumption 0 € int K, for every v € R?\ {0}
there exist A\, > 0 and k € 0K such that \,k = v.

(iii) I; is nonempty by virtue of (i). Let us suppose that z; and xo are two different
points in I;. For every A\ € [0, 1] we have

< max{(zx —zj, k;), j=1,2}.

We remark that, by the definition of normal cone, the last term is less or equal to zero for
every x € ), hence k; € No(Az1+(1—A)xg). Recalling that, for every y € Q, Nqo(y) = {0}
we get that, for every A € (0,1), Az + (1 — N)xg € 0Q.

(iv) As a trivial consequence of the part (7ii) of this proposition we have that whenever
I;N I 1 # 0 there exists only one point y € I; N I;,1. By the convexity of the cone Ng(y),
for every A € (0,1), we have Ak;+(1—M)k;11 € Na(y). Let Abein (0,1) and let us suppose
that there exists a point z # y, z € 02, such that A\k; + (1 — A\)k; 11 € No(z). Arguing as
above we get that the line segment joining y and z is contained in 0. Moreover we have
that

0=M\ki+ (1= Nkit1, 2 —y) = Mki, z —y) + (1 = XN)(kit1, 2 — v). (3.1)

The last term in (3.1) is less or equal to zero because both k; and k;;; are in Nq(y). For
the same reason if we have A(k;,z —y) + (1 — A\)(kiy1,2 —y) = 0 we get (k;,z —y) =
(kit1, 2 —y) = 0 and then there exists p € R\ {0} such that k; = pk; 1. This contradicts
the fact that 0 € int K.

(v) Wefix y € [; and z € I;;1. As a first case, we suppose that {x € 9Q : Vy € [;,Vz €
Liggitisy <o <z} = {dy+ (1 =Nz A € (0,1)}. It is easy to see that there exists
k € 0K such that for every x in the set considered, Ng(xz) = {A\k; A > 0}, k € Nq(y),
k € Ngq(z) and the cone Nq(y) U Nq(z) contains the convex cone generated by k; and
kii1. Then x € J;. In the other case we can proceed as follows. The line joining y and
z divides R? in two halfplanes. Let H be the one that does not contain z. We define
C=co(HNQ)Uz). Itis C C Qand z € CNQ It follows immediately by (2.3) that
Nq(z) C Ne(z). Moreover, if u, v are the vectors in 0K that generate Ng(z), it is not
difficult to check that u € Neo(y) and v € Ng(z), and that p and v are contained in
the convex cone generated by k; and k; ;. It remains only to prove that every x € J; is
between y and z for every y € I; and z € I;;1. Repeating the same arguments used above,
we see that it can not happen that there exists j € {1,...,n}, j # 4, such that y < x < z
fory € I; and z € I44. O

Definition 3.5. For every z € {2 we define the following set:

H(x) ={y € 90 : if v(z) =citisy € extr(z + cK°)}.
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Remark 3.6. Thanks to Lemma 3.1 and to the definition of the function v(-), II(z) is
well defined for every x € €.

Lemma 3.7. Let x € Q be such that v(x) = ¢ and let y € 02 be such that y € TI(z) and
y =1x — c&. Then there exists X € [0,1] such that \k; + (1 — N)k;1 € No(y).

Proof. By Lemma 3.1 we have that 2 + ¢K° C Q and that y = x + ¢& € (x + cK°) N .
Then No(y) C Nyierxo(z + ¢€;) = Ngo (&) and, by (a) of Section 2, we get the proof. [

Proposition 3.8. The following properties hold for every i € {1,...,n} such that J; is
nonempty and for every j € {1,...,n} for which I; has nonempty relative interior.

(i) Letxz € Q andy € J; be such that v(x) = ¢, y € (x) and v =y — ¢&. Then, for
every b € (0,¢), z =y — b&; is such that I1(2) = y.

(ii) Let & be an arbitrarily fived vector in (;_1, let x € Q and y € ri(I;) be such that
v(z)=c,r=y—c and {y —c(§ —&-1),y — c(§ — &)} C (z). Then, for every
be (0,¢), z=1y— b is such that II(z) = {y — b(§ —&;-1),y — b(E — &) }.

(iii) For every y € J; there exists ¢ > 0 such that TI(y — c&;) = y.

(iv) For every y € 1ri(1;) and for every £ € (;_; there exists ¢ > 0 such that Il(y — c£) =
{y —c(€ = &)y — (€ = &)}

Moreover, for everyi € {1,...,n} and for every y € I; \ ri(1;),

(v) there exists x € Q, such that y € Il(z) if and only if v(x) = ¢ and there exist
z € I; and § € (1 such that z # y, x = z — ¢ and either y = z + ¢(&§_1 — &) or
y=z+c(&—9).

Proof. (i) We recall that by the hypothesys on x we have that x+cK° C Q. Remarking
that extr(z +cK°) = {y —c(& —&;);7 = 1,...,n} we have that, for every j € {1,...,n},
y —c(& — &) € Q. By (v) of Proposition 3.4, we have that Nq(y) is contained in
int(Nko(&)) and then int(Tq(y)) contains T (;). For this reason and also by property
(c) stated in Section 2, we can say that, for every A € (0,1) and for every j # i, Ay + (1 —
Ny — (& —&5)) € Q. Now, choosing A € (0,1) such that b = (1 — X)c, we have

y =05 = y+ (1= XN)(y — &),

extr(y — b +0K°) ={y—b(& —¢&);5=1,...,n},

Y- & — &) =g+ (1 - Ay — clés — &)) € Q for every j #4,

and this concludes the proof.

(ii) In this case we observe that

extr(y —c€ +cK°) ={y—c(§—&);i=1,...,n},

y—c(§ = &) and y — c(§ — &j41) belong to Ij;

y—c—&) € Q\Lfori ¢ {j,j+1}

Then, arguing as above, keeping in mind the property (e) of Section 2, for every b € (0, ¢),
we have that y —b(§ — &) € Qfori ¢ {j,j+ 1} andy —b(§ — &) € I;, for i € {j,7 + 1}.
(iii) As observed in (i), for every y € J;, int(To(y)) containes Txo(&;). Then, by (c) of
Section 2, by the convexity and the boudedness of 2 we can define, for every j € {1,...,n},
Aj = %sup{)\ >0:y— A& — &) € Q). Now, choosing ¢ = min{)\;;j = 1,...,n} we have
extr(y — ¢ + cK°)\{y} = {y —c(& — )15 # i} C Q.
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(iv) Let us consider first the case in which £ € ri((;). By Lemma 3.1, we have Ng(y) =
Nio (&) and To(y) = Tro(§). Now, we define, for every i € {1,...,n}, \; = %sup{)\ >0:
y—ME—¢&) € Q) and c =min{\;i=1,...,n}. Hence we get

extr(y — € + KO\ {y — (€ — &)y — el — &k = {y— (€ — )i £ Ji £j+1} C 9
and {y —c(§ — &),y —c(§ =&} C I If € =&, recalling that No(y) = kjr1 C Nio (&)
we can proceed exactly as in the case studied above substituting &; to . The last case
§ = &;41 can be treated analogously.

(v) First of all we notice that one of the two implications is obviously true. For the other
one we remark that, by Lemma 3.7, if y € I; and y € II(z) it is that either z = y — ¢&;_;
or x =y — c&. Without loss of generality we can assume that x = y — ¢&_1. We have
that « + cK° C Q and let us suppose that z 4 ¢£ € Q. Then, there exists & > ¢ such that
x + ¢& € Q and, by (g) of Section 2, we get

(ki, (v + &) — (2 + c&iy1)) = (ki, (€ — )& — (& — §i1)) = (€ — ) (ki, &) > 0.

This contradicts the fact that k; € Nq(y). Then we can conclude that x4+ c§; € 9Q2. With
the same argument we can prove that, for every & € (;_1, x + ¢ € 0. Then the line
segment joining y and x + ¢; is contained in I;. To conclude the proof it is sufficient to
fix £ € ;1 and z = x + €. O]

Definition 3.9. For every y € J; we define

c(y) =sup{c>0:1(y — c&) = y}.

For every i € {1,...,n} such that I; is a line segment, we fix a £ € (;_; and for every
y € ri(l;) we define

c(y) =sup{c>0:1l(y —cf) = {y —c(§ —&-1),y —c(§ — &)}

Lemma 3.10. For everyy € J; it is

cly) = min sup{A>0:y—\& - &) € Q}

je{l,..,n}

.....

y— A& — &) € Q}. If ¢ < ¢(y) there exists j # ¢ such that y — é(&; — &) € 9. Then
{y,y —é(& — &)} C (y) a contradiction with the definition of ¢(y). On the other hand
if ¢ > c(y), recalling that (¢ — §;) are in the interior of T(y), we get the contradiction
y—c(&—&;) € Qfor every j # i and for every ¢ € (c(y),¢), i.e. y =I(y—c&;). In the case
y € 1i(1;), if ¢ < c(y) for every ¢ € (&, c(y)) there exists j such that y — c(€ — &) ¢ Q and
then v(y —c§) # c. If ¢ > ¢(y), for every ¢ € (c(y), ¢), we have y — c(§ —&;) € Q2 for every
j & {i,i+1} and y—c(6—&;) € 1i(L;) for j € {i,i+1}. Hence {y—c(6—&), y—c(€—Eiar)} =
II(y — c€), a contradiction. O

Remark 3.11. As immediate consequences of Lemma 3.10 and Proposition 3.8 we have
the following properties.
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(1) 0<ecly) < Wk for every y € J; and for every y € ri(l;).

(2) y e ll(y — c(y)&) for every y € J;; for every y € ri(l;) and for every £ € (;_1 we

have {y — c(y)(§ — &-1,y — c(y)(§ — &} € Ty — c(y)§).

(3) For every y € J; there exist z € 99, z # y, and j # i such that z € II(y — c(y)&;)
and z =y — c(y)(& — &). Moreover ¢(z) = ¢(y). Analogously, for every y € ri(l;),
for every & € (;_1, there exist z € 0Q, z ¢ ri(l;), and j € {1,...,n} such that

z €My —c(y)§), z =y — c(y)(§ — &) and c(z) = c(y).

Lemma 3.12. The function c(-) is continuous.

Proof. For every y € 9Q and a € R?, a # 0 we can define the width of € in y in the
direction a to be w(y,a) = sup{A > 0 : y — Aa € Q}. By the continuity of 9% it is
straightforward that w(y, a) is continuous in the natural topology induced on 992 by R2.
Recalling the characterization of ¢(y) we get the proof. O

To conclude this section we remark that, thanks to the properties proved above, we can
say that the set 2 can be regarded as the union of a certain number of sets in which the
function v(-) can be computed in a more convenient way.

In fact, for every ¢ € {1,...,n} such that J; # () and for every j € {1,...,n} such that
ri(f;) # (0, we can define, respectively
Q = {xe€Q:3Jye Jand 0 < ¢ <c(y) such that © =y — ¢}
O, = {z€Q:V¢e 13y el and 0 < ¢ < ¢(y) such that z =y — £}
and then we get
Q= (U;) U (U;0).

Now, if y € J; and y is a point of differentiability for 0€2, by the definition of J;, there
exists A €]0, 1] such that Ak; + (1 — A)ki41 € No(y) and, by the results proved in this
section, for every 0 < ¢ < ¢(y) we have that Vo(z) = —(Mk; + (1 — M)k 1). Analogously,
for every y € I; and for every 0 < ¢ < ¢(y), we get Vou(z) = —k;.

4. Existence theorem

We have the following existence theorem:

Theorem 4.1. Let Q2 be an open bounded convex set contained in R?. Let K C R? be a
closed polytope such that 0 € R%. Let h satisfy the hypothesis stated in Section 2. Let p,
A and Wq iy be defined as before. If Wiq )y < A, the function

= —p inf — .zt
u(z) pyleg%*sgg((x y, ")

is a solution to the problem (P).

Proof. (a) First of all we remark that, for every k € 9pK, for every vector v € R? and
for every p € 0yk (k) we have

h(vg(k+v)) = h(vg(k) +vx(k+v) —vx(k))
> h(vk(k)) + a(vk (k4 v) — vk (k)
> h(vk(k)) + alp,v)
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where o € [0,A]. Now, recalling the properties of 0y (-) stated in Section 2, we can
consider the restriction of Oyk(-) to 0K and we fix an arbirary selection p(-) of this
multifunction. By the very definition of the function u(-), for every p > 0,and for almost
every x € , we have Vu(z) = —pVu(z) and Vu(z) € dpK. Then we can define
p(Vu(z)) = p(—=Vou(z)). For every function () € Wy () and for every function a(z) €
L>*(Q), 0 < a < A,we have

/Q (e (Vu(z) + Vi(x))) + u(x) +n(z)] de

> / (o (Vu(2)) + u(@)] d + / (@) (p(Va(x)), Va(@) + n(z)) dr.

If we prove that for every selection p(-) and for every function () € W, "' (Q) there exists
a function a(x) € L*(), 0 < a < A, such that

/Q [a(@)(p(Vu(z)), Vn(z)) + n(z)] dr =0 (4.1)

we have proved that the function u(x) is a minimum of the functional considered. Using
standard arguments on mollifiers, it is sufficient to show that (4.1) holds true for every
() € G5

(b) For every i € {1,...,n} such that J; is nonempty there exists a point O; € J; such
that & belongs to Nq(O;). Let v; be a vector normal to &;, with norm equal to 1, and
we consider the pair of coordinate axis with origin in O; and directions defined by (v;)
and (—¢&;). There exist an open interval ]a;, b;| and a non-negative lipschitzean convex
function ®@; :]a;, b;[— R? such that {(s, ®;(s));s €la;,b;[} = J;. We will use the notation
c(s) = c((s, P;(s))) and we recall that the function ¢(s) is continuous on ]a;, b;| and admits
finite limits both for s — a; and for s — b;. We define S; = {(s,¢) : s €]a;,b;[ and 0 <
¢ < c¢(s)} and, for every € > 0, S§ = {(s,¢) : s €|a;,b; and 0 < ¢ < ¢(s) — €}. We will
denote by g; : R? — R? the function that describes this change of variables. We have that
9:(€2;) = S; and denote by QS the set such that g;(2) =S¢

Now, for every i € {1,...,n} such that ri(Z;) is non empty and for every £ € (;_1, we
can fix a point P; € I; and consider a pair of coordinate axis with origin in FP; and
directions defined by (v) and (—¢), where v is a vector, normal to &, with norm equal
to 1. By (ii) of Proposition 3.4, there exist a closed interval [¢;, d;] and a linear function
U, : [¢;,d;] — R? such that {(s, ¥;(s)); s € [¢;,d;]} = I;. As before we will use the notation
c(s) = c(s,¥;(s)) and we remark that the function c(s) is continuous on [¢;, d;]. We define
R; = {(s,¢) : s € [¢;,d;] and 0 < ¢ < ¢(s)} and, for every € > 0, RS = {(s,¢) : s €
[ciyd;] and 0 < ¢ < ¢(s) — €}. We will denote by h; : R? — R? the function that describes
this change of variables. In this case we have that h;(O;) = R; and we denote by Of the
set such that h;(Of) = Rs.

The definition of ¢(y), the properties (i) and (ii) in Proposition 3.8 and the Remarks 3.11
imply for every e > 0, the sets O, ) satisfy the following properties

OsNOS=0 Vi£j, QUNQS=0 Vi#j, ONQ=0 ViVvj
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Moreover we have that S; \ Sf = {(s,¢) : s €la;,b;[and ¢(y) — € < ¢ < ¢(y)}, then
p(Si\ S7) = (bi — ai)|&lle and

lim (2 (Upmr,_n(OF U Q) = 0. (4.2)

e—0 T

By the properties proved for the function v(z) we have that, on S;, v(g;(s,c)) = ¢ —
®,(s). By the convexity of the function ®; there exists at most a countable collection
of points (s,)nen Clas, b;[ in which the function ®; is not differentiable. It is p({(s,¢) :
s =s,and 0 < ¢ < ¢(y)}) = 0, and then for every (s,c) € S; such that v(g;(-,-)) is
differentiable in (s,c¢) and (s,c¢) € {(s,¢) : s =5, and 0 < ¢ < ¢(y)} we have

Vu(g; (s, ¢)) = (=Pj(s), 1) € —Nal((s, ®i(s))). (4.3)
On R; we have v(h;(s,c)) = ¢ — U;(s) and then, for every point of differentiability of
v(hi-)),

Vu(hit(s,c)) = (=V)(s),1) € —Ng(s, ¥;(s)). (4.4)
(¢c) We define the following functions

D;(s)+c(s) —c for (s,c) €5
e :{ (5)+ls) ¢ for (s.0) €

0 otherwise

Gi(s,c) = { Lils) Fels) —e for (s,0) € B

0 otherwise.

We claim that the function

o(r) = Y Bilgi@)xa, (@) + 6 (ki) xo, (2)

satisfies (4.1). We remark that a(-) is measurable and, for almost every z € Q, 0 <
a(x) < Wo k. By (4.2) we have

/Q 0(@) (p(Vu(z)), Vi) + n(z)] d
— tig Y [ fa@)p(Vula)), Va(o) + n(e)] da

Flim Y / () (p(Vu@). V(o) + o)) da. (4.5)

Let us compute

b;  rP(s)+c(s)—e )
| nwie= [ [ (o™ (5,e) eldsde
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Integrating by parts and recalling that 7(g; *(s, ®(s))) = 0, we obtain that the last term
is equal to

b;
el [ [entor (s,205) + els) - 0)

B f;is))JrC(S)_e(q)(S) + c(s) — ¢)(&, Vn(g; ' (s, ¢)))de| ds.

Hence

|| ) p(Vuta)), V(o)) + nia)da]
et [ :Ms)e s, ) Pl (5,))), V(g5 s, )))deds
-l | / i()s)“(s)%(@(s) + e(s) = )€, V(g (s, )))deds
Hel [ enlar 6,005+ ) = deds. (1.6

By (4.3), recalling that Ng(s, ®(s)) is strictly contained in the convex cone generated by
k; and k;,q, there exists A € (0,1) such that Vu(g;'(s,c)) = —(Mk; + (1 — A)kiy1) and
then for every selection p(-) we have p(Vu(s,c)) = &;. Hence (4.6) is equal to

el [ enla; (5,00 + e(s) = €))ds

b;  rP(s)+c(s)—e
FEl [T 805.0) = (@06) (o) — ) e Tt (5. ) eds

and, by the definition of 3;(s, ¢), it is equal to

bi
el [ ento; s, + o) — s

If we want to compute the integral on Of, first of all we have to notice that Vu(z) = —k;
for almost every x € Of and then Ovg(Vu(z)) = ©0(k;, kir1). For every selection p(-), it
is p(Vu(z)) = € € co(ki, kiy1). We can consider the coordinates introduced in (b) and,
proceeding exactly as above, we get

d;
/O§ [a(z){(p(Vu(z)), Vi(z)) + n(z)] dz = [|£] / en(hi (s, U (s) + c(s) — €))ds.

Hence, by the hypothesis n(-) € C§°(2), by (4.5) and by the assumption on €, the
conclusion follows. O

The following example is in the same spirit of the Example 2 in [4]. Tt shows that the
condition Wq g < A can not be improved in the sense that if it is not fulfilled it may
happen that the function u(z) = —pv(z) is not a solution of the problem (P).
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Example 4.2. Let us consider the function

h(r) =

T Hfo<r<i1
+oo0  ifr>1.

In this case we have p = 0 and A = 1. Let K C R? be the square {x = (z1,2) :
max;_1 2 |z;| < 1}. The functional defined in such a way is weakly lower semicontinuous
and has superlinear growth, then it always admits a solution.

Applying Theorem 4.1 we have that, for every 2 such that Wq x < 1, the function
u(x) = 0 is a solution of the problem (P). We show, now, that for every € > 0 there exists
a set €, with W i = 1 + ¢, such that the function u(z) = 0 is not a minimum.

We choose Q0 = {z = (21,22) : |71] < a+eand |zo] < 1+€} and Qy = {z = (21,29) :
|z1| < a and |z5] < 1}. Let us consider the negative function w(z) that has gradient in
norm equal to one and orthogonal to the sides of {2 on the strip 2\ £ and gradient 0 on
Q. The values of the functional computed along the maps u and w are, respectively, 0

and 4(e + %(1 —a)+ %) It is easy to see that if a is sufficiently large with respect to e
the last value is strictly less than zero.

Now, let us consider the following problem
[ UrTue) +u@lds ut) e Wit @) ()

where f : R? — R is a non-negative lower semicontinuous function with minimum value
0. Let K C R? be a closed polytope with 0 € int(K). We suppose that f(k) = 0 for every
k € OK and f(k) > 0 for every k € C(K).

We can consider the family
H ={h:[0,+00) — [0,+0c] : h(-) lower semicontinuous and h(yx(k)) < f(k) Vk € R?},

and we can define

h(xz) = 21617[?[ h(x).

We have that h(-) € H and k(1) = 0. We define A = sup{a € R : h(s) > a(s —
1) for every s > 0} and W k) = sup,ecq v(x), where v(-) is defined by (2.4). Then we
have

Corollary 4.3. Let Q, K, f be defined as above. If W(q ) < A the function

— _ inf *
) = = o, sup (o)

is a solution of the problem (P’).

Proof. It is sufficient to remark that for every n(-) € Wy''(Q) , for every selection p(-)
of the multifunction &, restricted to K and for a(-) € L>®(Q), with 0 < a(z) < A, we
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have

[ (0@ + F0(w) + u(e) + (o) da
> [ [Hl(Vuta) + Vo)) + uta) + n(a)] da

> / [y (u())) + u()) e + / (@) (p(Vu()), Vn(e)) + ()] da

Q

- / F(Vu()) + ua)] de + / (o(2) (p(Vu()), V(@) + n(z)] d.

Q

The construction of the function «(-) given in the proof of Theorem 4.1 completes the
proof. O]
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