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1. Introduction

For a scalar convex function a point which is “almost minimizing” is not necessarily an
“almost stationary” one, as we can see considering the convex smooth function (see [11])
f:R? 5 R, f(r1, 13) = exp(z? — x5) and the sequence n — z" = (n, n® +In/n). We
have f(z") =1/y/n — 0 =1inf f but Vf(2™) = (2¢/n, —1/v/n) # (0,0).

Relations between stationary and minimizing sequences have been considered in [11, 20]
for constrained scalar mathematical programming problems, where it is also shown the
following, which is immediate from Ekeland variational principle.

Theorem 1.1. Let f : R"™ — R be a continuously differentiable function. Then for any
minimizing sequence (), there exists a nearby sequence (yy) such that

() lim (- p) =0, (i) lim fly)= inf f(r), (i) lim Vf(u) =0

k—+o00 z€R™

The aim of this paper is to present some generalizations of the above result to nonsmooth
vector optimization problems in infinite dimension spaces.

For a scalar minimization problem the optimal value inf f(R™) is a singleton (eventually
—o0). A different situation occurs in a vector minimization problem where the set of
“optimal” values (which is the “infimal” set) may be infinite and sometimes unbounded.
There are several way to define an approximate efficient solution. We introduce some types
of e-efficiency (with ¢ a positive scalar) which are metrically consistent in the sense that
each e—efficient solution is located in an e-neighborhood of the infimal set. Approaching
the infimal set in an asymptotic manner we consider the asymptotically weakly Pareto
optimizing (called also asymptotically weakly efficient) sequences. On the other hand the
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approximate necessary first order weakly-efficiency condition leads us to define the notion
of weakly scalarly stationary (or weakly Kuhn-Tucker) sequence.

2. Preliminaries
2.1. The infimal set

Let Y be a topological space endowed with a partial order relation denoted < (C'is a
subset of ) related to the order relation).

Let T C Y. Denote
min(7T|C)={a€T|a<cz, VreT}

MIN(T|C) ={a e T|Ve e T, v <¢c a = = = a}.
Changing <¢ in >¢ we obtain the sets max(7'|C) and MAX(T'|C). Also

inf(T|C) = max({x € Y|z <c y, Yy € T} C),

and in the same way sup(7'|C') is the least upper bound of 7.

Note that the above subsets may be empty, and min(7'|C'), inf(T'|C"), max(T'|C'), sup(T'|C)
contain no more than one element. Remark also that their definition does not use the
topological structure of Y.

The minimal set MIN(T'|C) (resp. the maximal set MAX(T|C)) is also called Pareto
or efficient set when dealing with a minimization (resp. maximization) problem. The
efficient set may be infinite or even unbounded.

The chronic fault of the sets inf(7|C') and sup(T'|C) is that they may be “far” from T
(eg. fY=R* C=R2,y<cy <=y —y € CandT is the unit (closed or open)
disk, then infT = {(—1, —1)} and supT = {(1, 1)} which are located at the Fuclidean
distance of v/2 — 1 > 0 from T). That is why we will consider the infimal set (see also
[18] or [24]) as follows:

INF(T|C)={a€T|Vz €T, x <¢ca= x =a},

where T stands for the closure of the set T' (and reversing the order we define the supremal
set SUP(T'|C')). This set coincides with MIN(T'|C) (resp. MAX(T|C)) if T is closed.
Moreover

min(7T|C) ¢ MIN(T|C); MIN(T|C) c INF(T|C); MIN(T|C) C INF(T|C)

and it is possible to have strictly inclusions. If min(7"|C) is not empty (hence is a single-
ton), then we have min(7'|C) = inf(7|C') = MIN(T'|C'). Note also that we may have

inf(T|C) ¢ INF(T|C).

Example 2.1. Let Y = R? with the norm topology, and C' = R, y <¢ ¢ <= y'—y € C.
(1)  For T =[0,1[x]0, 1] we have

min(7|C) = MIN(T|C) = §, MIN(T|C) = inf(T|C) = {(0,0)}

and INF(T|C) = [0,1] x {0}.
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(2)  For T = {(cost,sint)| t € [0, 7[} we have
min(TIC) =, MIN(TIC) = {(1, 0)},

min(7T|C) = MIN(T|C) = inf(T|C) = {(~1, 0)}, INF(T|C) = {(1, 0), (—=1,0)}.
(3) For T = {(x1,2)| 22 + 25 < 1} we have

min(T|C) = MIN(T|C) = 0, inf(T|C) = {(~1,~1)},
INF(T|C) = {(cost,sint)| £ € [, 37”]} _ MIN(T|C).

2.2. The weakly infimal set in the policy space

Throughout this paper Y denotes a real Banach space (the “policy space”) endowed with
a closed convex pointed' cone C (i.e.,C = C, R,C +R,C C C and C N —C = {0}).
This cone defines a (partial) order relation in Y given by : z <¢g y <= y—z € C
compatible with vector addition and positive scalar multiplication. Thus Y is a (partially)
ordered Banach space. We will assume that the interior int C' is not empty. The cone
Co = int CU{0} defines another partial order relation x <¢, y <= y—x € C, and when
r<c, Y, x#yweputz<cuy,ie.

r<cy<=y—xcintC.

We will also denote by B the closed unit ball in any normed vector space. If S C Y, and
y €Y, we denote d(y, S) = inf.cg ||y — z||, with the convention d(y, 0)) = 4oc.

Let T'C Y. Since we are interested by vector minimization problems, in the sequel we will
study only the (weakly) minimal or infimal sets, but obviously reversing the inequality
(or replacing C' by —C') we may obtain analogous properties for the (weakly) maximal or
supremal sets.

We will define the weakly efficient (or minimal) set by

MIN,,(T|C) = MIN(T|Cy) = {y € T| BzeT: z<cy}
={yeT| —y+TCcY\(—intC)}.

It is easy to see the following.

Remark 2.2. MIN,,(7'|C) contains MIN(T|C'), and if T is closed, then MIN,,(T|C) is

closed.

Also, we define the weakly infimal set by

INF,(T|C) = INF(T|Cy) = {y € T| AzeT: z<cy}
={y ET\ —y+T CY\(—intC)}.
It is obvious that

INF(T|C) € INF,(T|C).

'Some results of this paper hold even when C is not pointed, but to simplify the presentation we make
this hypothesis.
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Proposition 2.3. )
INF,(T|C) = MIN,(T|C),

(hence INF,,(T'|C) is closed) and
MIN,(T'|C) C INF,(T|C) C bd T,
where bd T is the boundary of T.

Proof. The inclusion MIN,,(T|C') C INF,,(T'|C) being obvious, let us prove the converse.
Since Y \ int C' is closed, for each y € INF,,(T|C) we have y — T =y —T C Y \intC,
hence y € MIN,,(T'|C).

The inclusion MIN,,(7|C) C INF,(T|C) is obvious. Let y € INF,(T|C). If y ¢ bdT
it follows that y € int T. Hence for sufficiently small ¢ > 0 we have y +e¢B C T. Take
v € int CNB. Tt follows that y—ev <¢ y with y—ev € T contradicting y € INF,(T|C). O

It is easy to adapt some existence results known for the efficient set (see e.g. [19, Chapter
2, section 3]), in the case of the weakly infimal set. Thus, we can state the following.

Proposition 2.4. Let T be such that, for some y € T, the set T, = (y — C) N T is

C-complete i.e., T, contains no decreasing net (Yo )acr such that T, C U(T\ (Yo — C)).
ael

Then INF,(T'|C) is not empty.

Remark 2.5. If the set T} is compact then it is C-complete.

Let us consider the set
Ct={eY*"| (\y) >0 VyeCl},

where Y* is the topological dual of the space Y and (-, ) stands for the duality product.

Theorem 2.6. Assume int C* # () and let T C'Y be such that there exists A € int CT,
bounded from below onT. Then, for everyy € T\INF,(T|C), there exists z € INF,,(T'|C)
such that z <¢ y.

Proof. We need first the following.
Lemma 2.7. Suppose int C* not empty and let X € int C*. Then

inf  (\,y) >d(\, Y\ CT).

yed, llyll=1

Proof. For each positive number r < a = d(A\, Y*\ C*) we have A +rB C C*. Let
y € C, |ly]| = 1. According to the Hahn-Banach theorem, there exists e € Y*, |le]| = 1,
such that (e,y) = 1. Thus 0 < (A — re,y), hence r < (\,y). Letting r — a_ we obtain
the result. O]

Now, we go back to the proof of the theorem. This can be done using “Phelps’ extem-
ization principle” (see [1, Theorem 2.5.]), but thanks to one of the referees, we can give a
direct proof.
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Let X\ and y as stated in the theorem. There exists iy € T such that 3’ <c y. Let us show
that the section T, = (y' — C) N T is C-complete. Indeed, if (y,) is a decreasing net in
Ty, then ((\,ya)) is a decreasing, bounded from below net in R, hence it is fundamental.
According to the previous Lemma, for every e € C'\ {0}, we have

(Ae) = lell - d(A, Y\ CT).

This implies that (y,) is fundamental, hence it has a limit, say § € T,,. This shows that the
family (T, \ (yo — C)) cannot cover T}y, hence T}, is C-complete. Thus INF,,(T,/|C) # 0,
and since INF,,(T,/|C) C INF,,(T|C), any z € INF,,(T},/|C) satisfies the conclusion of the
theorem. ]

2.3. The extended space Y
We will briefly recall some results presented in [8].

In the real convex analysis, we allow the values +o00, —oo in order to handle convex
functions defined on the whole space X, and for other practical reasons. For the same
reasons we will extend the space Y to a topological partially ordered space ¥ = Y U
{+00¢, —00c} where +00¢ and —oo¢ are two distinet elements not belonging to Y (some
other results about the extended space can be found in [9, 22]).

A neighborhood of +0o¢ (—0o¢)inY is a set IV, (—N resp.) such that {+ooc}U(y+C) C
N for some y € Y. Then the topology 7 of Y is defined by

7=71U{0O C Y| O is a neighborhood of + oo or of — oco¢
and O \ {+o0¢, —ococ} € 7},
where 7 is the topology of Y. Thus, the imbedding Y C Y is continuous, and Y is dense
inY.
The algebraic operations are extended in the same way as in the convex analysis (see [8]).
Note that +ooc — 0o = +00¢; 0 00c = Oy.

We will extend the relations <¢, <¢, and <¢ to Y by

VyeY, —ooc <cy< +ooc, —0oc <¢g, Yy < 000, —ooc <¢ ¥y <¢ +00¢.

Note that, despite the analogy with the extended real line R, the space Y is in general
not compact (even in the case Y = R?* and C' = R?).

Remark 2.8. Following our definition, a sequence (y,), C Y tends to +oo¢ in Y iff
for every y € Y there exists some ng such that, for all n > ng we have y <¢ y,. Also
Yp — —0o¢ iff —y, — +ooc.

Remark 2.9. We have also that y, — +oo¢ (or y, — —oo¢) and y, € Y implies

|lyn|| — 4o00. Of course, the converse is false.

For T C Y, T stands for the closure in the space Y, and to simplify the notation, we put
MINT = MIN(T'|C), MIN,,T = MIN,,(T'|C), INF,,T = INF,,(T|C) etc. Note that, if
T # {+o00¢}, then

INF,T={yeT| —y+TCY\(—intCU{—ooc})}.
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All the results about the (weakly) minimal or infimal set presented in the previous section
in the space Y, hold for the space Y too, excepting the relation INF,(T|C) C bdT.
Moreover, according to the definition, we obtain easily the following.

Proposition 2.10. The following statements are equivalent:

(i) —oce € INF,(T).
(i) INF,(T) = {—occ}.
(i) 3ym) C T g — —o00.
(iV) —oo¢ €T

Proposition 2.11. Let T C Y U {+oco¢} such that —ooc ¢ T and T # {+ooc}. Then
INF, T = INF, (T \ {+00c}),

and these sets coincide with the weakly infimal set associated to T'\ {+ooc} in the space
Y.

Proposition 2.12. Let (y,) be a sequence in'Y . Then
A€ Ct\ {0}, y, — +ooc = (\,y,) — +o0. (1)

Proof. Let e € int C. Then for any A € C*\ {0} we have (A, e) > 0 (otherwise, let r > 0
such that e + B C C; we have A(e + rB) = rA(B) C Ry, A(—B) = A(B) wich implies
A =0). For any k € R, there exists some ng € N such that ke <y, for all n > ng. Thus
k(X e) <c (N yn)- O

We will extend each element A\ € CT \ {0} to a function (denoted A too) A\ : ¥ — R
putting
(A, +00¢) = +00; (A, —00¢) = —00.

We will denote
A={N:Y =Rl Ay € CF; Ayl = 1; M—o00¢) = —00, A(+00¢) = +o0}.

Notice also the following converse of Proposition 2.12.

Proposition 2.13. Let C' be a polyhedral convex pointed cone with non empty interior
(thus Y must be a finite dimensional space!). Then, for any sequence (y,) C Y such that

VA E A7 <A7 yn) - +OO7

we have
Yn — +00C.

Proof. Since C" is a polyhedral cone (see [23]), there exists {A1,...,A,} C A such that

p
O+ = {Z az/\zl (Oél, e ,Oép) € Ri}
=1

Let e € int C. For each i € {1,...,p} there exists n; € N such that

<)‘17yn> 2 <)\i>€>7 Vn > 1.
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Let ng = max(ny,...,n,). Then
VAECT, n>ng, (M\yn) > (\e).

This implies
Vn >ng, e <¢ Yn,

hence vy, — 400¢. O

2.4. Extended values vector optimization problem

Unless otherwise stated, X stands for a reflexive Banach space. Let us consider a map
F: X — Y. We will denote by dom(F') the effective domain of F, i.e.

dom(F) = {z € X| F(z) # +ooc}.
We say that F' is proper if dom(F) # () and F(z) # —oo¢, Vo € dom(F).
For the vector “minimization” problem:
(VMP) “minimize” F(z), x € X
we say that a € X is a weakly Pareto solution if
F(a) € MIN,, F(X),

i.e., there is no x € X such that F'(z) <¢ F(a). The weakly Pareto (or efficient) set will
be denoted by E,, = F~}(MIN,, F(X)). Note that, if F': X — Y is continuous, then E,,
is closed.

Note also that, if —ococ € F(X), then E, = F~'({—o0¢}).
Let F: X — Y be a map.
Definition 2.14. We say that F' is C-convez if
Vo €0, 1], Vo, 2’ € X, F((1-0)x+0z") <c (1—0)F(z)+ 0F(z").
Definition 2.15. We say that F' is C-semicontinuous if the level sets
L(F;a) ={z € X| F(z) <¢c o}

are closed for all « € Y.

For each A € A, we will consider the function Fy : X — R given by
F A= Ao F.

Definition 2.16. We say that F' is positively lower semicontinuous (continuous) if for
any A € A, the function F) is lower semicontinuous (continuous resp.).

Remark 2.17.
e  Fis C-convex if and only if F) is convex for every A € C* \ {0}.
o If F'is C-convex then L(F;«) is a convex set in X for all « € Y.
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. If F' is positively lower semicontinuous, then F' is C-semicontinuous (because L(F’; o)
= ﬂAeCJr\{O}{ZE € X| F)\(ZU) < <)\, Oz)})
o If F'is C-convex the effective domain dom(F’) is a convex set.

Definition 2.18. Let F : X — Y be a C-convex map (Gateaux differentiable, with
dom(F') open resp.). A point a € X (a € dom(F) resp.) is called weakly scalarly
stationary, if there exists A € A such that

0e aF)\(CL>,

where
0F\(a) = {z" € X*| F)\(z) — F\(a) > (2", — a), Yz € X}

is the usual subdifferential of the extended real values convex function F) at a (the
Gateaux derivative resp.).

We denote by S, the set of the weakly scalarly stationary points.
Proposition 2.19.

(i) IfF:X —Y is C-conver, then E, = S,,.

(ii) IfF:X —Y is Gateauz differentiable with dom(F) open, then E, C S,.

Proof. The part (i) has been proved in [8], and (ii) can be found in [6] for Fréchet
differentiable functions, and it is easy to generalize it for Gateaux differentiable functions.

]

Let FF: X — Y U{+4o00oc} be a proper map.
We will denote

INF,, (F) = INF, (F(X)) = {y € F(X)| F(X) =y C ¥\ (= int C' U {—0cc})}

— {ye F(X)| F(X)N (y — int C) = O}.

Remark 2.20. It is easy to see that:

(i) F(E,) = F(X)NINF,(F) C INF,(F).
(ii) E, = F7YINF,(F)).
(iii) E, may be empty while INF,,(F') is not empty ( see [6]).

Definition 2.21. The point a € X is e— weakly efficient if there exists e € B, such that
F(a) —ee € INF,(F), where € > 0.

Remark 2.22. Note that, for F(a) € Y, we have that a is e— weakly efficient iff
A(F(a): INF, (F)) < <.

Remark 2.23. In the literature we can find a different definition for the approximate
weakly efficiency. Thus (see [18, 16]), given a vector €€ C (or €€ Y), a point z € X is
an £— weakly efficient solution if there is no 2’ € X such that F(2') <¢ F(x) —&. The
disadvantage of this definition is that the value F'(x) may be far from the set INF,,(F).
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Example 2.24. Consider X = Y = R? with the euclidean structure, C' = R?, and
F : X — Y such that V(z;,79) € R?, F(z1,79) = (2% + 23, 10%23). Thus F(X) =
{(y1, y2) € R| yo < 10%y:}. Hence INF,,(F) is the half-axis Ry - (1, 0). For the point
a = (0; 1072), we have F(0; 1072) = (107*, 10%), hence a is an £€— weakly efficient solution
with &= (1074, 0) but d(F(a); INF,(F)) = 10%.

Definition 2.25. The point a € X is e— correct weakly efficient if there exists e € CNB,
such that F(a) —ee € INF,,(F), where € > 0.

Remark 2.26. It is obvious that every e— correct weakly efficient point is also an e—
weakly efficient point. Also, a point a € X is weakly efficient <= a is e— correct weakly
efficient for all € > 0 <= a is e— weakly efficient for all € > 0.

Remark 2.27. If we assume that F\ is bounded from below for some A € A Nint C™T,
then using Theorem 2.6 (with 7" = F(X)\ {+o00o¢}) and Proposition 2.11, we have that for
each a € dom(F), there exists y € int CU{0}, hence y € C such that F'(a) —y € INF,,(F).
However, when d(F(a); INF,(F)) < ¢, we cannot be sure that [|y|| < e. Of course, there
exists z € INF,,(F) such that ||F(a) — z|| < &, but not necessarily z € C.

Example 2.28. Consider X =Y = R? with the euclidean structure, C' = R%, and F :
X — Y suchthat F(z) = zforallz € T = {(21, 72) € R_xR| 29 > —10%; (z1+32)- (22—
10%21) = 0}, and F(x) = +ooc elsewhere. Thus INF,,(F) = INF,(T) = {(¢t, —t)| t <
—1072} U {(=1073, —10%)} and the point (0; 0) is 10~3y/2-weakly efficient but it is not
1073y/2-correct weakly efficient (it is e—correct weakly efficient for € > 103/1 4+ 10-12).

Definition 2.29. A sequence (z,) in dom(F’) will be called:
(1) asymptotically weakly Pareto optimizing (a.w.p.) if
d(F(xy,), INF, (F)) -0 or F(x,)— —ooc

(2)  correct asymptotically weakly Pareto optimizing (c.a.w.p.) if there exists a sequence
(en) C R% such that

(1) lim e, =0; (i) Vn, x, is ,— correct weakly efficient.

n—o0

(3)  weakly scalarly stationary (w.s.s.) if F'is C-convex or F' is Gateaux differentiable
with dom(F') open, and there exists a sequence (\,) C A verifying the following:

VneN, 3¢, € 0F, (z,) @ ||&llxs — 0, (2)

which is equivalent to saying that

Vn e N, OF,, (x,) #0, d(0;0F\,(z,)) — 0.

Remark 2.30. If (z,,) is an a.w.p. sequence, then INF,(F) # () and we have two possi-
bilities:

(i) —ooc ¢ INF,(F), and in this case d(F(x,),INF,(F)) — 0.

(ii)) INF,(F)={—oo¢}, and in this case F(x,) — —ooc.

Note that (i) is equivalent to the following:

(i) there exists a sequence (g,,) of positive real numbers tending to O such that, for all
n €N, x, is e,— weakly efficient.
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3. An a.w.p. sequence is close to a w.s.s. one
3.1. A vector variational principle
Here we consider that X is a finite dimensional euclidean space identified with its dual.

Theorem 3.1. Let F : X — Y U{+ooc} be a proper map, positively lower semicontin-
uous (l.s.c.) such that ) # INF,(F) C Y.

Then, for any e > 0, v > 0 and a € X such that d(F(a); INF,(F)) < ¢ there exists
a' € domF and e € B CY such that:

(i) la—dl <~
(il) d is a weakly efficient point for the map G : X — Y U {+ooc}, given by

_ Nz —al?

r— G(zr) = F(z) —ep(1 v

e, (3)
where ¢ : R — R s an increasing, convex differentiable function such that

pR-) ={0}, ¢'(1) <2, (1)=1,

(for example o(t) =0, if t < 0; o(t) =t if t > 0.)
(iii) for any x € dom F':
[1F(z) = G)]| <e. (4)

If in addition F is Gateauz differentiable? with dom F' open set, then

e A, d0;0F(d) < 42. (5)

Proof. Let y € INF,(F') such that ||[F(a) — y|| < e. Denote by e the vector verifying
F(a) —ee=y.

If F(a) € INF,(F) take e = 0, o’ = a, and (i), (ii), (iii) follow immediately. So we will
suppose that F'(a) ¢ INF,(F), hence e € B\ {0}. Obviously the function = — —ep(1 —

[z—all®
2

) is continuous on X. Thus the function G defined by (3) is positively L.s.c., hence C-

semicontinuous, which implies that the set L(G;y) is closed. Note also that a € L(G;y)
because G(a) = y. Consider A € A. The function Gy is L.s.c. as a sum of such functions,
hence it attains its minimum on the compact set (a +yB) N L(G;y) C dom G = dom F.
Thus there exists a’ € (a +vB) N L(G;y) such that

Gs(a') = i G (2).
)\(a) IG(aJr’er%l)%L(G;y) )\(:1:)
Let z € X such that G(z) <¢ G(d’). Since G(a’) <¢ y we must have z € L(G;y). We
have G (z) < G5(a’) hence x ¢ (a +~vB) N L(G;y). Thus = ¢ a + B which implies that
G(z) = F(z) <¢ G(d') <¢ y contradicting the fact that y € INF,,(F'). Hence there is no

z € X such that G(z) <¢ G(a’) which means that o’ is a weakly efficient point for G.
Thus (i) and (ii) have been proved.

2we denote the Gateaux derivative of a function H at a by 0H (a) or by H'(a)
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(4) is obvious. Let F' be Gateaux differentiable with dom F' open set. Then G is Gateaux
differentiable at any x € dom F', and

25%’ e) o1 — M;—Qanz)(x —a).

Ve A, 8G’,\(3:) = aF)\(l') —

Thus, according to Proposition 2.19, 0 € 0G(a’) for some A € A, and (5) follows imme-
diately. []

The following is obvious.

Corollary 3.2. Let F : X — Y U{+ooc} be Gateaux differentiable, with dom F' an open
set.

If (ax) is an a.w.p. sequence then there exists a sequence (a},) such that

(i) [lar = aill =0,

(i) (a}) is a w.s.s. sequence.

(iii) Moreover, if F is uniformly continuous on dom F, then (a}) is also an a.w.p. se-
quence

3.2. Ekeland vector variational principle for e—correct weakly efficient points

In this subsection we will see that much more can be said about an e—correct weakly
efficient point. Let X be a reflexive Banach space, and F': X — Y U {4o00}.

Theorem 3.3. Suppose that F is a proper, positively weakly l.s.c. map. Let ¢ > 0 and
let a € X be any e— correct weakly efficient point. Consider some e € C'N B such that
F(a) —ce € INF,,(F).

Then, for any ~v > 0, there exists some b € X such that :

(i) fla=bll<~,
(ii) b is a weakly efficient point for the perturbed function

€
v Gla) = Fla) + Zllz = blle,
(ili) F(b) <c F(a) — £[la — ble.

Proof. Consider the function z — H(x) = F(z) —e(1 — @)Jre, where ¢, = max(t, 0),
t € R. Put y = H(a) = F(a) —ce. For each A € A, the scalar function H, is weakly l.s.c.
as a sum of weakly ls.c. functions ( since (A\,e) > 0 and x — —e(1 — ”xw;“”)Jr is weakly

l.s.c., because x — ||z — al| is weakly l.s.c. and ¢ — ¢, is continuous and increasing).
Thus the level set L(H;y) is weakly closed, hence the set S = (a + vB) N L(H;y) is
weakly compact. Then, for each A € A, the set arg min g H)(x) is not empty. So, we
can choose b € arg min, g H)(z). Obviously we have (i). To prove (ii), notice first that,
for any = € S, we have H)(b) < H)(x) which is equivalent to

e(\€)

F\(b) < Fy(z) +

(llz = all = {16 = al]).
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Since ||z — a|| — ||b — a|| < ||z — b||, we obtain
Ve e S, Gi(b) < Gi(x). (6)
Let now consider z € X such that
G(z) <c G(b). (7)

From (6) we have that = ¢ S. On the other hand, (7) is equivalent to

F(z) <¢ F(b) — %Hx — blle. (8)

If x ¢ a+~B, then
—llz =0l < =llz = al| + fla = b} < =y + [la = ]|
hence, from (8),
£
Flw) <o FO)+ Z(=7+ lla = bl)e = H() <c'y
contradicting the fact that y € INF,,(F).
If x € a+ 7B, then (8) implies

|l = all _ b =all + flz = o]

v

H(z)+¢(1— Je <¢ H(b) +¢(1 )e,

and, since H(b) <¢ y, we obtain
5
H(w) <oy+ (e —al = [p—all = = = b[)e <c v.

It follows that = € L(H;y), hence x € S which is impossible.
In conclusion, there is no x € X verifying (7), hence b is weakly efficient for G.

(iii) follows immediately from the fact that H(b) <¢ y. O

Corollary 3.4. With the hypotheses and notations of Theorem 3.3, if we have in addition
that dom F' is an open set and F is Gateaux differentiable on dom F', then there exists
some X\ € A such that

IR ) <~ (9)

=™

Proof. The set C; = Y \ (—int C) is a closed cone (not convex), i.e. R, C; C €. Let
h € X. Since b is weakly efficient for G, then for any positive real ¢ sufficiently small such
that b+ th € dom F', we have that G(b+ th) — G(b) € C, hence

F(b+th)— F(b h
e )= FO) el g,
Y
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Letting ¢ — 07, we obtain that
h
F,(b)h + MG & Cl.
Y

Consider the set
h
U={F'(b)h+ #d h e X}.

It is easy to see that U + C' C (', and U + C' is a convex set. Then by the separation
theorem, there exists A € Y* \ {0} such that

VheX, ceC, (\F(bh+ @@ > (A, —c).

It follows that A € C'* (and dividing by ||A|| we can suppose that A € A), and using the
fact that (A, F'(b)h) = (F\)'(b)h = F}(b), we obtain

A
VhebdB, (F(b)h+ e ;y‘f) > 0.
Changing h in —h we obtain that
vhebdB, |(RY(bH <D < £
v g
which implies (9). O

Corollary 3.5. With the hypotheses and notations of Theorem 3.3, if we have in addition
that F' is C'-convex, then there exists some X € A such that

d(0, OFx(b)) < —. (10)

€
~
Proof. It is easy to see that the function G is C-convex. Then, according to Proposition

2.19, we have that there exists some A € A such that 0 € 9G(b). Thus 0 € 8FA(b)+@B
and (10) follows easily. O

We obtain immediately the following.

Theorem 3.6. Let F' be a proper, positively weakly l.s.c. map. If F' is C-convex, or F
is Gateauz differentiable with dom F' open, then given any c.a.w.p. sequence (ay), there
exists a sequence (by) such that

() llax — bl — 0,
(ii)  (bg) is w.s.s.,

Remark 3.7. Unfortunately, in Theorem 3.6 we cannot be sure that the sequence (by)
is a.w.p., unless F' is C-convex and asymptotically well behaved as defined in [8], or F' is
uniformly continuous on dom F'.
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Remark 3.8. It is important to note the differences with the vector variational principle
obtained by Loridan in [17], where the initial point (denoted a in our theorem) is an
£ solution of some scalarized problem. If the problem is nonconvex then there exists
(weakly) efficient points x such that F'(z) is far from any e solution of any scalarized
function Fy, A € A.
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