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This paper contains existence and regularity results for solutions u : 2 — R™" of a class of free disconti-
nuity problems i.e.: the energy to minimize consists of both a bulk and a surface part. The main feature
of the class of problems considered here is that the energy density of the bulk part is supposed to be
fully anisotropic with p-growth in the scalar case, n = 1. Similar results for the vectorial case n > 1 are
obtained for radial energy densities, being anisotropic again with p-growth.

1. Introduction

Within the framework of the so called free discontinuity problems, a class of minimum
problems characterized by a competition between volume and surface energies, functionals
of the type

G(K,u) = flz,u(x), Vu(x)) dx + oz/ lu(z) — g(z)|dx + BHYHEK N Q)

O\K O\K

have been suggested as models to describe phenomena in image segmentation, fracture
mechanics and phase transitions (see [11], [25], [19]). Here, Q2 C RY is a bounded open
set, K C RY is a closed set, u € [W'P(Q\ K)|", g € [L=(Q)]", and o, 3 >0, p > 1, ¢ > 1.
For instance, in the Mumford-Shah functional typically €2 is a rectangle in the plane, the
datum g : Q — [0, 1] represents the grey level of a picture, o and [ are scale and contrast
parameters and f(z) = |z|?. Then, one looks for a piecewise smooth approximation u of
the given image g outside a set of contours K. On the other hand, in fracture mechanics
u:  C R® — R? represents an elastic deformation, which is assumed to be smooth
outside the crack site K.

In order to find minimizers for G, as usual one may relax the functional by extending it
to a larger class, where lower semicontinuity and compactness results may be found more
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easily. Following the ideas contained in the seminal paper [16] of De Giorgi, Carriero and
Leaci, we may thus associate to G the functional

F(u) = /Qf(x,u(:z:), Vu(zx))dz + oz/Q lu(z) — g(z)|?de + BHY (S, N Q) ,

where u belongs to the space SBV of the special functions of bounded variation and S, is
the approximate discontinuity set of u (¢f. the definitions given at the beginning of Section
2). Under standard convexity (or quasiconvexity) assumptions on f the compactness and
lower semicontinuity theorems of Ambrosio (see [5], [6], [7] and [8]) guarantee the existence
of minimizers of 7. Then, the existence of a “classical ” minimizer of G is obtained through
a regularity argument. Indeed, if one proves that for a SBV minimizer u of F

HN_I((gu \ SU> N Q) =0, (1)

then it is easy to prove that the pair (S,,«) minimizes G.

The existence result for the Mumford-Shah functional obtained in [16] (see also [14] for a
different approach) has been subsequently extended to various types of minimum problems
involving convex bulk energies ([13], [20], [26]) and in some special case even to quasi-
convex integrands ([1], [2]). However in all these papers f is assumed to be positively
homogeneous with respect to Vu or at least close at infinity to a positively homogeneous
function.

In this paper we prove the existence of minimizers for G without assuming any type of
homogeneity for f. Moreover we treat also the case in which f depends on all variables
(x,u, z), thus covering a larger class of variational models (for the precise statement see
Theorem 3.1). For instance, in the scalar case our result applies to an integrand of the
type f(z) = |z’ + h(z), where h is any convex function satisfying the growth condition

0 < h(z) < L|z|P vz e RN .

Similarly (see Theorem 4.1), a vectorial case which is covered by our result is when the
bulk energy is of the form

/Q )+ (7)o

where as above f(t) is a strictly convex function growing at infinity like |¢[’ and ¢ is a
lower order quasiconvex function.

Our proof is essentially based on two results. The first one is a version of the decay
estimate of the energy in small balls which is obtained through a typical I'-convergence
argument. The second one is an L> gradient estimate for a W1 minimizer u of a
functional of the type [, f(Vu)dz, whose main feature is that f is not assumed to be
differentiable, hence there is no Euler equation satisfied by u. In the scalar case this
estimate was proved in [20]. Here, this estimate is extended to the case n > 1, under
the further assumption that the functional depends on the modulus of the gradient, but
again without requiring any differentiability of f.
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2. Preliminary Results

In the sequel  denotes a bounded open set of RY and Br(zo) is the ball {x € RY :
|z — x| < R}. We write simply Bp instead of Br(wg) if 2o = 0. Also, LV denotes the
Lebesgue measure in RY, wy is the measure of the unit ball and HY~! is the (N — 1)-
dimensional Hausdorff measure.

If u € [LL (Q)]" we say that u has approzimate limit at x € § if there exists u(z) € R"
such that

lim lu(y) —a(x)|dy =0 .

210 By ()

Notice that this definition of approximate limit is different from the one contained in
Federer’s book (see [18, 2.9.12]) and commonly used in literature. However it is easily
checked that the two definitions are equivalent if u is locally bounded; moreover if u
is a BV function the two definitions coincide for HN"!-a.e. z (see [10, Section 3.6]).
Denoting by S, the approrimate discontinuity set of u, i.e. the set of points in 2 where
the approximate limit of u does not exist, we recall that if u € [BVj,(Q)]", then S,
is HN=!-countably rectifiable (see [18, Th. 4.5.9] or [10, Th. 3.78]). It is then well
known that if u € [BVjo(€2)]" the distributional derivative Du can be decomposed as
Du = VulY + D*u, where Vu is the density of Du with respect to the Lebesgue N-
dimensional measure £V and D*%u is the singular part of Du with respect to £V.

We recall that the space of special functions of bounded variation [SBV (€2)]" introduced in
[15] consists of all functions in [BV(€2)]™ such that D*u is supported in S, i.e. |D%u|(£2\
Sy) = 0. Therefore if u € [SBV(2)]™, then (see [10, Sec. 4.1])

Du=vVul + (u" —u) @v,H LS, ,

where v, is the approximate normal to S, and u* and v~ are the upper and lower traces
of w on S, (oriented by 1,). For the study of the main properties of SBV functions we
refer to [15], [5], [6], [7] and to [10, Chap. 4].

If u: € — R is a measurable function we denote by m any median of u, 7.e. any number
with the property that

Q Q
\{xGQ:u(x)<t}|§% Vi<m ]{xEQ:u(x)>t}\§% Vi>m .
The next theorem can be found in [16, Th. 3.5] or also in [10, Prop. 7.5 and Remark 7.6].

Proposition 2.1. Let B C RY be a ball, let (uy) C SBV(B) be a sequence such that for
some p > 1

sup/ |Vup P de < oo, lim HY*(S,,) =0
B

heN h—o0

and let my, be medians of up, in B. Then there exist a subsequence (up,) and a function
u € WHP(B) such that

up, (r) — mp, — u(x) LY -a.e. in B .
Moreover there exist constants oy, B such that, setting

Up, = (up, V ag) A B,



352 N. Fusco, G. Mingione, C. Trombetti / Regularity of minimizers for a class of problems

then

Up, — Mp, — U in LP(B)

and -
[{une # T} <7 [HY (S, , 2)

where 7y is a suitable constant depending only on the dimension N.

The following result, due to Ambrosio [8] (see also [10, Th. 5.29]), provides the lower
semicontinuity result needed to prove the existence of minimizers for the functional F.

Theorem 2.2. Let f:Q x R" x R™ — [0,00) be a Carathéodory function satisfying
0< flz,u,€) <alx) + ()X +[E7)  V(z,ug € QxR xR™  (3)

for some p > 1, a € LY(Q) and some increasing function 1 : [0,00) — [0,00). If & —
f(x,u,€) is quasiconver in R™Y for LN-a.e. x € Q and any u € R™, then

liminf/ f(:c,uh,Vuh)d:cz/f(x,u,Vu)d:c
Q Q

h—o0
for any sequence (uy,) C [SBV(Q)]" converging in [L'(Q)]" to u € [SBV(Q)]" and satis-
fying
sup [/ |Vup|? dx —l—HNl(Suh)} <00 .
0

heN

Whenever f is a Carathéodory integrand satisfying (3), ¢ > 0 and E C Q is a Borel set,
we set

F(u,c,E) = /Ef(x, u(r), Vu(z)) dz + cHN (S, NE) .

As in [9], the following definition is introduced to measure how far is a SBV function u
from being a minimizer of the above functional F.

Definition 2.3 (Deviation from minimality). Let u € [SBV..(2)]" be such that
F(u,c, A) < oo for all open sets A CC Q. We call deviation from minimality Dev(u, c, §2)
of u the smallest A € [0, 0o] such that

F(u,c,A) < F(v,c, A) + A

for all v € [SBV,(2)]" and all open A CC Q satistying {v # u} CC A CC Q.

If Dev(u, ¢, Q) = 0 we say that u is a local minimizer of F(u,c,2) in €.

Notice however that if u € [W,27()]" we say that u is a local minimizer of the functional
Fo(u, Q) = / f(z,u(z), Vu(x)) dz (4)
Q

if Fy(u, A) < Fy(v, A) for all v € [W,2(Q)]" and all open A CC Q such that {v # u} CC
Acc.
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The following lemma is an easy consequence of the definition of deviation from minimality.
It is obtained comparing the energy of a function u in a ball B, with the energy of the
function vxp, +uxp,\p,, Where o < ¢'. In the estimate the area of the set {u#0}N0oB,
appears since the comparison function is not approximately continuous in this set.

Lemma 2.4. Let u,v € [SBVio(Bg)|", 0 < ¢ < R. If HN"'(S,NndB,) = 0 and
F(u,c,By) < 00, F(v,¢,By) < 00, then

F(u,¢,B,) < F(v,c,B,) + cHN'({a # 0} N 0B,}) + Dev(u, ¢, By) ,

Dev(v, ¢, B,) < F(v,¢, B,) — F(u,c, B,) + HN'({ii # 9} N 0B,}) + Dev(u,c, B,) .

The proof of the lemma may be found in [16] or [10, Lemma 7.3].

The following result, which is also known as biting lemma, and of which there exist various
versions and proofs in literature (see e.g. [3], [12], [24]) is used in the proof of Theorem 2.6.

Lemma 2.5. Let (up) C [LY(Q)]" be bounded. Then for all € > 0 there exist a Borel
set Ac C Q with |Ac| < € and a subsequence (up,) such that the sequence (U/thQ\AE) 18
equiintegrable.

Let fr, : BR x R x RY — [0,00) be a sequence of Carathéodory functions such that for
some p > 1

0 < fulz,u,z) < L(1+|2[7) V(z,u,2) € B x R x RV . (5)

If v € SBVipe(R2), ¢ > 0 we set

Fy(v,e,B,) = [ fu(x,v,Vv)de + cHY (S, N B,)

B,

and we write Devy (v, ¢, B,) for the deviation from minimality.

The next theorem (see also [16]) is essentially a sort of I'-convergence result. Roughly
speaking, it states that a sequence (u;) of “almost minimizers” of the functionals Fj
converges to a local minimizer of a functional of the type considered in (4) provided that
the functions f; converge strongly enough to f and the measures of the discontinuity sets
Sy, are infinitesimal.

Theorem 2.6. Let (fy) be a sequence of Carathéodory functions satisfying (5), such that
z — fulz,u, z) is convexr for all (x,u) € Br X R and for any h € N. Let (uy) C
SBV (Bg), my, medians of uy, in Br, (c) C (0,00). Assume that

(a) sup/ |Vup[Pdr < oo, lim HY(S,,) =0,
heN J Bg h—o00
(b) sup F, (up, cp, Br) < 00
heN
(C) hm ])th('UJh7 Ch, BR) = 0 ,

h—o0
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(d) lim uy(7) = u(z) € WH(Bg) LY -a.e. in By , mp —meR .

h— o0

Then, if f, converges to f uniformly on compact subsets of Br x R x RY, the function u
is a local minimizer of the functional v — fBR f(x,v,Vv)dr in WHP(Bg) and

hhm Fy(up, cn, B / f(z,v,Vov)d Voe (0,R) .

Proof. Replacing f;(z,u, z) with f,(x,u + mp, 2), up with u, — m; and u with v — m,
since fn(x,u + mp,z) converges uniformly on compact sets to f(x,u + m,z), we may
always assume that m, = m = 0 for all h.

Let us first notice that from Proposition 2.1 and assumptions (d), (a) it easily follows that
uy, converges to u in LP(Bg) and that [{u, # wu,}| — 0. Since for any h € N and for
L'-a.e. g € (0, R) we have that HN~!(S;, N dB,) = 0, from Lemma 2.4 we deduce that

Fh(uh, Ch, BQ) S Fh<ﬂh, Cp, BQ> —+ ChHNil({th # ﬁh} N aBg) -+ Dth(uh, Cp, BR) s
Dth(ﬂh, Ch, BQ) S Fh(ﬂh, Ch, Bg) — Fh(uh, Cp, BQ)
—l—ChHN_l({’lNLh 7é ﬁh} N aBQ) + Dth(uh, Ch, BR)
for L'-a.e. o € (0, R). Moreover from (5) we have also that

Fh(ﬂh, Ch, Bg) < Fh(uh, Ch, BQ) + L[{uh 7é ﬂh} N BQ’ Yo € (0, R) . (6)

From the coarea formula and using (2) we get

R
. ::Ch/ R ({iin # un} NOBy) do = enl{un # W}
0
< epy(N) [HN—l(SUh)}N/(N—l) < 0;1/(N71)7(N)MN/(N_1) ’

where M is the supremum in (b).

We claim that limj, a, = 0. This is clear from the last inequality above if limj ¢, = oo.
On the other hand if there exists a subsequence (cp,) such that limy c¢;, = ¢ < oo then
from the inequalities above we still have limj aj,, = 0. Hence the claim follows.

Therefore there exists a subsequence (uy, ) such that

klim e HY ! ({ﬂhk # TUp, } N 8B@) =0 for £' -a.e. 0 € (0, R) ;

moreover, using (a) and (b), we may extract a further (not relabelled) subsequence such
that the measures

e = |V, [PLY + cthN_ll_Sﬂhk — i weakly™ in B .
Let us now set for all p < R

a(p) = limsup Fy, (up,, ch,, By) -

k—o00
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From (6) and the two inequalities preceding (6) we may conclude that

a(p) = limsup Fy, (uy,, cp,, B for £! -a.e. o€ (0,R) (7)
k k k e

k—o0
and that for all p € (0, R)

lim Devy, (T, , cp,, B,) =0 .

k—oo

We claim that for a.e. o

/ f(z,u, Vu)dx < hmmthk(uhk,chk,B ) . (8)

Let us assume with no loss of generality that limy, F}, (Gp, , cp, , B,) exists. Given ¢ > 0, by
Lemma 2.5 there exist a Borel subset A. of Bg and a (not relabelled) subsequence such
that the sequence (|Vun|Px g\ 4.) is equiintegrable. For any r € N we have

Fhk(ﬂhkachkag) Z / fhk<$,ﬂhk,VEhk)dl' ;
(BQ\AS)ka},T

where My, = {x € Bg : [t (z)| + |Van, (z)| < r}; hence by the convergence of f, to f
we deduce that

lim Fy, (Tp,, chy,, By) > hmmf/ f(x, up,, Vg, ) dx
k—o0 k=00 J(B\Ao)NMy,

>lim inf f(z,up,, Vg, ) de — lim sup/ L(1+ |Vuy,,|P)dx
( Q\AE)\Mkr

k—oo Bo\Ac k—o0

Using Theorem 2.2 and letting » — oo, from the equiintegrability of the functions
[tn, (z)|P + |V, (2)|P in B, \ A. we have

lim Fy, (U, cn,, Bo) 2/ f(z,u, Vu)dz
k—oo Bg\As

from which (8) follows letting e go to 0.

Let v € WP(Bg) be a function such that {v # u} CC Bgr and let 9 < ¢’ < R so that
the inequality in (7) holds for o, u(0B,) = (0By) = 0 and {v # u} CC B,. From the
inequality

Fhk(ﬂhka Chy,s BQ’) < Fhk(nv + (1 - n)ﬂhka Chy» BQ’) + Devhk<ﬂhk7 Chys BQ’) )

where n € C3(By), 0 <n<1,n=1o0n B, and |Vn| < 2/(¢ — 0), and using the controls
from above on fj, we get

|uhk U|p
(¢'—o)
"‘CthNil(Sﬂhk N By \ BQ) + Devp, (ﬂhm Chy> BQ’)

Fhk(ﬂhk,chk,BQ)SFhk(’U,Chk,B@)—i—C/ [1—|—|Vuhk|1’+|vv|p dx
\B,
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for a suitable constant ¢ > 1 depending only on L and p. Letting £ go to co and recalling
that v = u outside B,, we obtain easily

B,

alp) < f(z, v, Vo)de + c/ (14 |Vo|P)dx + yu(By \ B,) -
B,\B,

Therefore, letting ¢’ | o we get that for £L'-a.e. ¢ and any v € W'P(Bg) such that
{v#u} CC B,

lim sup Fj, (un, , ch,, Bo) < flx,v,Vv)  dx .

k—oo B,

Since this inequality holds in particular for v = u, from (8) it follows that for L'-a.e. o
there exists

klim Fy, (up,, cn, s By) = f(z,u, Vu) dx
and that v has the claimed minimizing property. This concludes the proof. Il

3. Existence of minimizers

In this section we prove that SBV minimizers of the anisotropic functional
F(u) = / f(z,u(z), Vu(x)) de + 04/ lu — g|?dx + BHY (S, N Q)
Q Q

satisfy the regularity property (1) (see Theorem 3.5). As we said in the introduction,
from this result we then get the existence of a minimizing pair (K,u), where K C R¥ is
a closed set and u € W'?(Q\ K), for the functional

G(K,u)= Q\Kf(x,u(m), Vu(x))dx%—oz/ﬂ\lju — g%z +BHYTHKNQ),  (9)

where o, >0, ¢ > 1, g € L™(Q).

We assume that the function f : Q@ x R x RY — [0,00) can be represented as f =
(12 + |2|2)P/% + h(x,u, 2) + ¢(x,u, z). We assume that h is a continuous function, convex
in z and such that for all (z,u, 2)

0 < h(z,u,2) < L(p® + |2 (Hy)
with L > 0,0 < p <1, p> 1, and that for all (x,u, 2), (y,v, 2)
|h(x,u, 2) = h(y, v, 2)| < ol =yl + Ju—v])(® + |2*)"? (Ha)

where o : [0,00) — [0,00) is a continuous, bounded and increasing function such that

a(0) =0.

Moreover ¢ is a Carathéodory function, convex in z, such that for all (z,u, 2)

|o(z,u, 2)| < L(1+12]") for some r < p . (Hs)
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The proof of the existence result follows the lines of the one originally given in [16] for the
case f = |z|? and relies upon the decay estimate (10) below. Notice that when ¢ = 0 and
u is a W' local minimizer of an integral of the type [, f(Vv)dz, (10) implies that u is
locally Lipschitz continuous. Indeed this property is stated in the following result which
has been proved in [20].

Theorem 3.1. If h : RY — [0,00) is a convex function satisfying (Hy) and f = (u® +
|2|2)P/2 4 h(z), then any local minimizer u € WYP(Q) of the functional

v /Qf(VU) dx

18 locally Lipschitz continuous in 2 and

sup V(@) < Co ][ (4 + [Vu(@)) da

JIGBR/Q(xo) BR(a:O)

for all balls Br(zo) C 2, with Cy depending only on N, p, L.

It is interesting to note that a function f such that 0 < f(z) < C(u® + |2[*)?/? can be
split as (u? + |2|?)P/2 plus a convex function h satisfying (H;) if and only if (see [21]) for
all z € RN, o € CH(Q)

|14 Vendy= [ [+ vl + |2 + VoP) Vel dy |
Q Q

where () is the unit cube and v > 0 is a suitable constant.
Lemma 3.2. Let f: R™ — [0,00) be a quasiconvex function such that for some p > 1
0< f(§) < LA+[¢7) vE e R

and let (ty) C (0,00) be a sequence such that limy, t, = co. Then, there exists a subsequence
(th,) such that

f(tn, &)

Iz
thk
converge to a quasiconves function fs uniformly on compact sets of R™.

Proof. Setting f,(§) = f(tx§)/t} the result immediately follows noticing that in any ball
Bp the functions f;, are bounded and equicontinuous. O

The next result provides a crucial estimate of the decay of F' in small balls by a blow-up
argument.

Lemma 3.3 (Decay estimate). Let f be a function verifying (Hy), (Hs) and (Hs). For
any M,c >0, CcC Q and 7 € (0,1) there exist (M, c, 7,9, 9(M,c,7,9") such that if
ue SBV(Q), Vu € [LP(), |Jullpx@) < M and B,(z) CC Q, with z € ', 0 < €%, and
if
Pl e, By(a)) < 0™, Dev(u,e, By() < 9F(u, ¢, By(x))
then
F(u,c, B;o(7)) < C17V F(u, ¢, By()) , (10)

where C depends only on N, p, L.
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Proof. To prove the assertion it is enough to assume 7 € (0,1/2) (otherwise just take
C, = 2V). Given such a 7 we argue by contradiction assuming that there exist two
sequences (ep), (V) with limy e, = lim, ¥, = 0, SBV functions uy, with [jus|le < M,
and balls B,, (z), with 2, € ', g, < &2, such that

F(uhac7 th<l'h)) < 5thN_1 ) Dev(uh,c, th(flfh)) < ﬁhF(uhvca BQh(Ih)) )

F(un, ¢, Bry, (z1)) > C17N F(uy, ¢, B, (1))

where C7 = (L 4+ 1)Cp + 1 and Cj is the constant given in Theorem 3.1. Setting for all
heN,ye B

1— 1
un(y) = o PP Pug (e + ony)

with v, = 5}:1, we denote by my any median of v, in By and define w;, = v, — my,

Fu(y, s 2) = ymonf (xn + ony, on(ymen) ™" (man + w), (ywen) ~72) -
With these notations we have
Ey(wn, cyn, Br) = py Ve ' Fun, ¢, By, (z1)) <1, Devy,(wp, ey, B1) < 9y

Fy(wp, cyp, By) > ClTNFh(wh,nyh,Bl) ) (11)

Since the sequence (|Vwy]|) is bounded in LP(B;) and 0 is a median for all wy,, Propo-
sition 2.1 implies that, passing if necessary to a subsequence, we may assume that
wp(r) — w(x) LN-ae. in By, with w € W'P(B;). Extracting eventually a further
subsequence, since the sequence (uy) is bounded in L*°(Q2), we may also assume that
on(Yhon)"VPmy, — m € R and that zj, — 70 in Q. Finally since g, < &2 we have also that
Ynon — 0, and that op,(yn0n) "7 — 0. Notice that given R > 0if y € By, |u| + |2| < R,
by (Hs), (Hs) we have

| fn(y, 1w, 2) — ynonf(zo, m, (yon) " VP2)| < winr

where f(zo,m, z) = |z|P+h(zo, m, z) and wy, p is infinitesimal as b — co. Using Lemma 3.2
we may therefore conclude that up to another subsequence

fh(y7u7 Z) - fOO<Z>

uniformly on compact subsets of B; x RxRYN | where foo(2) = |2|P+hoo (20, m, 2). Moreover
it can be easily checked that he(zo,m, z) verifies the assumption (H;) (with p© = 0).
Thus, Theorem 2.6 allows us to conclude that w is a local minimizer of the functional
v [y fs(Vv) dy and that

hlim Fy(wn, ey, By) = foo(Vw) dy Yo e (0,1) .

Hence by Theorem 3.1 w is locally Lipschitz continuous in B; and

sup |Vw(y)lP < Cy \Vw|P dy < Cy foo(Vw) dy.

yEBy /o B B
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Therefore
hlim Fy(wn, cyn, By) < (L +1)Cor™ foo(Vw) dy <
—00 B,
< (L + 1)Cor™ limsup Fy,(wp, cyn, By)
h—o0
and the contradiction with (11) proves the assertion. ]

Let us now recall the definition of quasi minimizer (see [9] or [10, Def. 7.17]).

Definition 3.4. A function u € SBV,.(2) is a quasi minimizer of the functional F'(v, c,
2) if there exists w > 0 such that for all By(z) CC Q

Dev(u, ¢, By(7)) < wo™ . (12)

We denote by M,,(2) the class of quasi minimizers satisfying (12).

Notice that in the vectorial case n > 1 Definition 2.3 of deviation from minimality and
the definition above still make sense. Henceforth we shall denote by [M,,(2)]" the class
of the quasi minimizers u € [SBVie.(Q)]" satisfying (12).

The next result, based on the decay lemma, can now be proved exactly as Theorem 7.21
in [10].

Theorem 3.5 (Density lower bound). Let f be a convex function satisfying (Hy),
(Hy), (H3). Let M > 0 and Q' CC . There exist positive ¥g and oy such that if
u € My(Q), [lullr@) < M, then

HN (S, N B,y(z)) > 9o
for all B,(xz) CC Q with x € S, N Q' and o < gg. Moreover

HY (S, \ S)NQ) =0 .

Let us now assume that the function f satisfies also the the following conditions

f(2,u,0) = min f(z,u,2),  flz,u,0) < f(z,0,0) if [u] <|v], (13)

2€RN

for LN-a.e. z € Q and any u,v € R. Notice that then F(uy) < F(u), where uy =
(uV—M)AM and M = ||g||c. Therefore in order to minimize F we may restrict to those
SBV(Q) functions u such that ||u|/oc < M. From this observation we may thus easily get
the following result.

Theorem 3.6. Let f satisfy the assumptions of Theorem 3.5 and (13). Then, there exists
a minimizer w € SBV () N L>*(Q) of F. Moreover the pair (Sy,u) is a minimizer of the
functional G defined in (9).

Proof. The existence of a minimizer u of F follows immediately from the comments
made above, using the closure and compactness results due to Ambrosio (see [5], [7] and
also [10, Theorems 4.7 and 4.8]) together with Theorem 2.2.
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If u is such a minimizer, since F(u) < F(0), we have that |Vu| € LP(€2), hence u €
Whr(Q\ S,). Also, a simple comparison argument shows that v € M,(Q) for ¢ =
B and for some w depending on L, p, N, ||g|lcc. Therefore Theorem 3.5 applies, and
HY (S, \ S,) N Q) = 0. Let (K,v) be any competing pair such that G(K,v) < oo.
Arguing as before we may assume without loss of generality that v is bounded in €2, hence
(see [16] or [10, Prop. 4.4]) v € SBV(Q) and HN"1(S, \ K) = 0, thus by the minimality
of u we get

G(Su,u) =F(u) < Fv) <G(K,v) ,

which proves the assertion. Il

4. The Vectorial Case

In this section we prove the existence of minimizers for the functional G in the case n > 1.
As the reader can easily check, the arguments used in the proof of the existence result in
the scalar case can be carried over with no substantial change also in the vectorial case.
The only difficulty now is that we must have the right counterpart of the local Lipschitz
estimate provided by Theorem 3.1. On the other hand, it is well known that in general we
cannot expect global regularity of solutions to non linear elliptic systems or of minimizers
of vectorial functionals unless we have some special structure assumption. A significant
case in which one can get global regularity is when the coefficients of the system or the
functional depend only on the modulus of the gradient (see [27], [23], [4]). The following
theorem extends the regularity results obtained in those papers.

Theorem 4.1. Let h : [0,00) — [0,00) be an increasing convex function such that for all
teR
0 <h(t) < L(u* + %),

wherep>1, L>0,0<pu<1. Ifu e [WH(Q)]" is a local minimizer of the functional

v [ F(velyds
Q
where f(t) = (u? + t2)P/2 + h(t), then u is locally Lipschitz continuous in Q and

sup |w<x>|psco][ (1+ |Vu(2)P) du

x€BR/2(0) Br(zo)

for all balls Br(xo) C 2, with Cy depending only on N, m, p, L.

Following [20] the proof of this result is obtained in two steps. We first give a precise sup
estimate for the gradient of a W'? minimizer in the case when f is smooth and satisfies
the usual ellipticity assumptions. Then this estimate is carried out to the general case by
means of an approximation argument.

Throughout this section we use Einstein’s convention for repeated indices.

Lemma 4.2. Let G : R™Y — [0, 400[ be a C? function such that
0 < G(E) < L + ¢

IVEG(E)] < A + [ P27 G e (O = v(p® + |22l
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for every £, € R™  where L,A\,v > 0,p > 1,0 < pu < 1. Let us assume that G(£) =
g(|€?) with g € C*(R). Then there exists a constant Cy = Co(N,n,p, L,v), independent
of A and i, such that if u € [WYP(Q)|" is a local minimizer of the functional

UH/G(VU> dx
Q
then for every Br(xg) C Q

sup (2 +[VaPPP < Cof (4 TPy (14)
Bpry2(zo) Br(zo)

Proof. From the regularity results proved in the papers quoted above we already know
that u € [W22(Q)]" N [W.2>(Q)]”, thus the proof reduces to show that the estimate (14)

loc loc
holds with a constant independent on A and u. Let us consider the Euler—Lagrange system

satisfied by u
/Q Gei (Vu)Vap'dz =0 Y € [Ca ()] .
Let us fix s € {1,..., N}, n € CL(Q), ¥ € [C*(Q)]™; choosing p = n*V b we get
/Q Ges (V) (V)P da = —2 /Q Ges (V) (Vo )V da .
We integrate by parts the integral on the left hand side, thus getting
| G (VT ) (V) da
=2 /Q Gei (Vu) (V' )InVan dz — 2 /Q Gei (Vu) (Vo' )nV,n da

Setting 1 = V'Vu, where v > 0 and V = p? + |Vul|?, inserting ¢ (which is an admissible
test function) into the above equation and summing up, we obtain

/Q Gy (V)VL(V ) [V TtV +4(V VIV ((Vuf)] e (15)
=2 / G%(W)n{van [VIVtt! + VI H (V) Vi(|Vul?)]
Q
Vo [VIVW (Vi) + AV (V) Vo (| Vrf?)] } dr .

Since Gy, ¢ (&) = 49" (|€])EEL + 29'(|€]*)69 0ag, we easily get from Lemma 4.3 below that

(1® + [Vul) P22 (V)
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whereas the ellipticity assumption on G implies that

Ge ot (VU)Vi(Vau) ) Va(Vi') > v(p? + V') P22 V2]

337 (

Using these two estimates to control the left hand side of (15) we then obtain
y/ VIR 2 de 4+ / VIR G (V) da
Q Q
<C [V 9uide + Oy [V g9l da
0 Q

for some C' depending only on N, n, p, L. Therefore using Young’s inequality we imme-
diately get

g/V7+(p D122\ de + 1 /V7_1+p DRIV (V) da
Q

!
< M/V7+p/2|vn|2dx
Q

v

from which we may easily deduce that for all v > 0

"

/ VIR (V) de < O / A\ U
Q

where C” does not depend on . Setting 8 = § + 3 the inequality above becomes
[P <o [ vivapa,
Q Q

which, assuming with no loss of generality that By C © and n € C}(B;) immediately
implies by Sobolev—Poincaré inequality

IVPnlley < VEBIVIVnllzea,) |
% if N> 3orany x > 1if N = 2. Applying this inequality for any
i € N with §; = Ex*7! and choosing 7 € Ci(B,,), where r; = L+ + &, with n = 1 on
B 0<n<1, |Vnl <272 we get

with y =

Tit1)
||V||L25i+1(3”+1) < (4\/5ﬁ121)1/61||V||L2ﬁ1(311) VieN .

Iterating this estimate, and recalling that By, C B,, for every i € N and that 24, = p/2
we easily get
”VHL2Bi+1(Bl/2) < C0||VHL19/2(31) )

where Cy = 1122, (C3;21)/%. Hence the result follows when R = 1. The general case
R > 0 can be recovered by a scaling argument. O

In the sequel we shall use the following result whose simple proof is omitted.
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Lemma 4.3. IfG : R"™ — [0, 00) satisfies the assumptions of Lemma 4.2, then for every
EeR™W, XN eRY, we get

49" (I€11)€0E5AaNs + 29 (€PN = w(p? + €))7 2 A7 (16)
We are now in position to prove the claimed regularity result.

Proof of Theorem 4.1. Extending h to R by even reflection we may assume that also
f is a convex, even function defined on all R. From [20, Lemma 2.4] we obtain that there
exists a sequence (f;,) of functions of class C*(R) converging to f on compact sets of R
and such that

1 p/2 1 p/2
C- (p +ﬁ+t2) th(t)SC(L+1)(u +ﬁ+t2) ,

1 ) 1 9 (p—2)/2 ) 1 ) (p—2)/2
— "
C V(N P t) th(t)SAh(M +—h2—|—t)

for some constant C' not depending on pu, h, L and for A;, > 0. Since f is an even function

it can be easily checked that the construction made in [20, Lemma 2.4] yields that also
the approximating functions fj, are even, hence f;(0) = 0.

Setting for every h € N and for every t > —1/h? g, (t) = fu(\/t + 1/h?), the functions g
are of class C?([0,00)). Moreover the functions G1,(€) = gx(|¢]?) converge uniformly to
f(|€]) on compact sets of R™Y. We claim that the G}, verify the assumptions of Lemma 4.2
with p? replaced by p? + 1/h* and v replaced by C'v for some constant C” independent
on h. The verification of the first two assumptions is straightforward, hence we just limit
ourselves to check that the ellipticity condition is satisfied. Infact if ¢ > 0 for any h we
have

p—2 p—2

/ s)ds > C! /<,LL+ +52) d3>Cll/t(,u +h1+t> .

Let us fix £,7 € R™ and set to = 1/|£|> + 1/h2. From this inequality we get

G ei(Enay = 4gh(IEP)E m)I* + 204 (1€ [

L) ¢yt 0 e VSR 5 ooy L) ™

2 to

with C’ = min{C}, C~'}. Hence the claim is proved.

Let now u be a local minimizer of the functional [, f(|Vv|)dz. Let us fix a ball Bg(z¢) CC
2, and denote by uy, the solution of the minimum problem

min {/BR(M) Gr(Vv)dz : v € u+ [Wol’p(BR(xo))]n}

Applying Lemma 4.2 to uy, it easily follows that up to a subsequence u;, — us locally
weakly* in [WW1°(Bg(x))]" and that

/ f<|Vuoo|>dx§/ F(IVul) d
Br(zo) Br(zo)
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Hence, by the strict convexity of the function & — f(|¢|) one gets that us,, = u. the
conclusion then follows applying again Lemma 4.2 to u, and letting h — oo (for the
details see the proof of Theorem 2.2 in [20]). O

Let us now consider the functional
f(u)z/ [f (@), Vu(@)) + ¢ (z,u(z) Vu(z))lde + af [u — g|%dz + SHY (S, N Q)
Q Q

where a, 3 > 0, ¢ > 1, g € [L®(Q)]". Here f(z,s,t) = (u? + t2)?/2 + h(z, s,t), where h :
2% [0,00) %[0, 00) — [0, 00) is a continuous function, satisfying the following assumptions:

h is convex with respect to ¢, non decreasing in s and ¢, and for all (z, s, t)
0 < hix,s,t) < L(u? + 12)0/2 (1))
with L >0, 0 < pu <1, p> Ljfor all (z,s,t),(y,s,t)
[h(x,5,t) = h(y, s, 1) < o(lz —y| +[s — &) (u® + )72 (H5)

where o : [0,00) — [0,00) is a continuous, bounded and increasing function such that
(0) = 0;
¢ :QxR*x R — [0,00) is a Carathéodory function, quasiconvex in &, such that for
all (z,u, &)

0 < éw,u,€) <L(+[EF)  forsomer <p . (1)

We can now state the vectorial counterpart of Theorem 3.5.
Theorem 4.4. Let f, ¢ be functions satisfying (H}), (HS), (HS). Let M > 0 and ' CC Q.
Given w > 0 there exist Uy and gy such that if u € [M,()]", ||u|lLe@) < M, then
HN (S, N B,y(z)) > 9o
for all B,(x) CC Q with x € S, N and o < po. Moreover
HY (S, \ S,)NQ) =0 .

Proof. As in the scalar case the result is obtained once we have a decay estimate of the
type (10), which can be proved with the argument used in the proof of Lemma 3.3. The
reader may easily check that this argument immediately extends to our situation provided
that we use Theorem 4.1 instead of Theorem 3.1 and that for all o < R

lim Py, B,) = [ Fu((Tuldy

where the functions wy, and the functionals Fj, and are defined as in the proof of Lemma 3.3
and foo(t) = [t|P + hoo(xo, |m|, t).

To show that this equality holds let us follow the proof of Theorem 2.6. The main
difference is that now we have to use Proposition 2.1 to each component wj. Let us still
denote by wy, the functions whose components are (w! V i) A ;. All the various steps in
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the proof remain unchanged exept (6), which is based on the fact that for a scalar function
Vi = 0 in the set where {u # u}, a fact which is not true anymore in the vectorial case.
Notice that

Fy (W, cn, By < Fy(wp, ¢, By) +/ [fn(x, W, VW) —fa(x, wp Vwy ) de,

Bgr\l{ﬁh #wh}

where the functions f;, are defined as in the proof of Lemma 3.3. However, using the fact
that f is increasing with respect to |u| and |Vul, it is easy to check that the last integral
in the equality can be controlled from above by

’thhL/ (1 + (’Yth)f’"/p’vwh‘r) dz
Bgﬂ{w}ﬁé’wh}

a quantity which is infinitesimal. Then, the rest of the proof goes exactly as in the scalar
case. [

Let £ = (£!) be a matrix in R™. We denote by £° any matrix in R™" obtained from £ by
replacing one row with all zeros and leaving the other rows unchanged. We assume that
for all (z,u,§), (z,v,¢)

¢z, u,8%) < ¢(x,v,§) if Jul < o] (17)

Notice that this condition does not imply necessarily that ¢ depends only on |u|. For
instance if n = N the function ¢ = a(z,u)|det(£)| satisfies (17) whenever a(z,u) > 0.
Also, it is easy to check that, under this assumption on ¢, to minimize JF, we may restrict
as in the scalar case to functions v which are bounded. Hence the following existence
result holds.

Theorem 4.5. Let f, ¢ satisfy the assumptions of Theorem 4.4 and (17). Then, there
exists a minimizer u € [SBV(Q)]" N [L®(Q)]" of F. Moreover the pair (S,,u) is a
mainimizer of the functional

G(K,v) = /Q\K [f (2, [v(2)], [Vo(z)]) + ¢(x, v(z), Vu(x))] do
+oz/ lv(z) — g(z)|?dz + FHN 1K N Q) ,
O\K

where K C RY is closed and v € [W1P(Q\ K)]".

Remark 4.6. We remark that if ¢ is an increasing function of |u| and of the modulus
of all the minors of &£, following the same argument used in the proof of Theorem 4.1 of
[22], it is easy to prove that the minimizers of F are bounded and hence that Theorem
4.5 holds too.
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