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1. Introduction

In this paper we consider the problem of the description of the continuum limit of discrete
systems with long-range interactions defined on a cubic lattice as the lattice parameters
tend to 0. Consider a domain Ω in RN , which will parameterize the limit continuum
region, and the portion Zn of the lattice λnZN of step size λn contained in Ω. Let u be a
function defined in Zn. If u : Zn → RN then we may interpret u(x) as the displacement
of a particle parameterized by x ∈ Zn. The interaction between each pair of points x, y
in Zn will be described by an energy Ψn depending on u(x) and u(y), and on the mutual
position of the points in the lattice. The total energy of the interactions among points of
this discrete system described by u is then given by the sum of these pairwise interactions,
which we can write in the form

Hn(u) =
∑

x,y∈Zn, x6=y

Ψn(u(x)− u(y), x− y).

In order to describe the continuum limit of these energies we identify the discrete dis-
placements u with functions defined on Ω which are constant on each cube of side length
λn with vertices on the lattice λnZN . We denote by An(Ω) the set of these functions,
and we regard the functional Hn to be defined as above on An(Ω) interpreted as a subset
of L1(Ω;RN). We can thus apply the techniques of Γ-convergence for energies defined
on L1(Ω;RN). We recall that the Γ-convergence of a sequence of functionals is in a
sense equivalent to the study of the convergence of all minimum problems involving these
functionals and their continuous perturbations (see [16], [11] Part II).
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Figure 1.1: interactions on the lattice Zn

The main result of this paper is showing that, under some qualitative hypotheses on
the dependence of the energy densities Ψn on u(x) − u(y) and under some quantitative
hypotheses on their dependence on x−y, the limit of the energies Hn gives a local energy
H defined on functions which may have a discontinuity along a hypersurface. These
energies contain a bulk term and a surface term accounting for fracture. We show that
the domain of the functional H is the space GSBV (Ω) of generalized special functions of
bounded variation, where it can be written in the form

H(u) =

∫

Ω

F(∇u) dx+

∫

S(u)

G([u], νu)dHN−1.

The space GSBV (Ω) has been introduced by De Giorgi and Ambrosio [17] to give a
variational framework for energies in fracture mechanics and computer vision (see the
book by Ambrosio, Fusco and Pallara [5] for a complete introduction to GSBV and free-
discontinuity problems). We recall that the set S(u) is the (N − 1)-dimensional set of
discontinuity points for u, with normal νu, while ∇u denotes the (approximate) gradient
of u, which is defined on Ω \ S(u) and hence a.e. on Ω, and [u] is the jump of u across
S(u). We recall that in the terminology of fracture mechanics S(u) can be interpreted
as the fracture site, while u describes the displacement on the uncracked region, so that
F is a bulk energy density, while G is a fracture-initiation energy density (see [4]). Our
work is connected to a previous use of Γ-convergence techniques to derive a continuous
model for fracture and softening problems from a discrete approach by Braides, Dal Maso
and Garroni [10], where only nearest-neighbour interactions were taken into account in
the 1-dimensional case, and to the description of finite-difference approximation of free-
discontinuity problems by Gobbino [20] (see also [21] and [14]), where only a special class
of interaction potentials is taken into account. The idea of a passage from a discrete to a
continuous setting using implicitly a variant of Γ-convergence is also present in the earlier
work by Truskinovsky [24].

Under only suitable growth assumptions on Ψn the description of the limit energy den-
sities involves complex limit formulas (see [13], [12], [23] for the one-dimensional case),
whose explicit computation is not easy. We consider further assumptions on Ψn, under
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which the form of F and G is explicit (for a particular case see [14]) and is derived from
a superposition principle. This principle also applies with some variants to obtain an
approximation of Griffith energy functionals in Fracture Mechanics (see [1]). Note that
by comparison, our results describe the limit domain and give some bounds also for more
general energies for which such principle does not apply (for an application to scaled
Lennard-Jones potentials see [12]).

We will treat the case of scalar-valued u only, as in this case the hypotheses on Ψn are
quite general. Some of our techniques carry on to vector-valued u; for example if Ψn(z, w)
depends on z only through |z|. The typical shape of a function z 7→ Ψn(z, w) which
satisfies our hypotheses is convex in an interval [T+

n (w), T−
n (w)], and concave on the two

remaining half-lines. Our hypotheses on the dependence of Ψn on w amount essentially

nn T +-
T

Figure 1.2: the typical shape of Ψn(·, w)

to supposing that the effect of Ψn(·, w) decreases with w in such a way as to avoid non-
local effects on the limiting energy (see [7] for an example of a non-local limit), and are
satisfied, for example, when we consider only a finite number of interactions. We will also
assume the technical hypothesis that for all w we have T+

n (w) → +∞ and T−
n (w) → −∞

as n → +∞, to ensure that no interaction occurs in H between the bulk and the surface
parts, so as to avoid further complications in the description of H. The effect of the
interaction between bulk and surface energies in H in the 1-dimensional case when T+

n

remains bounded can be found in [10].

In our hypotheses the integrands F and G can be recovered by examining the convex and
concave parts of Ψn separately. With fixed w ∈ ZN \ {0}, denote by Fw the pointwise
limit of Ψn(·, λnw) and with Gw the limit of the scaled functions

Gw,n(z) = |w|λnΨn

( z

|w|λn

, λnw
)

.

Note that it is not restrictive by a compactness argument to suppose that both limits exist
thanks to the convexity/concavity hypotheses on Ψn. The functions Fw and Gw describe
the macroscopic effect of the convex and concave part of the interaction of discrete points
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in the lattice ZN at distance λnw. The functions F and G are then obtained by summing
all the contributions when w varies in the lattice ZN , as

F(z) =
∑

w∈ZN\{0}

k(w)Fw

(

z · w

|w|

)

G(z, ν) =
∑

w∈ZN\{0}

k(w)

|w|
Gw(z sgn (z · w))|ν · w|,

where k(w) ∈ N denotes the ratio between w and the minimal vector in ZN with the same
direction. Note that F may easily turn out to be isotropic (e.g., when Fw is quadratic),
while G in general is not. However, the explicit formula giving G allows easily to con-
struct finite-difference schemes with interactions up to M -order-neighbours such that the
anisotropy of G is arbitrarily reduced.

Boundary-value problems can also be treated in this scheme; we propose two ways of
dealing with them. In the first one we consider discrete functions as defined on the whole
λnZN and equal to a fixed function outside the domain Ω; in this case the interactions
‘across the boundary of Ω’ give rise to an additional boundary term in the limit energy.
The second method consists in considering the functions as fixed only on ∂Ω; in this
case, the boundary term gives a different contribution, corresponding to a boundary-layer
effect. We finally remark that our method easily extends to deal with lattices of different
shapes, such as exagonal or slanted ones.

2. Notation and preliminaries

In the sequel N will be a fixed positive integer denoting the dimension of the real euclidean
space in which the discrete model is set (often omitted in the case N = 1) and SN−1 will
be the set of unit-vectors in RN . If x, y ∈ RN , then x · y denotes their scalar product,
|x|, |y| their euclidean norms and [x, y] the segment between x and y. Bρ(x) denotes the
ball of centre x and radius ρ. For a set A of RN we denote int (A) the interior part of
A. We write sgn t and [t] to denote the sign of t and the integer part of t, respectively.
We write LN(A) and Hk(A) to denote the Lebesgue (N -dimensional) measure and the
k-Hausdorff measure of A ⊂ RN , respectively. We sometimes write |A| = LN(A). We also
write #A to denote the number of elements of A (+∞ is A is not finite). We use standard
notation for Sobolev and Lebesgue spaces. If µ is a Borel measure and B is a Borel set,
then the measure µ B is defined as µ B(A) := µ(A∩B). The notation −

∫

B
f dx stands

for the mean value of f on B. The letter c will denote a strictly positive constant whose
value may vary from line to line.

2.1. Special functions of bounded variation

Let Ω be an open subset of RN , and let M(Ω) be the set of all signed Radon measures on
Ω with bounded total variation. We say that u ∈ L1(Ω) is a function of bounded variation,
and we write u ∈ BV (Ω), if all its distributional first derivatives Diu belong to M(Ω).
We denote by Du the RN -valued measure whose entries are Diu. The jump set S(u) is
the complement of the Lebesgue set of u; i.e., x /∈ S(u) if and only if

lim
ρ→0+

ρ−N

∫

Bρ(x)

|u(y)− z| dy = 0
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for some z ∈ R. If u ∈ L1(Ω) then the set S(u) is Lebesgue-negligible, and if, in addition,
u ∈ BV (Ω) then the Hausdorff dimension of S(u) is at most N − 1. Precisely, S(u)
is rectifiable in that there is a countable sequence of C1 hypersurfaces Γi which covers
HN−1-almost all of S(u); i.e., HN−1

(

S(u) \
⋃∞

i=1 Γi

)

= 0. Moreover, for HN−1-almost
every x ∈ S(u) it is possible to find a, b ∈ R and ν ∈ SN−1 such that

lim
ρ→0+

ρ−N

∫

Bν
ρ (x)

|u(y)− a| dy = 0, lim
ρ→0+

ρ−N

∫

B−ν
ρ (x)

|u(y)− b| dy = 0,

where Bν
ρ (x) := {y ∈ Bρ(x) : (y − x) · ν > 0}. The triplet (a, b, ν) is uniquely determined

up to a change of sign of ν and an interchange between a and b, and in the sequel it
will be denoted by (u+, u−, νu). We sometimes write [u] = u+ − u− if no confusion may
arise with the integer part of u. If N = 1 we choose νu = e1 on S(u) so that we have
[u](t) = u(t+)− u(t−), where we denote u(t±) the right and left limit in t respectively.

The distributional derivative of a function u ∈ BV (Ω) admits the decomposition

Du = ∇uLN + Ju + Cu,

where ∇uLN is the Lebesgue part of Du (we use the notation Úu for ∇u if N = 1),

Ju := (u+ − u−)νuHN−1 S(u)

is the Hausdorff part or jump part of Du, and Cu is the Cantor part of Du. We recall
that the measure Cu is singular with respect to the Lebesgue measure and it is ‘diffuse’;
i.e., Cu(S) = 0 for every set S with HN−1(S) < +∞. For the general exposition of the
theory of functions of bounded variation we refer the reader to Federer [19], Evans and
Gariepy [18] and Ziemer [25].

We say that a function u ∈ BV (Ω) is a special function of bounded variation if Cu ≡ 0,
or, equivalently, if

Du = ∇uLN + (u+ − u−)νuHN−1 S(u).

We denote the space of the special functions of bounded variation by SBV (Ω). The in-
troduction of this space is due to De Giorgi and Ambrosio [17]. The space GSBV (Ω)
of generalized special function of bounded variation is defined as the space of scalar func-
tions in L1(Ω) such that for all T > 0 the truncations uT := (−T ) ∧ (u ∨ T ) belong to
SBV (Ω). For the properties of functions in SBV (Ω) and GSBV (Ω) we refer to the book
by Ambrosio, Fusco and Pallara [5].

Let p > 1. The spaces SBV p(Ω) and GSBV p(Ω) are defined as the subspaces of functions
u of SBV (Ω) and GSBV (Ω), respectively, such that

HN−1(S(u) ∩ Ω) < +∞ and ∇u ∈ Lp(Ω;RN).

These spaces are natural domains for the treatment of energies with bulk and surface
contributions in the case where the bulk energy density grows superlinearly at infinity.

2.2. Γ-convergence

We recall the definition of De Giorgi’s Γ-convergence in a metric space space (X, d): given
a family of functionals Fn : X → [0,+∞], n ∈ N, for u ∈ X we define

F ′(u) = Γ(d)- lim inf
n

Fn(u) := inf
{

lim inf
n

Fn(un) : lim
n

d(un, u) = 0
}

,
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and

F ′′(u) = Γ(d)- lim sup
n

Fn(u) := inf

{

lim sup
n

Fn(un) : lim
n

d(un, u) = 0

}

.

If these two quantities coincide then their common value is called the Γ-limit of the
sequence (Fn) at u, and is denoted by Γ- limn Fn(u) or Γ(d)- limn Fn(u). Equivalently,
F (u) = Γ-limn Fn(u) if and only if the two following conditions are satisfied:

(i) (lower semicontinuity inequality) for all sequences (un) converging to u in X we have
F (u) ≤ lim infn Fn(un);

(ii) (existence of a recovery sequence) there exists a sequence (un) converging to u in X
such that F (u) ≥ lim supn Fn(un).

For a comprehensive study of Γ-convergence we refer to the book of Dal Maso [16] (see
also [11] Part II). Note that the functions F ′ and F ′′ are lower semicontinuous. The reason
for the introduction of this notion is explained by the following fundamental theorem.

Theorem 2.1. Let F = Γ-limn Fn, and let a compact set K ⊂ X exist such that infX Fn =
infK Fn for all n. Then

∃min
X

F = lim
n

inf
X

Fn.

Moreover, if (un) is a converging sequence such that limn Fn(un) = limn infX Fn then its
limit is a minimum point for F .

2.3. Some Preliminary results

We first recall a density result in SBV p(Ω) due to Cortesani and Toader [15] (see also
[9]).

Let W(Ω) be the space of all functions w ∈ SBV (Ω) satisfying the following properties:

(i) HN−1(S(w) \ S(w)) = 0;

(ii) S(w) is the intersection of Ω with the union of a finite number of (N−1)-dimensional
simplexes;

(iii) w ∈ W k,∞(Ω \ S(w)) for every k ∈ N.

Theorem 2.2. Let Ω be an open subset of RN with Lipschitz boundary. Let u ∈ SBV p(Ω)∩
L∞(Ω). Then there exists a sequence (wj) in W(Ω) such that

wj → u strongly in L1(Ω), (1)

∇wj → ∇u strongly in Lp(Ω) (2)

lim sup
j→+∞

‖wj‖∞ ≤ ‖u‖∞ (3)

and

lim sup
j→+∞

∫

Swj

φ(w+
j , w

−
j , νwj

) dHN−1 ≤
∫

Su

φ(u+, u−, νu) dHN−1 (4)

for every upper semicontinuous function φ : R×R×SN−1 → [0,+∞) such that φ(a, b, ν) =
φ(b, a,−ν) for every a, b ∈ R and ν ∈ SN−1.

We will treat N -dimensional problems by reducing to 1-dimensional one. To this end we
introduce some notation and a ‘slicing’ result. Let ξ ∈ SN−1 and let Πξ := {y ∈ RN :
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y · ξ = 0} be the linear hyperplane orthogonal to ξ and P ξ : RN → Πξ the orthogonal
projection on Πξ. If y ∈ Πξ and E ⊂ Rn we set

Eξ,y := {t ∈ R : y + tξ ∈ E}. (5)

Moreover, if u : E → R we define the function uξ,y : Eξ,y → R by

uξ,y(t) := u(y + tξ). (6)

Theorem 2.3.

(a) Let u ∈ GSBV (Ω). Then, for all ξ ∈ SN−1 the function uξ,y belongs to GSBV (Ωξ,y)
for HN−1-a.e. y ∈ Πξ. Moreover for such y we have

Úuξ,y(t) = ∇u(y + tξ) · ξ for a.e. t ∈ Ωξ,y,

S(uξ,y) = {t ∈ R : y + tξ ∈ S(u)},

uξ,y(t±) = u±(y + tξ) or uξ,y(t±) = u∓(y + tξ),

according to the cases νu · ξ > 0 or νu · ξ < 0 (the case νu · ξ = 0 being negligible)
and for all Borel functions g

∫

Πξ

∑

t∈S(uξ,y)

g(t) dHN−1(y) =

∫

S(u)

g(x)|νu · ξ| dHN−1.

(b) Conversely, if u ∈ L1(Ω) and for all ξ ∈ {e1, . . . , eN} and for HN−1-a.e. y ∈ Πξ

uξ,y ∈ SBV (Ωξ,y) and

∫

Πξ

(

∫

Ωξ,y

| Úuξ,y|p +#(S(uξ,y))
)

dHN−1(y) < +∞,

then u ∈ GSBV p(Ω).

We finally recall a simple 1-dimensional Γ-convergence result (for a direct proof see [12]).

Proposition 2.4. For any n ∈ N let hn : R → [0,+∞] be convex and lower semicon-
tinuous functions such that the limit limn hn(x) =: h(x) exists for all x ∈ R. Assume in
addition that h is lower semicontinuous and int ({x : h(x) 6= +∞}) 6= ∅. Then for all
φn, φ ∈ Lp(a, b) such that φn ⇀ φ weakly in Lp(a, b), we have

lim inf
n

∫ b

a

hn(φn) dt ≥
∫ b

a

h(φ) dt.

3. The one-dimensional case

We first recall some results in the case of nearest-neighbour interaction, and subsequently
use this result to obtain the Γ-convergence theorem for long-range interactions.

Consider an open interval (a, b) of R and two sequences (λn), (an) of positive real numbers
with an ∈ [a, a+ λn) and λn → 0. For n ∈ N let a ≤ x1

n < . . . < xNn
n < b be the partition
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of (a, b) induced by the intersection of (a, b) with the set an + λnZ. We define An(a, b) as
the space of piecewise constant functions such that c0n, . . . , c

Nn
n ∈ R exist satisfying

u(x) =











c0n if a < x < x1
n

cin if xi
n ≤ x < xi+1

n , i = 1, . . . , Nn − 1

cNn
n if xNn

n ≤ x < b

(7)

that is, An(a, b) is the set of the restrictions to (a, b) of functions constant on each [an +
kλn, an + (k + 1)λn), k ∈ Z.

3.1. Nearest-neighbourhood interaction

For n ∈ N let ψn : R → [0,+∞] be given, and let En : L1(a, b) → [0,+∞] be defined as

En(u) =











Nn−1
∑

i=1

λnψn

(

u(xi+1
n )− u(xi

n)

λn

)

u ∈ An(a, b)

+∞ otherwise in L1(a, b).

(8)

The following Γ-convergence is a particular case of the results in [12].

Proposition 3.1. For all n ∈ N let T±
n ∈ R exist with

lim
n

T±
n = ±∞, lim

n
λnT

±
n = 0, (9)

and such that, if we define Fn, Gn : R → [0,+∞] as

Fn(z) =

{

ψn(z) T−
n ≤ z ≤ T+

n

+∞ z ∈ R \ [T−
n , T+

n ]
(10)

Gn(z) =







λnψn

(

z

λn

+ T sign z
n

)

z 6= 0

0 if z = 0
(11)

the following conditions are satisfied: there exists p > 1 such that

Fn(z) ≥ |z|p ∀z ∈ R (12)

sup
n

inf
z∈R

Fn(z) < +∞ (13)

Gn(z) ≥ c > 0 ∀z 6= 0, (14)

Fn is convex, and the restrictions of each Gn to (−∞, 0) and to (0,+∞) are concave,
and, moreover, there exist F,G : R → [0,+∞) such that

lim
n

Fn = F, (15)

lim
n

Gn = G. (16)
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Then, (En)n Γ-converges to E with respect to the convergence in measure and with respect
to the L1(a, b) convergence on L1(a, b), where

E(u) =











∫ b

a

F ( Úu) dt +
∑

t∈S(u)

G([u](t)) u ∈ SBV (a, b)

+∞ otherwise in L1(a, b).

Remark 3.2. Note that the convergence hypotheses in (15) and (16) are not restrictive
up to passing to a subsequence. Note moreover that F is convex, G is concave and that
if all λnψn(·/λn) are locally equibounded then we also have

G(x) = lim
n

λnψn

( x

λn

)

by the uniform convergence of Gn to G on compact subsets of R \ {0}.
By [12] we may drop the convexity and concavity hypotheses, in which case the description
of F and G is more complex.

3.2. Multiple-neighbourhood interaction

With fixed n ∈ N and for k = 1, . . . , Nn, let ψk
n : R → [0,+∞) be given functions. We

will investigate the limiting behaviour of the following energies defined on L1(a, b):

En(u) =















Nn
∑

k=1

k
∑

i=1

[Nn−i
k ]−1
∑

j=0

kλnψ
k
n

(

u(x
i+(j+1)k
n )− u(xi+jk

n )

kλn

)

if u ∈ An(a, b)

+∞ otherwise.

(17)

We begin by proving the following result.

Proposition 3.3. Suppose that for every n ∈ N and k ∈ {1, . . . , Nn} there exist points
T k
n,−, T

k
n,+ such that the following conditions are satisfied:

lim
n

T k
n,− = −∞, lim

n
T k
n,+ = +∞, lim

n
λnT

k
n,± = 0, (18)

ψk
n
∣

∣[Tk
n,−,Tk

n,+]
is convex and lower semicontinuous, (19)

ψk
n
∣

∣(−∞,Tk
n,−]

and ψk
n
∣

∣[Tk
n,+,+∞)

are concave and lower semicontinuous, (20)

for some p > 1

ψ1
n(x) ≥ |x|p if T 1

n,− ≤ x ≤ T 1
n,+, (21)

λnψ
1
n(x) ≥ c > 0 if x /∈ [T 1

n,−, T
1
n,+], (22)

there exist F k, Gk : R → [0,+∞) such that

lim
n

ψk
n(x) = F k(x) for every x ∈ R (23)
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lim
n

kλnψ
k
n

(

x

kλn

)

= Gk(x) for every x ∈ R, (24)

and Gk is superlinear in 0, i.e., taking into account that Gk(0) = 0 by (24),

lim
z→0

Gk(z)

|z|
= +∞. (25)

If E ′(u) denotes the Γ-lim infn En(u) with respect to the convergence in measure then
E ′(u) ≥ E(u), where E(u) is defined by

E(u) =











∫ b

a

F( Úu) dt+
∑

t∈S(u)

G([u](t)) if u ∈ SBV (a, b)

+∞ otherwise in L1(a, b),

(26)

with

F(x) =
+∞
∑

k=1

kF k(x) and G(x) =
+∞
∑

k=1

kGk(x). (27)

The proof of the proposition will make use of the following lemma.

Lemma 3.4. Let ψn : [0,+∞) → [0,+∞) be non decreasing functions and let Tn be
positive real numbers such that

lim
n

λnTn = 0, lim
n

Tn = +∞ (28)

ψn
∣

∣(0,Tn)
is convex (29)

ψn
∣

∣(Tn,+∞)
is concave. (30)

Assume in addition that there exist F,G : [0,+∞) → [0,+∞) such that G is superlinear
in 0 and

F (x) = lim
n

ψn(x), G(x) = lim
n

λnψn

(

x

λn

)

(31)

for every x > 0. Then, for every sequence (T ′
n) such that limn λnT

′
n = 0 and T ′

n > Tn for
all n there exist non-decreasing φn : [0,+∞) → [0,+∞) with φn ≤ ψn, satisfying

φn
∣

∣(0,T ′
n)

is convex (32)

φn
∣

∣(T ′
n,+∞)

is concave, (33)

and such that

lim
n

φn(x) = F (x) and lim
n

λnφn

(

x

λn

)

= G(x) (34)

for every x > 0.
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Proof. We denoteGn(x) = λnψn((x− λnTn)/λn), which is a concave function on (0,+∞).
The sequence (Gn) converges uniformly to G on all compact subsets of (0,+∞). Since
G is superlinear in 0, we claim that for all M > 0 there exists ε > 0 and nM ∈ N such
that Gn(x) ≥ Mx on [0, ε] for all n ≥ nM . Suppose otherwise and choose ε > 0 such that
G(ε) > Mε; if, up to subsequences, we have Gn(xn) < Mxn for some xn < ε, then, as Gn

is positive and concave,we have also Gn(ε) < Mε, which gives a contradiction letting n
tend to +∞.

Let

xn = max
{

x ∈ [0, Tn] : ψ′
n(x−) ≤ ψn(T

′
n)− ψn(x)

T ′
n − x

}

(xn = 0 if the set on the right hand side is empty) We set

φn(x) =



















ψn(x) if x < xn

ψ(xn) +
ψn(T

′
n)− ψn(xn)

T ′
n − xn

(x− xn) if xn ≤ x ≤ T ′
n

ψn(x) if x > T ′
n.

Clearly φn is convex on (0, T ′
n) and concave on (T ′

n,+∞). Moreover, it can be immediately
checked that φn ≤ ψn and that φn is non-decreasing. The only thing left to prove is that
limn xn = +∞. To check this, note that

ψn(T
′
n)− ψn(x)

T ′
n − x

=
Gn((T

′
n − Tn)λn)− λnψn(x)

λn(T ′
n − x)

.

For what proven above and since λn(T
′
n − Tn) → 0 for all fixed x we have

lim
n

ψn(T
′
n)− ψn(x)

T ′
n − x

= +∞.

On the other hand for all fixed x > 0 we have lim supn φ
′
n(x−) < +∞, so that x < xn for

n large enough.

Proof of Proposition 3.3. First, we rewrite our functionals as follows

En(u) =
Nn
∑

k=1

k
∑

i=1

Ek,i
n (u), (35)

where Ek,i
n is defined by

Ek,i
n (u) =

[Nn−i
k ]−1
∑

j=0

kλnψ
k
n

(

u(x
i+(j+1)k
n )− u(xi+jk

n )

kλn

)

. (36)

Let un, u ∈ L1(a, b) be such that un → u in measure and suppose that lim infn En(un) <
+∞. Up to subsequences, we also can assume that un → u pointwise and lim infn En(un) =
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limn En(un). By (21) and (22) we can apply Proposition 3.1 to E1,1
n . As lim infnE

1,1
n (un) ≤

limn En(un) < +∞, we get that u ∈ SBV p(a, b) and

lim inf
n

E1,1
n (un) ≥

∫ b

a

F 1( Úu) dt+
∑

S(u)

G1([u]). (37)

Fix an integer k ≥ 2 and i ∈ {1, . . . , k}. We will prove that although ψk
n satisfies weaker

hypotheses than ψ1
n, we still have

lim inf
n

Ek,i
n (un) ≥

∫ b

a

F k( Úu) dt+
∑

S(u)

Gk([u]). (38)

Once this inequality is proved, the thesis follows immediately: with fixed m ∈ N we have
from Fatou’s Lemma

lim inf
n

En(un) ≥ lim inf
n

m
∑

k=1

k
∑

i=1

Ek,i
n (un) ≥

m
∑

k=1

k
(

∫ b

a

F k( Úu) dt+
∑

S(u)

Gk([u])
)

,

so that we have E ′(u) ≥ E(u) by letting m → +∞.

The proof of (38) is divided into two steps. For the sake of simplicity we assume T k
n,+ =

−T k
n,−, T

1
n,+ = −T 1

n,− and we denote these points by T k
n and T 1

n , respectively. The necessary
changes for the general case will be clear from the proof.

Step 1 Assume that T 1
n ≤ T k

n for every n ∈ N. Define

Ik,in =

{

j ∈
{

0, . . . ,

[

Nn − i

k

]

}

: |un(x
i+(j+1)k
n )− un(x

i+jk
n )| > T k

nkλn

}

.

Note that #I1,1n is equibounded by (22). Moreover, it can be easily checked that if j ∈ Ik,in

then there exists l ∈ {i+ jk, . . . , i+ (j + 1)k − 1} such that l ∈ I1,1n . Hence, we get that
#Ik,in ≤ #I1,1n ≤ c.

Define uk,i
n on [xi+jk

n , x
i+(j+1)k
n ) as follows

uk,i
n (x) =











un(x
i+jk
n ) if j ∈ Ik,in

un(x
i+(j+1)k
n )− un(x

i+jk
n )

kλn(x− xi+jk
n ) + un(x

i+jk
n )

if j /∈ Ik,in .

We have that for every k and i fixed, (uk,i
n )n converges to u in measure or, equivalently,

uk,i
n − un converges to 0 in measure. Indeed, fixed ε > 0, let s be an index such that

[xs
n, x

s+1
n ) ∩ {x : |uk,i

n (x)− un(x)| > ε} 6= ∅ (39)

and let j be such that s ∈ {i + jk, . . . , i + (j + 1)k − 1}. If x ∈ [xs
n, x

s+1
n ) ∩ {x :

|uk,i
n (x) − un(x)| > ε}, since uk,i

n (x) is a convex combination of the values uk,i
n (xi+jk

n ),
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uk,i
n (x

i+(j+1)k
n ), we have

ε < |uk,i
n (x)− un(x)|

≤ λ|uk,i
n (xi+jk

n )− un(x
s
n)|+ (1− λ)|uk,i

n (xi+(j+1)k
n )− un(x

s
n)|

≤
i+(j+1)k−1

∑

l=i+jk

|un(x
l+1
n )− un(x

l
n)|

≤ max
l=i+jk,...,i+(j+1)k−1

|un(x
l+1
n )− un(x

l
n)|k.

Then, for each index s such that (39) holds, we can find an index s′ with |s− s′| < k and
|un(x

s′+1
n )− un(x

s′
n )| > ε

k
. Note that s′ ∈ I1,1n for n large, so that

|{x : |uk,i
n (x)− un(x)| > ε}| ≤ #I1,1n kλn.

We claim that Úuk,i
n is equi-integrable. Indeed, fixed an index j /∈ Ik,in , if {i + jk, . . . , i +

(j + 1)k − 1} ∩ I1,1n = ∅, a simple convexity argument shows that

∫ x
i+(j+1)k
n

xi+jk
n

| Úuk,i
n |p dt ≤

∫ x
i+(j+1)k
n

xi+jk
n

| Úu1,1
n |p dt.

Since there are at most #I1,1n indices such that {i + jk, . . . , i + (j + 1)k − 1} ∩ I1,1n 6= ∅,
for every measurable set A we have

∫

A

| Úuk,i
n | dt ≤ |A|

1
q

(∫ b

a

| Úu1,1
n |p dt

)
1
p

+ ckλnT
k
n ,

which proves that the sequence is equi-integrable.

Now the lower semicontinuity and compactness theorem (see e.g. [6] Theorem 2.3) in
SBV (a, b) gives

Úuk,i
n ⇀ Úu weakly in L1(a, b),

∑

S(uk,i
n )∩(t−ε,t+ε)

[uk,i
n ] → [u](t) (40)

where t is a point in S(u) and ε > 0 is any small-enough real number. By using the
subadditivity of ψk

n on (−∞,−T k
n ) ∪ (T k

n ,+∞), we have

Ek,i
n (un) ≥

∫ b

a

ψk
n( Úu

k,i
n ) dt+

∑

t∈S(u)

kλnψ
k
n

(∑

S(uk,i
n )∩(t−ε,t+ε)[u

k,i
n ]

kλn

)

.

Using (19), (40), (23) and (24), we get

lim inf
n

Ek,i
n (un) ≥

∫ b

a

F k( Úu) dt+
∑

S(u)

Gk([u])

by Proposition 2.4.
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Step 2 Suppose that T 1
n > T k

n for infinitely many n. For the sake of simplicity suppose
that it holds for all n. Note that hypotheses (18), (19), (20), (22) and the finiteness of
Fk imply that there exists a minimum point ckn ∈ [−T k

n , T
k
n ] for ψk

n. Suppose first that
ckn ∈ (−T k

n , T
k
n ). We can apply Lemma 3.4 twice, to the functions ψn(x) = ψk

n,±(x) =
ψk
n(c

k
n±x), with Tn = T k

n ± ckn and T ′
n = T 1

n ± ckn, to obtain functions φk
n,±. We define then

φk
n(x) =

{

φk
n,−(c

k
n − x) if x ≤ ckn

φk
n,+(x− ckn) if x ≥ ckn

If ckn = T k
n then we just choose as φk

n on [T k
n , T

1
n ] the affine function satisfying φk

n(T
k
n ) =

ψk
n(T

k
n ) and φk

n(T
1
n) = ψk

n(T
1
n). Similarly, we deal the case ckn = −T k

n .

The new sequence φk
n satisfies all the hypotheses of Proposition 3.3 relative to the index

k. In addition, each φk
n is convex in [−T 1

n , T
1
n ] and φk

n ≤ ψk
n. We can apply Step 1 to

the functionals Ẽk,i
n defined as in (36) with ψk

n replaced by φk
n, noting that by Lemma 3.4

the limit functions F k and Gk remain unchanged. We then obtain (38) since Ek,i
n (un) ≥

Ẽk,i
n (un) for all n.

In the following proposition we deal with the upper inequality for the Γ-limit.

Proposition 3.5. Let ψk
n : R → [0,+∞] satisfy hypotheses (18)–(24) of Proposition 3.3

and assume in addition that there exist F ,G : R → [0,+∞] given by (27) such that

F(x) = lim
n

Nn
∑

k=1

kψk
n(x) for every x ∈ R (41)

G(x) = lim
n

Nn
∑

k=1

k2λnψ
k
n

(

x

kλn

)

for every x ∈ R. (42)

Then, for every u ∈ L1(a, b), Γ-lim supn En(u) ≤ E(u) where the Γ-limsup is taken with
respect to the strong convergence in L1(a, b).

Proof. The case F ≡ +∞ is trivial. We therefore assume that {x : F(x) 6= +∞} 6= ∅,
and consider u ∈ L1(a, b) such that E(u) < +∞. Note that u ∈ SBV p(a, b) by (21) and
(22), since F ≥ F 1 and G ≥ G1.

We will first prove the Γ-limsup inequality assuming in addition that Úu ∈ L∞(a, b) and
ess-inf Úu, ess-sup Úu ∈ {x : F(x) 6= +∞}. We claim that a recovery sequence for such a
function is simply the piecewise-constant interpolation function un ∈ An(a, b) of u defined
to be identically u(xi

n+) on the interval [xi
n, x

i+1
n ), for all i ∈ {1, . . . , Nn − 1} and equal

to u(a+) and u(b−) on (a, x1
n) and [xNn

n , b), respectively. It can be easily checked that
un → u strongly in L1(a, b). Indeed, for any interval [xi

n, x
i+1
n ), we have

∫ xi+1
n

xi
n

|un(x)− u(x)| dx ≤
∫ xi+1

n

xi
n

(

∫ x

xi
n

| Úu(t)| dt+ |
∑

S(u)∩(xi
n,x

i+1
n ]

[u]|
)

dx

≤
∫ xi+1

n

xi
n

λn

(

‖ Úu‖∞ +
∑

S(u)

|[u]|
)

dx.
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Summing over i we get

∫ b

a

|un − u| dx ≤ (b− a)
(

‖ Úu‖∞ +
∑

S(u)

|[u]|
)

λn.

For any ε > 0 fixed, we claim that there exists m = m(ε) ∈ N such that

Nn
∑

k=m

k
∑

i=1

Ek,i
n (un) ≤ ε (43)

for n large enough, from which we deduce immediately that for such m

lim sup
n

En(un) ≤
m
∑

k=1

k
∑

i=1

lim sup
n

Ek,i
n (un) + ε. (44)

We divide the proof of (43) in three steps.

Step 1. As remarked in the proof of Proposition 3.3 each function ψk
n is non-increasing

up to a point ckn and non-decreasing afterwards. From this monotonicity property we get,
for all m ∈ N,

Nn
∑

k=m

k
∑

i=1

Ek,i
n (un) ≤

Nn
∑

k=m

k
∑

i=1

(

(b− a)(ψk
n(ess-inf Úu) + ψk

n(ess-sup Úu))

+
∑

j∈Jk,i
n

Gk
n

(

∫ yj+1
n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]
))

,

where we set
Gk

n(x) = kλnψ
k
n

( x

kλn

)

, (45)

yjn = xi+jk
n , for j = 0, . . . ,Mk,i

n and

Jk,i
n = {j ∈ {0, . . . ,Mk,i

n } : S(u) ∩ (yjn, y
j+1
n ] 6= ∅}.

Since, for every m ∈ N,

lim
n

Nn
∑

k=m

k(ψk
n(ess-inf Úu) + ψk

n(ess-sup Úu)) =
+∞
∑

k=m

k(ψk(ess-inf Úu) + ψk(ess-sup Úu))

and, by our assumptions,

+∞
∑

k=1

k(ψk(ess-inf Úu) + ψk(ess-sup Úu)) < +∞,

with fixed ε > 0 there exists m = m(ε) ∈ N such that

+∞
∑

k=m

k(ψk(ess-inf Úu) + ψk(ess-sup Úu)) < ε,
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and there exists n0 = n0(ε,m) ∈ N such that, for any n ≥ n0,

Nn
∑

k=m

k(ψk
n(ess-inf Úu) + ψk

n(ess-sup Úu)) ≤
+∞
∑

k=m

k(ψk(ess-inf Úu) + ψk(ess-sup Úu)) + ε.

Step 2. It remains to estimate

Nn
∑

k=m

k
∑

i=1

∑

j∈Jk,i
n

Gk
n

(

∫ yj+1
n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]
)

.

If G ≡ +∞ on R \ {0} there is nothing to prove. Assume that G is everywhere finite. It
then suffices to notice that

ess-inf Úu(b− a)−
∑

S(u)

|u+ − u−| ≤
∫ yj+1

n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]

≤ ess-sup Úu(b− a) +
∑

S(u)

|u+ − u−|

and, once again by the monotonicity properties of ψk
n, which translate into analogous

properties of Gk
n,

Gk
n

(

∫ yj+1
n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]
)

≤ Gk
n

(

ess-inf Úu(b− a)−
∑

S(u)

|u+ − u−|
)

+Gk
n

(

ess-sup Úu(b− a) +
∑

S(u)

|u+ − u−|
)

.

Since #Jk,i
n ≤ #S(u), we can repeat the reasoning of Step 1, applied to

Nn
∑

k=m

kGk
n(ess-inf Úu(b− a)−

∑

S(u)

|u+ − u−|) + kGk
n(ess-sup Úu(b− a) +

∑

S(u)

|u+ − u−|),

to find m′, n′ ∈ N such that for n ≥ n′, we have

Nn
∑

k=m′

k
∑

i=1

∑

j∈Jk,i
n

Gk
n

(

∫ yj+1
n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]
)

≤ ε. (46)

Step 3. There is only left the case G ≡ +∞ on a half-line. Assume for instance that
G ≡ +∞ on (−∞, 0), and G is finite on [0,+∞). This assumption implies that [u](t) > 0
for every t ∈ S(u). Hence,

(ess-inf Úu)kλn ≤
∫ yj+1

n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u] ≤ ess-sup Úu(b− a) +
∑

S(u)

|u+ − u−|.
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So, for any m ∈ N, we get

Nn
∑

k=m

k
∑

i=1

∑

j∈Jk,i
n

Gk
n

(

∫ yj+1
n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]
)

≤
Nn
∑

k=m

k
(

#S(u)Gk
n

(

ess-sup Úu(b− a) +
∑

S(u)

|u+ − u−|
)

+(b− a)ψk
n(ess-inf Úu)

)

.

Since

lim
n

Nn
∑

k=1

kGk
n(ess-sup Úu(b− a) +

∑

S(u)

|u+ − u−|) < +∞,

we can proceed as in Step 1 to obtain inequality (46) for some m′, n′ ∈ N.

We conclude the proof of the proposition in the following additional three steps.

Step 4. We now check that for any k and i

lim sup
n

Ek,i
n (un) ≤

∫ b

a

F k( Úu) dt+
∑

S(u)

Gk([u]). (47)

We have

Ek,i
n (un) ≤

∑

j /∈Jk,i
n

kλnψ
k
n

(

−
∫ yj+1

n

yjn

Úu dt
)

+
∑

j∈Jk,i
n

Gk
n

(

∫ yj+1
n

yjn

Úu dt+
∑

S(u)∩(yjn,yj+1
n ]

[u]
)

.

Let n be large enough so that T k
n,− < ess-inf Úu ≤ ess-sup Úu < T k

n,+. For every t ∈ S(u)

there exists jtn ∈ {0, . . . ,Mk,i
n } such that S(u) ∩ (y

jtn
n , y

jtn+1
n ] = {t}. Then, by convexity,

Ek,i
n (un) ≤

∫ b

a

ψk
n( Úu) dt+

∑

j=jtn, t∈S(u)

Gk
n

(

∫ yj+1
n

yjn

Úu dt+ [u](t)
)

.

Since F k
n , G

k
n tend to F k, Gk, respectively, uniformly on compact sets of R and R \ {0},

respectively, and, for every j, limn

∫ yj+1
n

yjn
Úu dt = 0, passing to the limsup we get (47).

Step 5. By substituting (47) in (44) and letting ε → 0+, we get the Γ-limsup inequality.

Step 6. We finally extend the result to a general u such that E(u) < +∞.

Let c1 = inf{x ∈ R : F(x) < +∞}, c2 = sup{x ∈ R : F(x) < +∞}. We may assume
c1 6= c2 otherwise there is nothing left to prove. For k ∈ N, define

mk =







c1 +
1

k
if c1 ∈ R

−k if c1 = −∞
Mk =







c2 −
1

k
if c2 ∈ R

k if c2 = +∞.
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If u ∈ SBV p(a, b) is such that E(u) < +∞, uk is defined as

uk(x) = u(a+) +

∫ x

a

( Úu ∨mk) ∧Mk dt+
∑

y∈S(u), y<x

[u](y).

It is easily checked that uk → u in Lp(a, b) and limk E(uk) = E(u). We get Γ- lim supn En(u)
≤ E(u) by using the lower semicontinuity of the Γ-limsup,

4. The N-dimensional case

In this section we extend the results obtained in Propositions 3.3 and 3.5 to the general
N -dimensional case. We will describe the continuum limit of energies

Hn(u) =
∑

x,y∈Zn
x 6=y

Ψn(u(x)− u(y), x− y). (48)

where Zn is the portion of a lattice of step size λn contained in a fixed open set Ω (see the
Introduction). A key point will be the reduction to the 1-dimensional case by considering
1-dimensional fibers, where we can apply the previous results. In order to simplify the
description of the limit we will suppose that Ω is convex, so that these fibers are always
intervals. In the general case it is necessary to neglect the interactions between points
x, y such that the interval with endpoints x and y does not lie inside Ω. We will give a
description of the limit in terms which are equivalent to, but differ a little from, those
in the Introduction, by gruping the interactions first by their direction (indexed by a
‘rational direction’ ν) and then by relative length (indexed by a positive integer k).

Let Ω be a bounded, convex, smooth open set of RN with ∂Ω of class C1 and let e1, . . . , eN
denote a fixed orthonormal basis of RN . In order to rewrite functional Hn as defined on
a subset of L1(Ω) we identify the functions defined in Zn = λnZN ∩Ω as the set An(Ω) of
functions which are constant on each cube α + (0, λn)

N with α ∈ λnZN . For such α the
value u(α) is defined as the constant value taken by u on α+(0, λn)

N a.e. Let D ⊂ SN−1

be the set of ‘rational directions’ in RN , defined as

D = {ξ/|ξ| : ξ ∈ ZN \ {0}}.

If ν ∈ D we denote

ξ(ν) := min{|ξ| : ν = ξ/|ξ|, ξ ∈ ZN \ {0}}.

We will also write DM to denote the set of directions ν ∈ D such that ξ(ν) ≤ M . For any
ν ∈ D, n ∈ N and k = 1, . . . , Nn(ν), let ψ

k,ν
n : R → [0,+∞) be continuous functions. We

define Hn : L1(Ω) → [0,+∞] as

Hn(u) :=























∑

ν∈D

Nn(ν)
∑

k=1

∑

α∈Rk,ν
n

kλN
n ξ(ν)ψ

k,ν
n

(

u(α+ kλnξ(ν)ν)− u(α)

kλnξ(ν)

)

if u ∈ An(Ω)

+∞ otherwise in L1(Ω)
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where Nn(ν) := supy diam (Ων,y)(λnξ(ν))
−1 and

Rk,ν
n := {α ∈ λnZN : α, α+ kλnξ(ν)ν ∈ Ω}.

In this way we have rewritten the functional Hn considered in (48) if we take

ψk,ν
n (z) =

1

kλN
n ξ(ν)

Ψn(kλnξ(ν)z, kλnξ(ν)ν).

The following theorem gives a convergence result for the functionals Hn as n → +∞.

Theorem 4.1. Assume that real numbers T k,ν
n,± and p > 1 exist such that the following

conditions are satisfied:

(1) (conditions on the lattice parameters) for all ν ∈ D, k ∈ N

lim
n

λnT
k,ν
n,± = 0, lim

n
T k,ν
n,± = ±∞; (49)

(2) (structure conditions on ψk,ν
n )

ψk,ν
n is convex on [T k,ν

n,−, T
k,ν
n,+]

ψk,ν
n is concave on (−∞, T k,ν

n,−] (50)

ψk,ν
n is concave on [T k,ν

n,+,+∞);

(3) (growth conditions on nearest-neighbour interactions) if ν ∈ {e1, . . . , eN} then

ψ1,ν
n (x) ≥ |x|p if x ∈ [T 1,ν

n,−, T
1,ν
n,+]

(51)

λn ψ
1,ν
n (x) ≥ c > 0 if x < T 1,ν

n,− or x > T 1,ν
n,+;

(4) (existence of single-interaction limit energy densities) for all ν ∈ D, k ∈ N there
exist F k,ν, Gk,ν : R → [0,+∞) such that Gk,ν is superlinear in 0 and

F k,ν(x) = lim
n

ψk,ν
n (x), Gk,ν(x) = lim

n
kλnξ(ν)ψ

k,ν
n

( x

kλnξ(ν)

)

(52)

for all x ∈ R;

(5) (existence of limit energy densities) if Fν ,Gν : R → [0,+∞) are defined by

Fν =
∞
∑

k=1

kF k,ν and Gν =
∞
∑

k=1

kGk,ν
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then

Fν(x) = lim
n

Nn(ν)
∑

k=1

kψk,ν
n (x),

Gν(x) = lim
n

Nn(ν)
∑

k=1

k2λnξ(ν)ψ
k,ν
n

( x

kλnξ(ν)

)

, (53)

∑

ν∈D

ξ(ν)Fν(x) = lim
n

∑

ν∈D

ξ(ν)

Nn(ν)
∑

k=1

kψk,ν
n (x), (54)

∑

ν∈D

ξ(ν)Gν(x) = lim
n

∑

ν∈D

ξ(ν)

Nn(ν)
∑

k=1

k2λnξ(ν)
2 ψk,ν

n

( x

kλnξ(ν)

)

(55)

for all x ∈ R;
(6) (growth condition on the limit bulk energy density) we have

∑

ν∈Q

ξ(ν)Fν(x) ≤ c(1 + |x|p) (56)

for all x ∈ R.

Then Hn(u) Γ-converges to the functional H : L1(Ω) → [0,+∞] defined as

H(u) =







∫

Ω

F (∇u(x)) dx+

∫

S(u)

G(u+ − u−, νu) dHN−1 if u ∈ GSBV (Ω)

+∞ otherwise in L1(Ω)

with respect both to the L1(Ω)-convergence and to the convergence in measure, where
F : R → [0,+∞), G : R× SN−1 → [0,+∞) are defined as

F(x) :=
∑

ν∈D

ξ(ν)Fν(x · ν)

G(z, η) :=
∑

ν∈D

ξ(ν)Gν(z sgn (η · ν))|η · ν|.

Before proving this result it is worth commenting hypotheses (1)–(6).

Remark 4.2. The first hypothesis in (1) ensures that the concave parts of ψk,ν
n are mean-

ingful in the description of the limit surface energy density. Indeed, if lim supn λnT
k,ν
n,± > 0

then the corresponding Gk,ν may not give a contribution to the energy density G, which
should then be modified accordingly. If lim infn T

k,ν
n,± < +∞, on the other hand, then the

description of F must be modified by taking a suitable convex modification of ψk,ν
n into

account (in the case of 1-dimensional nearest-neighbour interaction a precise description
of this procedure can be found in [10]).

Condition (2) may be weakened in view of the results in [12], but in general the Γ-limits
with respect to the L1(Ω) convergence and to the convergence in measure may be different.



A. Braides, M. S. Gelli / Limits of Discrete Systems with Long-Range Interactions 383

Condition (3) ensures that the limit domain is contained in GSBV (Ω). Both conditions
may be slightly modified by taking the coerciveness conditions for functionals defined on
GSBV (Ω) into account (see [5]).

The superlinearity condition on Gk,ν in (4) may be dropped if we assume some mono-
tonicity conditions on the points T k,ν

n± ; e.g., that T k,ν
n,− ≤ T 1,ν

n,− ≤ T 1,ν
n,+ ≤ T k,ν

n,+ (see Step
1 in the proof of Proposition 3.3). Moreover, if only a finite number of interactions are
considered then this condition may be dropped on those not taken into account (see the
theorem below).

The existence of the functions F k,ν and Gk,ν in (4) is not restrictive, upon extracting a
subsequence, by the convexity and concavity conditions on ψk,ν

n . Note that F k,ν is convex
and Gk,ν is concave on (−∞, 0] and on [0,∞).

Conditions (5) ensure that there is no contribution to F and G which cannot be captured
by considering Fν and Gν only; i.e., there is no big contribution by F k,ν and Gk,ν if kξ(ν)
is large. It can easily be seen that if this condition is not satisfied then the Γ-limit may
not be local.

Condition (6) is technical, and is related to the general difficulty of representing bulk
functionals which satisfy different growth estimate from above and below.

We can simplify Theorem 4.1 in the case of a finite set of interactions. The proof is the
same, up to ignoring the contribution which are not present.

Theorem 4.3. Let D be a finite set in D containing e1, . . . , eN , and for all ν ∈ D let
I(ν) ⊂ N be a finite set. We suppose that 1 ∈ I(ej) for all j = 1, . . . , N , and we denote

∆ = {(ν, k) : ν ∈ D, k ∈ I(ν)}.

Assume that real numbers (T k,ν
n,±) and p > 1 exist such that the conditions (1)–(4) of

Theorem 4.1 are satisfied for (ν, k) ∈ ∆. Let Hn : L1(Ω) → [0,+∞] be defined by

Hn(u) :=























∑

(ν,k)∈∆

∑

α∈Rk,ν
n

kλN
n ξ(ν)ψ

k,ν
n

(

u(α+ kλnξ(ν)ν)− u(α)

kλnξ(ν)

)

if u ∈ An(Ω)

+∞ otherwise,

let

F(x) := lim
n

∑

(ν,k)∈∆

ξ(ν)kψk,ν
n (x · ν)

G(z, η) := lim
n

∑

(ν,k)∈∆

ξ(ν)k2λnξ(ν)ψ
k,ν
n

(z sgn (η · ν)
kλnξ(ν)

)

|η · ν|.

and suppose that F(x) ≤ c(1+ |x|p) for x ∈ R. Then Hn(u) Γ-converges to the functional
H : L1(Ω) → [0,+∞] defined as in Theorem 4.1.

In order to simplify the proof of Theorem 4.1 we introduce some notation and state some
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preliminary remarks. We define F k,ν
n , Gk,ν

n : R → [0,+∞) as follows

F k,ν
n (x) :=

{

ψk,ν
n (x) if T k,ν

n,− ≤ |x| ≤ T k,ν
n,+

+∞ otherwise

Gk,ν
n (x) :=







kλnξ(ν)ψ
k,ν
n

( x

kλnξ(ν)
+ T k,ν

n, sgn (x)

)

if x 6= 0

0 if x = 0.

Note that F k,ν
n is convex and Gk,ν

n is concave on (−∞, 0] and on [0,+∞), and that we still
have F k,ν = limn F

k,ν
n and Gk,ν = limnG

k,ν
n .

We recall that if ξ ∈ SN−1 we denote by Πξ the linear hyperplane orthogonal to ξ (which
will be identified with RN−1 when needed) and P ξ : RN → Πξ the orthogonal projection
on Πξ. If y ∈ Πξ and E ⊂ RN we set Eξ,y := {t ∈ R : y+ tξ ∈ E}. Moreover, if u : E → R
we define the function uξ,y : Eξ,y → R by uξ,y(t) := u(y + tξ). We set

Ωξ = {y ∈ Πξ : Ωξ,y 6= ∅}.

Remark 4.4. If y1, y2 ∈ Ωξ, let (a1, b1) = Ωξ,y1 and (a2, b2) = Ωξ,y2 . Then, for any
fixed η > 0, there exist two constants %,M > 0, depending only on η and ξ, such that
|a1 − a2| + |b1 − b2| ≤ M |y1 − y2| whenever |y1 − y2| < % for all y1, y2 ∈ Ωξ

η := {y ∈ Ωξ :
dist (y, ∂Ωξ) > η}.

Remark 4.5. If S = S1 ∪ . . . ∪ SM is a finite union of (N − 1)-simplexes and we denote

n(y) := #{t ∈ Ωξ,y : y + tξ ∈ S}

for y ∈ Ωξ, then there exists a closed set B ⊂ Πξ with HN−1(B) = 0 such that n(y) :
Ωξ \B → N is locally constant.

Remark 4.6. By applying the result above we get that Ωξ \ B is a finite union of open
disjoint sets U such that n(y) is constant on U . Moreover, if y, z ∈ U and for any i =
1, . . . ,M we denote tiy, t

i
z the points in Ωξ,y,Ωξ,z, respectively, such that y+tiyξ, z+tizξ ∈ Si,

then |tiy − tiz| ≤ c|z − y| with c = c(ξ1, . . . , ξM).

Proof of Theorem 4.1. In order to simplify the notation, we suppose that ψk,ν
n is even

for all k, ν and n, the proof in the general case following easily. We begin by rewriting
the functional Hn as a sum of ‘nearest-neighbour type’ functionals based on sub-lattices
of λnZN . First of all, note that

Hn(u) =
∑

ν∈D

Hν
n(u),

where

Hν
n(u) :=

Nn(ν)
∑

k=1

∑

α∈Rk,ν
n

kλN
n ξ(ν)ψ

k,ν
n

(

u(α+ kλnξ(ν)ν)− u(α)

kλnξ(ν)

)

.

We will proceed by analizing the limiting behaviour of Hν
n first. To this end, with fixed

ξ1 := ξ(ν)ν, let ξ2, . . . , ξN ∈ ZN ∩ Πν be such that ξi · ξj = 0 for i 6= j. Denote
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M(ν) := |det(ξ1, . . . , ξN)| and L(ν) := M(ν)/|ξ1|. Note that M(ν) ∈ Z. Let zi be
the points in Πν such that

{zi : i = 1, . . . ,M(ν)} := {z ∈ ZN : 0 ≤ (z · ξj) < |ξj|, j = 1, . . . , N}

and let Rν := {m1ξ1 + . . . + mNξN : mi ∈ Z}. Then, we can split ZN into an union of
disjoint copies of Rν as

ZN =

M(ν)
⋃

i=1

(zi +Rν).

. . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .
.
.
.
. . . . . . . . . . .

.
.

. . . . . . . . . .
. . . .

. . . . . . . .
...... .

. . .

.
. . . . . . . . . . . .

.

.

.

.

.

.

...........

.

.

.

.

.

.

.
. . . . . . . . .

.
.

.

Figure 4.1: the lattices zi +Rν

For n ∈ N, i = 1, . . . ,M(ν) we write

Rk,ν
n,i := {α ∈ Rk,ν

n : λn
−1α ∈ (zi +Rν)},

so that, Hν
n(u) =

∑

iHν,zi
n (u), with

Hν,zi
n (u) :=

Nn(ν)
∑

k=1

∑

α∈Rk,ν
n,i

kλN
n ξ(ν)ψ

k,ν
n

(

u(α+ kλnξ(ν)ν)− u(α)

kλnξ(ν)

)

.

We now prove the Γ-liminf and Γ-limsup inequality separately.

Proof of the Γ-liminf inequality. We will use the 1-dimensional results of the previous
section to provide an estimate of the functionals Hν,zi

n in order to recover the desired
inequality by a slicing technique. Consider un, u ∈ L1(Ω) such that un → u in measure
and supnHn(un) < +∞ and fix a direction ν ∈ Q and zi as above; if α ∈ Rk,ν

n,i we will
denote

Qν
α,n := {x ∈ RN : 0 ≤ (x− α · ξj) < λn|ξj| j = 1, . . . , N},

and, for β = P ν(α), we also denote Qβ,n := P ν(Qν
α,n). Then, with fixed η > 0, for any

function u that is constant on each Qν
α,n, for n sufficiently large

Hν,zi
n (u) ≥

∑

β∈Iν,η
n,zi

λN−1
n Eν,zi

n (uν,β,Ων,β) (57)
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holds, where Iν,η
n,zi

:= {β ∈ P ν(R1,ν
n,i ) : Qβ,n ∩ Ων

η 6= ∅} and Eν,zi
n ( · ,Ων,β) is the localized

version of the functional defined in (17), obtained by replacing λn, ψ
k
n, T

k
n,±, (a, b) and

{xi
n} by λnξ(ν), ψ

k,ν
n , T k,ν

n,±, Ω
ν,β and {i ∈ λnξ(ν)Z : β + iν ∈ Ω}, respectively.

Let An(Ω, zi + Rν) denote the restrictions to Ω of functions constant on each Qν
α,n We

want to define a sequence vn in An(Ω, zi + Rν) which coincides with un on the edges of
‘almost’ each poly-rectangle Qν

α,n. With fixed β ∈ Iν,η
n , denote

i = i(β) := min
{

i ∈ λnξ(ν)Z : Qν
α,n ⊂ Ω where α = β + iν

}

i = i(β) := max
{

i ∈ λnξ(ν)Z : Qν
α,n ⊂ Ω where α = β + iν

}

;

if α = β + iν, we define vn(x) on Qν
α,n as

vn(x) =











un(α) if i ≤ i ≤ i

un(β + iν) if i < i

un(β + iν) if i > i.

(58)

We claim that

lim inf
n

Eν,zi
n (vν,yn ,Ων,y

η ) ≥
∫

Ων,y
η

Fν( Úuν,y) dt+
∑

S(uν,y)∩Ων,y
η

Gν([uν,y]), (59)

where, for the sake of simplicity, we have set Ωη := {x ∈ Ω : dist (P ν(x), ∂Ων) > η}.
We first prove (59) in the case ν ∈ {e1, . . . , eN}; subsequently, we will infer the same
inequality for every ν ∈ Qν

α,n. Then, let ν = ej and vn be as above; in this case we have to
consider a single lattice, determined by zi = 0. Note that vn → u in measure in L1(Ωη);
indeed,

{x ∈ Ωη : vn(x) 6= un(x)} =
⋃

β∈I
ej ,η
n

{

α+ [0, λn)
N : α = β + iej, i > i or i < i

}

.

By Remark 4.4, we get that, for n sufficiently large as to have Nλn < ρ, for any β ∈ Iej ,η
n

λn#{i ∈ λnZ : i > i or i < i} ≤ λnM (60)

with M = M(η
2
) and ρ = ρ(η

2
) in Remark 4.4. Since #Iej ,η

n ≤ |Ωej |λ1−N
n , we obtain

lim
n

|{x ∈ Ωη : vn(x) 6= un(x)}| ≤ lim
n

cλn = 0.

Hence, vn → u in measure on Ω
ej ,y
η and, by construction, we have

∑

β∈I
ej ,η
n

λN−1
n Eej ,0

n (vej ,βn ,Ωej ,β
η ) ≥

∫

Ω
ej
η

Eej ,0
n (vej ,yn ,Ωej ,y

η ) dHN−1(y)− cF ej
n (0)λn. (61)
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Since Eej ,0
n ( · ,Ωej ,y

η ) satisfies the hypotheses of Proposition 3.3, by taking the equibound-
edness of Hν

n(un) and the convergence in measure of v
ej ,y
n to uej ,y into account, we get

that uej ,y ∈ SBV (Ω
ej ,y
η ) and

lim inf
n

Eej ,0
n (vej ,yn ,Ωej ,y

η ) ≥
∫

Ω
ej ,y
η

F ej( Úuej ,y) dt+
∑

S(uej ,y)∩Ω
ej ,y
η

Gej([uej ,y]).

Again by the uniform bound on Hν
n(un) with respect to ν and η, we deduce that u ∈

GSBV (Ω) by the slicing result Theorem 2.3(b).

We now turn our attention to ν ∈ D \{e1, . . . , eN}; it is easy to check that (60) still holds
and, taking into account that HN−1(Qβ,n) = L(ν)(λn)

N−1, we can rewrite (61) as

Hν,zi
n (un) ≥

∫

Ων
η

L(ν)−1Eν,zi
n (vν,yn ,Ων,y

η ) dHN−1(y)− cFν
n(0)λn. (62)

Note that, since ψ1,ν
n does not satisfy in general hypothesis (51), we cannot use Proposition

3.3 directly. However, we can repeat the proof of Proposition 3.3, by defining the sets
Ik,in (ν, zi) and the piecewise affine functions uk,i

n (ν, zi)( · ) in the same way as the sets Ik,in

and the functions uk,i
n are defined there, and noticing that, if v1n, . . . , v

N
n are the functions

defined in (58) with respect to e1, . . . , eN , respectively, then we can estimate un(x)−vn(x),
Úuk,i
n (ν, zi) in terms of un(x)−vjn(x), Úv

j
n. Thus we get that vn still converges to u in measure

and (59) holds.

We can now take the liminf as n goes to +∞ using (59) and Fatou’s Lemma to get

lim inf
n

Hν,zi
n (un) ≥

∫

Ων
η

1

L(ν)

(

∫

Ων,y
η

Fν( Úuν,y)dt+
∑

S(uν,y)∩Ων,y
η

Gν([uν,y])
)

dHN−1(y). (63)

Letting η tend to 0+ and summing over i we obtain

lim inf
n

Hν
n(un) ≥

(

∫

Ω

ξ(ν)Fν(∇u · ν) dx

+

∫

S(u)

ξ(ν)Gν([u] sgn (νu · ν))|νu · ν| dHN−1
)

.

With fixed a positive number M we then obtain

lim inf
n

Hn(un) ≥
∑

ν∈DM

(

∫

Ω

ξ(ν)Fν (∇u(x) · ν) dx

+

∫

S(u)

ξ(ν)Gν([u] sgn (νu · ν))|νu · ν| dHN−1
)

.

Eventually, we obtain the desired inequality by letting M → +∞.

Proof of the Γ-limsup inequality. To prove the Γ-limsup inequality with respect to the
L1-strong convergence we first deal with functions in W(RN) (see Section 2.3). As in
the 1-dimensional case, a recovery sequence will be given by the interpolates of u on the
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lattice λnZN . The technical difficulty derives in the fact that the 1-dimensional sections
of these interpolations are not themselves interpolations.

Let u ∈ W(RN) be such that H(u) < +∞. Up to considering in the sequel the lattice
λnZN + ξn, for suitable ξn → 0, we can assume that S(u) ∩ λnZN = ∅ for all n. Then,
we define un ∈ An(Ω) by setting un(x) := u(α) on α+ [0, λn)

N . We have that un → u in
L1(Ω). Indeed, with fixed α ∈ λnZN and x ∈ α+ [0, λn)

N , we have

|un(x)− u(x)| = |u(α)− u(x)|

≤
∣

∣

∣

∫ 1

0

d

dt
u(tα+ (1− t)x) dt

∣

∣

∣+
∑

z∈[α,x]∩S(u)

|u+ − u−|(z)

≤ ‖∇u‖∞
√
Nλn + 2‖u‖∞M ′χAn(x),

where M ′ is the number of (N − 1)-simplexes contained in S(u) and An is the set of
those cubes whose intersection with S(u) is non-empty. Since An ⊂ {x : dist (x, S(u)) ≤√
Nλn}, it is easy to compute that |An| ≤ cλn. Hence, we get

lim
n

‖un − u‖L1(Ω) ≤ lim
n

c
(

‖∇u‖∞|Ω|+ 2‖u‖∞HN−1(S(u))
)

λn = 0

by integrating on α+ [0, λn)
N and summing over α.

We will proceed as follows: first we will prove that for every direction ν ∈ D

lim sup
n

Hν
n(un)

≤
∫

Ω

ξ(ν)Fν(∇u(x) · ν)dx

+

∫

S(u)

ξ(ν)Gν([u] sgn (νu · ν))|νu · ν| dHN−1; (64)

subsequently, we prove that for every ε > 0 there exists M > 0 such that

lim sup
n

∑

ν∈D\DM

Hν
n(un) ≤ ε. (65)

With fixed ν ∈ D, we prove (64). For the rest of the proof it is useful to estimate the
value of the functionals Hν

n with respect to sets of the form P ν−1(C) ∩ Ω with C ⊂ Ων .
For ξ ∈ RN let B = Bξ be the set of Remark 4.5 and, for ε > 0, denote

Bξ
ε := {y ∈ Πξ : dist (y,Bξ) < ε},

Qν
α,n

k := {x ∈ RN : 0 ≤ (x− α · ξ1) < kλn|ξ1|,
0 ≤ (x− α · ξj) < λn|ξj| j = 2, . . . , N},

Ak,ν
n,i := {α ∈ Rk,ν

n,i : Q
ν
α,n

k ∩ S(u) 6= ∅}.

Then, for α ∈ Rk,ν
n,i , according to the different cases we have the following estimates:

kλN
n ξ(ν)ψ

k,ν
n

(

u(α+ kλnξ1)− u(α)

kλnξ(ν)

)

≤



















kλN
n ξ(ν)F

k,ν
n (‖∇u‖∞)

if α /∈ Ak,ν
n,i

λN−1
n Gk,ν

n (2M ′‖u‖∞ + c‖∇u‖∞)

otherwise,

(66)
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with M ′ the number of simplexes of S(u) and c := diamΩ. Hence, we get

∑

α∈Cξ1
ε,i

Nn(ν)
∑

k=1

kλN
n ξ(ν)ψ

k,ν
n

(

u(α+ kλnξ1)− u(α)

kλnξ(ν)

)

≤ cn(ν, ε),

where Cξ
ε,i :=

⋃

k{α ∈ Rk,ν
n,i : P

ξ(Qν
α,n

k) ∩Bξ
ε 6= ∅} and

cn(ν, ε) := L(ν)−1
(

Nn(ν)
∑

k=1

k(F k,ν
n (‖∇u‖∞) +Gk,ν

n (2M ′‖u‖∞ + c‖∇u‖∞))
)

×(HN−1(Bν
2ε) + |P ν−1(Bν

2ε)|). (67)

Thanks to this bound, in the following we will confine our analysis to estimate the value
of the functionals on poly-rectangles whose projection does not intersect the set Bν

ε . For
such poly-rectangles, the function n(y) defined in Remark 4.5 is constant along the set.
Let y ∈ Ων , then, for any n ∈ N, there exists a unique β ∈ λnZN ∩ Πν such that y ∈ Qν

β;

we will denote this point (depending also on n) by β(y). Note that #S(u)
ν,y

= #S(u)
ν,β(y)

for y ∈ Ων \Bν
ε . We have that

Hν
n(un) ≤

∫

Ων\Bν
ε

L(ν)−1
∑

zi

Eν,zi
n (uν,β(y)

n ,Ων,y) dHN−1

+
∑

β

sup
y:β=β(y)

#(Iβn \ Iyn)cλN
n +M(ν)cn(ν, ε), (68)

where Iyn := {i ∈ λnξ(ν)Z : y + iν, y + (i+ λn)ν ∈ Ω}. We claim that, for every y ∈ Ωej

lim sup
n

Eν,zi
n (uν,β(y)

n ,Ων,y) ≤
∫

Ων,y
η

Fν( Úuν,y) dt+
∑

S(uν,y)∩Ων,y
η

Gν([uν,y]); (69)

i.e., u
ν,β(y)
n is a recovery sequence for uν,β(y) although it does not coincide in general with

its piecewise-constant interpolation on λnξ(ν)Z ∩ Ων
y . By reasoning as in the proof of

Proposition 3.3, it is not difficult to see that it suffices to prove that u
ν,β(y)
n is a recovery

sequence for the functionals Ek,i
n defined in (36). For the sake of simplicity we will prove

this result for k = 1 and ν = ej, as the treatment of the general case amounts only to a
more complex notation.

Starting from the value of u at points of the lattice λnZN , for any n ∈ N, we provide
a function vn which is piecewise affine along the direction ej. More precisely, fixed y ∈
Ωej \Bej

ε and i ∈ Iyn we define vj,yn for t ∈ [i, i+ λn) as

vj,yn (t) :=







uej ,β(y)(i+ λn)− uej ,β(y)(i)

λn

(t− i) + uej ,β(y)(i) i ∈ Iyn \ Sβ(y)

uej ,β(y)(i) i ∈ Sβ(y),
(70)

where Sβ(y) := {i : (i, i+ λn) ∩ (S(u))ej ,β(y) 6= ∅}. If y ∈ Ωej \Bej
ε we have that

Úvj,yn (t) → Úuej ,y(t) a.e. in Ωej ,y (71)
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and, since #S(u)
ej ,y

= #S(u)
ej ,β(y)

, by taking Remark 4.6 into account, for all s ∈
S(u)

ej ,y
=: Sj,y there exists unique in(s) such that in(s)− λn ∈ Sβ(y), limn in(s) = s and

[vj,yn ](in(s)) → [uej ,y](s) uniformly with respect to y. (72)

Indeed, if t ∈ Ωej ,y, for n large we have

| Úvj,yn (t)− Úuej ,y(t)| =
∣

∣

∣−
∫ i+λn

i

∇u(β(y) + sej) · ej ds−∇u(y + tej) · ej
∣

∣

∣

≤ −
∫ i+λn

i

‖H(u)‖∞(|β(y)− y|+ |s− t|) ds ≤ cλn.

To prove (72), with fixed s ∈ S(u)
ej ,y

and in(s) ∈ Sβ(y), we may assume that s > in(s).
Hence, by Remark (4.6),

|vj,yn (in(s))− uej ,y(s+)| ≤ |u(β(y) + in(s)ej)− u(β(y) + sej)|
+|u(β(y) + sej)− u(y + sej+)|

≤ ‖∇u‖∞(|β(y)− y|+ |in(s)− s|)
≤ c|β(y)− y| ≤ cλn.

An analogous computation shows that |vj,yn (in(s) − λn) − uej ,y(s−)| ≤ cλn. Since c is
independent of y and n we have that the convergence is uniform.

Now, we get

Eej
n (uej ,β(y)

n ,Ωej ,y) ≤
∫

Ωej ,y
F ej
n ( Úvj,yn ) dt+

∑

s∈Sj,y

Gej
n ([v

j,y
n ](in(s)))

=: (I)n + (II)n. (73)

Hence, lim supnE
ej
n (u

ej ,β(y)
n ,Ωej ,y) ≤ lim supn(I)n + lim supn(II)n. We now compute each

of these quantities. Since F
ej
n → F ej uniformly on compact sets, by property (1) of

Theorem 2.2 and by (71), we get

lim sup
n

(I)n ≤
∫

Ωej ,y
F ej( Úuej ,y) dt

by using the Dominated Convergence Theorem. It remains to estimate the last term.
Consider for k ∈ N, the set Sk

j,y := {x ∈ S(u)ej ,y : |[uej ,y]| > 1
k
}. Then

(II)n ≤ c#(S(uej ,y) \ Sk
j,y) +

∑

s∈Sk
j,y

Gej
n ([v

j,y
n ](in(s))).

Since, by (72), [vj,yn ](in(s)) → [uej ,y](s) uniformly as n → +∞, by taking (52) into account,
we have

lim sup
n

(II)n ≤ c#(S(u)ej ,y \ Sk
j,y) +

∑

s∈Sk
j,y

Gej([uej ,y](s))

≤ c#(S(u)ej ,y \ Sk
j,y) +

∑

s∈Sj,y

Gej([uej ,y](s)).
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Since limk #(S(u)ej ,y \ Sk
j,y) = 0, we get

lim sup
n

(II)n ≤
∑

s∈Sj,y

Gej([uej ,y](s)).

We now prove that

lim sup
n

∑

β

sup
y:β=β(y)

#(Iβn \ Iyn)cλN
n = 0. (74)

With fixed η > 0, by Remark 4.4, we have

∑

β

sup
{y:β=β(y)}

#(Iβn \ Iyn)cλN
n ≤ M(

η

2
)λnHN−1(Ων

η) +HN−1(Ων \ Ων
η) sup

y∈Ων

H1(Ων,y).

Hence,

lim sup
n

∑

β

sup
{y:β= β(y)}

#(Iβn \ Iyn)cλN
n ≤ cHN−1(Ων \ Ων

η).

Since HN−1(Ων \ Ων
η) → 0 as η → 0+, we get (74).

By (67) and (53), it can be easily seen that lim supnM(ν)c(ν, ε) ≤ cε. Then, it suffices
to pass to the lim sup as n → +∞ in (68), use (69) and let ε tend to 0.

It remains to prove (65). Let M be a fixed positive real number. Then taking (66) into
account, it can be easily seen that

∑

ν∈D\DM

Hν
n(un) ≤ c

∑

ν∈D\DM

(ξ(ν)Fν
n(‖∇u‖∞)|Ω|+ ξ(ν)Gν

n(T (u))HN−1(Ων)),

where we denote T (u) := 2M ′‖u‖∞ + diam ‖∇u‖∞. Passing to the limsup as n → +∞
and using (54), (55), we get

lim sup
n

∑

ν∈D\DM

Hν
n(un) ≤ c

∑

ν∈D\DM

(ξ(ν)Fν(‖∇u‖∞) + ξ(ν)Gν(T (u))).

Since by the finiteness of F and G

lim
M→+∞

∑

ν /∈DM

ξ(ν)
(

Fν(‖∇u‖∞) + Gν(T (u))
)

= 0

we get the thesis.

Finally, let u ∈ L∞(Ω) be such that H(u) < +∞. Then, by Theorem 2.2, we can find
un ∈ W(RN) such that un → u strongly in L1(Ω) and limnH(un) = H(u). The inequality
follows by the lower semicontinuity of the Γ-limsup. The hypothesis that u ∈ L∞(Ω) can
be easily removed by a truncation argument, by taking hypothesis (56) into account.
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5. Examples and applications

A convergence theorem for discrete functionals with non-cubic underlying lattices can be
obtained from Theorem 4.1 by a superposition argument.

Example 5.1. (General lattices) Let P := {p1, . . . , pN} be linearly independent vectors
in RN and let R := {m1p1 + . . .+mNpN : mi ∈ Z for i = 1, . . . , N} be the integer lattice
associated to P. Set

DP := { ξ

|ξ|
: ξ ∈ R \ 0}, ξ(νP) := min{r > 0 : rνP ∈ R} if νP ∈ DP .

With fixed λn > 0 we define AP
n (Ω) as the set of restrictions to Ω of functions u constant

on {x ∈ RN : 0 ≤ (x − λnγ · pi) < λn|pi| for i = 1, . . . , N} for each γ ∈ R, which
correspond to the set of functions defined on λnR∩ Ω.

Given functions ψk,νP
n,P : R → [0,+∞) for al k, n ∈ N and νP ∈ DP , we define HP

n :
L1(Ω) → [0,+∞] as

HP
n (u) :=

∑

νP∈DP

Nn(νP )
∑

k=1

∑

α∈Rk,νP
n,P

kλN
n ξ(νP)ψ

k,νP
n,P

(

u(α+ kλnξ(νP)νP)− u(α)

kλnξ(νP)

)

if u ∈ AP
n (Ω), and HP

n = +∞ otherwise in L1(Ω), where

Rk,ν
n,P := {α ∈ λnR : α, α+ kλnξ(νP)νP ∈ Ω}

and Nn(νP) := supy diam (ΩνP ,y)(λnξ(νP))
−1.

If (ψk,νP
n,P ) satisfies hypotheses (49)-(56) (where we replace ei by pi), then HP

n Γ-converges
with respect to the convergence in L1(Ω) and the convergence in measure. Moreover, if

F k,νP
P (z) = lim

n
ψk,νP
n,P (z), Gk,νP

P (z) = lim
n

kλnξ(νP)ψ
k,νP
n,P

( z

kλnξ(νP)

)

,

and A : RN → RN is the linear operator such that A(ei) = pi, then the limit functional
HP is given by

HP(u) =

∫

Ω

∑

νP∈DP

ξ(νP)
+∞
∑

k=i

kF k,νP
P (∇u(x) · νP) |detA|−1 dx (75)

+

∫

S(u)

∑

νP∈DP

ξ(νP)
+∞
∑

k=i

kGk,νP
P

(

[u] sgn (νu · νP)
)

|νu · νP ||detA|−1 dHN−1 (76)

(77)

if u ∈ GSBV (Ω), and HP(u) = +∞ otherwise in L1(Ω). This result can be easily

obtained by applying Theorem 4.1 with ψk,ν
n (x) := |Aν|ψk,νP

n,P

(

x
|Aν|

)

and νP = Aν
|Aν| and

noticing that HP
n (u) = Hn(u ◦ A) for every u ∈ AP

n (Ω).
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As a particular case of the previous example, we can also treat nearest-neighbour inter-
actions on hexagonal lattices by considering them as second-neighbour interactions on a
slanted lattice.

Example 5.2. (Hexagonal lattice) Let N = 2 and p1 = e1, p2 = −1
2
e1 +

√
3
2
e2. Fix

λn := n−2 and assume that ψk,νP
n,P 6= 0 if and only if k = 1 and νP ∈ {p1, p2, p1 + p2}, i.e.,

every point in the lattice R is supposed to have interaction only with the vertices of a
regular hexagon of center the point itself.

..
p

1

p
3

p
2

. . .
..

. . .

. . . ..
. . . .

. .

..

. . . .

. . . .

. . . . .

. . ...

.

. . . ..

.

Figure 5.1: first-order interaction in the hexagonal lattice and the corresponding second-
order anisotropic interaction in the standard lattice

Consider for example

ψ1,pi
n (z) =

ai
λn

(

(λnz
2) ∧ c2i

)

,

with ai, ci ∈ R+ and p3 := p1 + p2, then, by using formula (75), we get

HP(u) =

∫

Ω

3
∑

i=1

ai|∇u · pi|2
2√
3
dx+

∫

S(u)

3
∑

i=1

aic
2
i |ν · pi|

2√
3
dH1.

In particular, if we choose a1 = a2 = a3 =
√
3/2 and c1 = c2 = c3 = 1/

√
2, we have that

HP(u) =

∫

Ω

|∇u|2 dx+

∫

S(u)

|Φ(νu)| dH1,

where Φ(x) = 1
2

∑3
i=1 |

x
|x| · pi|x is the deformation of R2 into itself that applies the unitary

ball into the hexagon of vertices ±p1,±p2,±p3 and is positively homogeneous of degree
1.

Example 5.3. (Energy with a fixed range of interactions) According to the ‘local-type’
interactions of many mechanical models, we confine our attention to the case in which
the potentials ψk,ν

n are null if kξ(ν) > R, for R > 0 fixed. In this case we deal with n(R)
non-negligible interactions. If N = 2 and R > 1, it is easy to see that n(R) is a multiple of
8. Indeed, the set of directions D is invariant under the action of the linear trasformations
below:

(

−1 0
0 1

)

,

(

1 0
0 −1

)

,

(

−1 0
0 −1

)

,

(

0 1
1 0

)

,
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(

0 1
−1 0

)

,

(

0 −1
1 0

)

,

(

0 −1
−1 0

)

.

If we assume that the interaction relative to the direction (ν1, ν2) is equal to the one
relative to (−ν1, ν2), then it can be shown that, for potential of the form ψk,ν

n (z) =
ck,ν min{z2, dk,ν}, the limit energy is isotropic in the volume part. The surface part will
retain some of the symmetries of the polygon identified by the directions in DR. It is easy
to find suitable ck,ν , dk,ν in a way that the surface part can be written as the euclidean
norm of the deformation of R2 positively homogeneous of degree 1 that maps the unitary
ball in the polygon.

For example, let R =
√
2, λn = n−2 and let

ψ1,ν
n (z) = (

√
2− 1)

1

2λn

(

(λnz
2) ∧ 1

)

if ν ∈ {±e1,±e2}

ψ1,ν
n (z) = (

√
2− 1)

1

2λn

(

(λnz
2) ∧ 1√

2

)

if ν ∈ {e1 ± e2,−e1 ± e2}.

Then, the limit energy is

H(u) =

∫

Ω

|∇u|2 dx+

∫

S(u)

|Φ(νu)| dH1,

where Φ is the deformation of R2 relative to the regular octagon with center 0 and one
vertex in e1.

Example 5.4. (Potentials with a separate dependence on the reference position) Con-
sider the case in which the potential Ψn, in the notation of the Introduction, are of the
form

Ψn(z, w) = ρ
( w

λn

)

ψn(z),

ρ and ψn assigned. In particular, we can deal with

ρ(w) = e−δ|w|β , and ρ(w) = |w|−α,

with δ, β > 0, and α > 4, respectively. If w ∈ ZN \{0}, ν = w
|w| , and k = |w|

ξ(ν)
, then we can

consider ψk,ν
n (x) = Ψn(λn|w|z, λnw). Under the hypotheses of Theorem 4.1, the sequence

of the relative energies Γ-converges and the limit energy can be expressed in terms of ρ
and of the limits

F (x) = lim
n

ψn(λnx), G(x) = lim
n

λnψn(x).

In particular, if ψn(x) = λ−1
n ψ(x2λn) with ψ(z) = z ∧ 1, then the limit energy can be

written as

H(u) = c(ρ)

∫

Ω

|∇u|2 dx+

∫

S(u)

∑

w∈ZN\{0}

|νu · w||w|ρ(w) dHN−1

with c(ρ) = 1
N

∑

w∈ZN\{0} |w|3ρ(w). For a deeper analysis of this case we refer to [14].
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6. Boundary value problems for the discrete energies

6.1. Boundary values as interactions through the boundary

We give a notion of boundary value problem for a discrete system on Ω by defining the
boundary datum ϕ on a neighbourhood of ∂Ω, and considering all functions as equal to
ϕ outside Ω. We then separate ‘interior interactions’ from those ‘crossing the boundary’;
the latter give rise to a boundary term. For the sake of simplicity we consider the case of
a finite number of interactions only.

In order to consider a suitable notion of boundary value, let ϕ ∈ SBV p
loc(R

N) ∩ L∞(RN)
be fixed and such that HN−1(S(ϕ) ∩ ∂Ω) = ∅ and let ∆ be defined as in Theorem 4.3.
For u ∈ An(Ω), let Bn(u) := Hn(u) +Hϕ

n(u) where

Hϕ
n(u) :=

∑

(ν,k)∈∆

∑

α∈Rk,ν
n (∂Ω)

kλnξ(ν)ψ
k,ν
n

(ϕ(α+ kλnξ(ν)ν)− u(α)

λn

)

,

with Rk,ν
n (∂Ω) := {α ∈ λnZN : α ∈ Ω, α+ kλnξ(ν)ν /∈ Ω}, i.e., we consider separately the

interactions crossing the boundary of Ω, and where we set the value

ϕ(α) := lim sup
ρ→0+

1

ρN

∫

α+[0,ρ)N
ϕ(y) dy.

Theorem 6.1. Under the hypotheses of Theorem 4.3 we have that Bn(u) Γ-converges
with respect to the L1(Ω)-strong topology to the functional B defined in L1(Ω) as

B(u) =







H(u) +

∫

∂Ω

G(γ(u)− ϕ, ν∂Ω) dHN−1 if u ∈ GSBV (Ω)

+∞ otherwise,

where γ(u) is the inner trace of u with respect to ∂Ω (i.e.,

γ(u)(x) = lim
ρ→0+

−
∫

B(x,ρ)∩Ω
u(y) dy),

the value of ϕ on ∂Ω is in the sense of traces of functions in SBV and ν∂Ω is the inner
normal to ∂Ω.

Proof. In the sequel it will be useful to extend functions in L1(Ω) and in An(Ω) to
functions belonging to L1

loc(RN) and An(RN) that take into account the value of ϕ outside
Ω. Thus, Tϕ : L1(Ω) → L1

loc(RN), T n
ϕ : An(Ω) → An(RN) will be defined as follows:

Tϕ(u) =

{

u in Ω

ϕ in RN \ Ω
T n
ϕ (u) =

{

u(α) if α ∈ Ω

ϕ(α) if α /∈ Ω.

If un ∈ An(Ω) and un → u in L1(Ω), then it can be easily seen that T n
ϕ (un) → Tϕ(u) in

L1
loc(RN). In the sequel it will be useful to define, in the notation of the introduction,

Hn(u,B) :=
∑

x,y∈B Ψn(u(x)−u(y), x−y) for a general setB. Let η > 0 and set Ωη = {x ∈
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RN : dist (x,Ω) < η}. Then, for n large enough Bn(u) ≥ Hn(T
n
ϕ (u),Ωη)−Hn(ϕ,Ωη \Ω).

It can be seen that Hn(ϕ,Ωη \Ω) ≤ ω(η) with limη→0 ω(η) = 0. Then, if un → u in L1(Ω),
using the Γ-convergence of Hn(·,Ωη) to H(·,Ωη) and the estimate above, we get

lim inf
n

Bn(un) ≥ H(Tϕ(u),Ωη)− w(η)

=

∫

Ωη

F(∇(Tϕ(u)) dx+

∫

S(Tϕ(u))∩Ωη

G([Tϕ(u)], νTϕ(u)) dHN−1 − w(η).

The Γ-liminf inequality follows by letting η tend to 0.

Conversely, let u be such that B(u) < +∞ and define un ∈ An(Ω) to be the piecewise-
constant interpolation of u on the points of the lattice λnZN . Then T n

ϕ (un) is the piecewise
constant interpolation of Tϕ(u), and, by the proof of Theorem 4.1, it is also a recovering
sequence for H(Tϕ(u),Ωη) for any η. Hence

lim sup
n

Bn(un) ≤ lim sup
n

Hn(T
n
ϕ (un),Ωη) ≤ H(Tϕ(u),Ωη)

and the thesis follows by letting η → 0.

6.2. Convergence of boundary value problems

Thanks to Theorem 6.1 we can state a convergence result for boundary value problems
as follows.

Theorem 6.2. Let the hypotheses of Theorem 6.1 be satisfied with ϕ ∈ L∞(RN). Then
the minimum values

min
{

Bn(u) : u ∈ An(Ω)
}

(78)

converge to the minimum value

min
{

H(u) +

∫

∂Ω

G(γ(u)− ϕ, ν∂Ω) dHN−1 : u ∈ SBV (Ω)
}

. (79)

Moreover, if (un) is a sequence of minimizers for (78) which is bounded in L∞(Ω) then it
admits a subsequence converging to a minimizer of (79).

Proof. By a truncation argument, we can find a sequence (un) of minimizers for (78)
with ‖un‖∞ ≤ ‖ϕ‖∞. We then obtain that the sequence (vn) constructed in the proof of
Theorem 4.1 is precompact in L1(Ω), so that also (un) is precompact in L1(Ω). By the
uniform bound the limit is in SBV (Ω). We can then apply Theorem 2.1.

Remark 6.3. In the same way we can deal with the convergence of minimum problems
with Neumann boundary values of the form

min
{

Bn(u)−
∫

Ω

hu dx : u ∈ An(Ω), un ∈ K
}

, (80)

where K is a compact set of R and h ∈ L1(Ω), or with mixed boundary conditions.
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6.3. Boundary values as a condition on the boundary: boundary layers in
the 1-dimensional case

Let I = [0, `] and λn = `n−1. We can identify the discrete system {iλn}i=0,...,n with the
reference configuration of n + 1 particles disposed on a bar of lenght ` and interacting
pairwise with interaction-energy given by potentials ψk

n. In order to study the convergence
of minimum points for the discrete energies with prescribed displacements in 0 and `, we
study the Γ-convergence of functionals that take into account the boundary conditions.

With fixed a positive real number d, let Ad
n(I) := {u ∈ An(I) : u(0) = 0, u(`) = d} and

let Ed
n be defined as

Ed
n(u) =



















n+1
∑

k=1

k−1
∑

i=0

[

n−i
k

]

∑

j=0

kλnψ
k
n

(u(i+ (j + 1)k)λn)− u(i+ jkλn)

kλn

)

if u ∈ Ad
n(I)

+∞ otherwise.

We have the following result.

Theorem 6.4. Under the hypotheses of Proposition 3.3, Ed
n Γ-converges with respect to

the strong topology in L1(I) to the functional Ed defined as

Ed(u) =











E(u) +
+∞
∑

k=1

(

Gk(u(a+)) +Gk(d− u(b−))
)

u ∈ GSBV (I),

+∞ otherwise

in L1(I)

Proof. With fixed un ∈ Ad
n(I) converging to u, we deal with the Γ-liminf inequality first.

It suffices to study the limit behaviour of
∑k−1

i=0 E
k,i
n (un) where

Ek,i
n (u) :=

∑

x,y∈[0,`],|x−y|=kλn

kλnψ
k
n

(u(x)− u(y)

kλn

)

.

For k fixed let i(k) := n−
[

n
k

]

k. Note that i(k) is the unique value in {0, . . . , k− 1} such
that i ≡ n modulo k. Let α < 0 < ` < β; for i ∈ {0, . . . , k − 1} define vin ∈ An(α, β) as

vin((i+ jk)λn) =











un((i+ jk)λn) if j = i, . . . , jmax

un(iλn) on (α, iλn)

un((i+ jmaxk)λn) on ((i+ jmaxk)λn, β),

if i 6= 0, i(k), with jmax := max{j ∈ N : i+ jk < `},

vin(x) =











un(x) on (0, `)

0 on (α, 0)

d on (`, β),

if i = 0, i(k). In particular, Ek,i
n (un) ≥ Ek,i

n (vin) − (|α| + |β − `|)ψk
n(0), and vin converges

in L1(α, β) to vi, defined as
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vi(x) =











u(x) on (0, `)

u(0+) on (α, 0)

u(`−) on (`, β)

if i 6= 0, i(k),

vi(x) =











u(x) on (0, `)

0 on (α, 0)

d on (`, β).

if i = 0, i(k). Hence, we have

lim inf
n

Ek,i
n (un) ≥

∫ β

α

F k( Úvi) dt+
∑

S(vi)

Gk([vi])− (|α|+ |β − `|)F k(0).

Letting α → 0, β → ` we get the inequality for k fixed. It remains to sum over k and
proceed with standard arguments.

Now let u be such that Ed(u) < +∞. Assume that S(u)∩(λnZ) = ∅ and define un ∈ Ad
n(I)

to be the piecewise-constant interpolation of u on the points { `
n
, . . . , ` − `

n
}. Then, if

En(·, (0, `)) is the functional relative to the partition { `
n
, . . . , `− `

n
}, we have

Ed
n(un) ≤ En(un, (0, `)) +

n+1
∑

k=1

(

Gk
n

(

u
(k`

n

))

+Gk
n

(

d− u
(

`− `

n

)))

. (81)

Since un restricted to (0, `) is the piecewise-constant interpolation of u in (0, `), we have
that lim sup En(un, (0, `) ≤ E(u). By the boundedness of u, reasoning as in Step 1 of the
proof of Theorem 4.3, we can neglect

∑n+1
k=m

(

Gk
n(u(

k`
n
)) +Gk

n(d− u(`− `
n
))
)

, for m large.
Thus, it remains to show that lim supn(G

k
n(u(

k`
n
)) + Gk

n(d − u(` − `
n
))) = Gk(u(a+)) +

Gk(d − u(b−)). This can be easily seen in the case u(a+) 6= 0, u(b−) 6= d, by using the
uniform convergence of Gk

n to Gk on compact sets of R \ {0}. In the other case it suffices
to notice that the inequality (81) can be refined, for example for u(a+) = 0, as

Ed
n(un) ≤ En(un, [0, `)) +

n+1
∑

k=1

Gk
n

(

d− u
(

`− `

n

))

,

where En(·, [0, `)) is the functional relative to the partition {0, . . . , ` − `
n
} and for which

the interpolation of u on the lattice {0, . . . , `− `
n
} is still a recovery sequence fo E(u).
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