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1. Introduction

Stability and sensitivity analysis for parametric mathematical programs in finite dimen-
sion has been well developed and the results are fairly complete (see e.g., [3]). Such an
analysis for parametric optimal control problems is less advanced. Here the difficulties
are connected with infinite dimensionality of the problems. In particular, the so called
two-norm discrepancy is typical for nonlinear control problems. Namely, as a rule, the
Lagrangians of such problems are twice differentiable in a stronger norm (of L∞ type),
whereas coercivity conditions are satisfied in a weaker norm (of L2 type), in which the
Lagrangian is not twice differentiable. This phenomenon creates difficulties in stability
analysis. However, in case of control constrained problems, these difficulties can be over-
come using the structure of optimality conditions. For these problems, Lipschitz stability
in stronger norm of L∞ type has been established both for ODEs (see e.g., [7]) and PDEs
(see [11, 12]). These stability results will be the starting point for our sensitivity analysis.
It is crucial that the stability holds in L∞, since it allows to consider general nonlinear
control problems, subject to a broad class of perturbations. If only L2 stability is used, one
has to impose some restrictions on the problem (linear-quadratic with respect to control)
and on the class of perturbations (see [2, 4]).

In sensitivity analysis of optimal control problems mostly the concept of directional dif-
ferentiability of the solutions has been exploited. This refers in particular to PDEs (see
e.g., [3, 20]). In parametric mathematical programs a stronger concept of differentiability,
the so called Bouligand or B-differentiability has been used (see [6, 16, 17, 18, 19]). Let
us recall the definition of Bouligand differentiability (see [6, 16, 18]).
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Definition 1.1. A function φ, from an open set G of a normed linear space H into
another normed linear space X, is called B-differentiable (or Bouligand differentiable) at
a point h0 ∈ G if there exists a positively homogeneous map Dhφ(h0) : G → X, called
B-derivative, such that

φ(h0 +∆h) = φ(h0) +Dhφ(h0)∆h+ o(‖∆h‖H). (1.1)

♦

Clearly, if Dhφ(h0) is linear, it becomes the Fréchet derivative. Accordingly, the Bouli-
gand derivative is sometimes called the directional Fréchet derivative [3]. Note that B-
differentiability is a stronger property than conical differentiability, exploited e.g., in [13],
where the remainder term in (1.1) is uniform on compact subsets of increments ∆h (see
Remark (2), p.142 in [13]).

To the knowledge of the author, the only B-differentiability result for solutions to para-
metric optimal control problems was obtained in [10] for nonlinear ODEs. The purpose
of this paper is to extend the B-sensitivity result of [10] to systems described by PDEs.
We will study an optimal control problem for a semilinear parabolic equation. Stabil-
ity results for this problem were derived in [11]. As in [10], we use abstract results of
Dontchev [6], which allow to deduce differentiability properties of the solutions to general
nonlinear parametric optimization problems from the same properties of the solutions to
linear-quadratic accessory problems (see Theorem 3.2). Sensitivity analysis for the acces-
sory problem is performed in two steps. First, we prove directional differentiability of the
solutions and characterize the differentials. Then, using this characterization, we obtain
estimates, which show that the differentials are actually Bouligand.

In the principal Theorem 5.1 we show B-differentiability in Lp, p < ∞, of the solutions to
our initial nonlinear problem and we characterize the B-differential as the solution to an
auxiliary linear-quadratic optimal control problem. As a corollary, we obtain a uniform
second order expansion of the optimal value function. Throughout the paper, we often
refer to [11] and adapt the notation used therein.

Note that the methodology developed in [10] and in this paper can be used in sensitivity
analysis for a broad class of control constrained optimal control problems with different
dynamics.

2. Preliminaries

We will recall the parametric optimal control problem for semilinear parabolic equations,
which was considered in [11]. Let Ω ⊂ IRN (N ≥ 2) be a bounded domain with boundary
∂Ω = Γ. For a fixed T > 0, we put Q = Ω× (0, T ) and Σ = Γ× (0, T ). By A we denote
an elliptic differential operator

Ay := −
N
∑

i,j=1

Dj (aijDi y)

with sufficiently smooth coefficients aij = aij(x) satisfying the condition of symmetry
aij = aji. By ∂νy the co-normal derivative of y at Γ is denoted, where ν is the outward
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normal to Γ. Thus we have
∂νy :=

∑

i,j=1

aijνiDjy.

Let H be a Banach space of parameters and G ⊂ H a bounded open set of feasible
parameters. For any feasible h consider the following optimal control problem depending
on h:

(Ph) Find (y, u) ∈ C(Q)× L∞(Q) such that

Jh(yh, uh) = min{Jh(y, u) :=

∫

Q

ψ(x, t, y, u, h)dxdt} (2.1)

subject to

yt(x, t) + Ay(x, t) + a(x, t, y(x, t), u(x, t), h) = 0 in Q,
∂νy(x, t) + b(x, t, y(x, t), h) = 0 in Σ,

y(x, 0) = 0 in Ω,
(2.2)

u ∈ U := {u ∈ L∞(Q) | m1(x, t) ≤ u(x, t) ≤ m2(x, t)}, (2.3)

where ψ, a, b,m1,m2 are given functions. Note that we assume the homogeneous initial
condition of the state equation (2.2) just to simplify some further evaluations. We could
have assumed as well y(0) = χ ∈ C(Ω).

We assume that at a reference value h0 ∈ G of the parameter there exists a solution
(y0, u0) := (yh0 , uh0) of (Ph0), and we are interested in the following problem:

Find conditions under which there are neighborhoods G0 ⊂ G and Y ⊂ C(Q)×L∞ of
h0 and (y0, u0), respectively, such that for each h ∈ G0 there exists a unique solution
(yh, uh) in Y of (Ph), and the map h 7→ (yh, uh) ∩ Y is B-differentiable.

Our starting point will be the result of [11], where conditions are derived, under which
the solutions to (Ph) exist are locally unique and Lipschitz continuous with respect to
h. We will show that, virtually the same conditions ensure also B-differentiability of the
solutions. As in [11] we assume:

(A1) Γ is of class C2,α for some α ∈ (0, 1]. A is uniformly elliptic (see e.g., the definition
given in [5]). Its coefficients aij belong to C1,α(Ω̄).

(A2) The nonlinear real-valued function a = a(x, t, y, u, h), defined on Q × IR2 × G,
satisfies the following Carathéodory type condition:
(i) For all (y, u, h) ∈ IR2 × G, a(·, ·, y, u, h) and its first- and second order deriva-

tives Dya,Dua,D
2
yya,D

2
yua,D

2
uua (all depending on (·, ·, y, u, h)) are Lebesgue

measurable on Q.
(ii) For all h ∈ G and almost all (x, t) ∈ Q, a(x, t, ·, ·, h) is twice continuously

differentiable with respect to (y, u) ∈ IR2 on IR2.

(A3) For any fixed K > 0, the function a fulfils the following conditions:
(i) Boundedness

|a(x, t, 0, u, h)| ≤ aK(x, t) ∀(x, t) ∈ Q, |u| ≤ K, h ∈ G, (2.4)

where aK ∈ Lq(Q) and q > N
2
+ 1. There are constants c0K ≥ 0 and c1K such

that
c0K ≤ ay(x, t, y, u, h) ≤ c1K (2.5)
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for a.e. (x, t) ∈ Q, all y ∈ IR, all |u| ≤ K and h ∈ G.
(ii)Differentiability with respect to the parameter

For almost all (x, t) ∈ Q, all |y| ≤ K and |u| ≤ K, the functions a(x, t, y, u, ·)
as well as Dxa(x, t, y, u, ·) and Dua(x, t, y, u, ·) are Fréchet differentiable on G.

(A4) The nonlinear real-valued function b = b(x, t, y, h), defined on Σ× IR×G, satisfies
conditions analogous to (A2), (A3). These conditions are obtained by substituting
Q by Σ and deleting u in (A2), (A3).

(A5) The real-valued function ψ satisfies the assumptions (A2), (A3) imposed on a,
except the growth condition (2.5).

(A6) The functions m1 and m2 are of class L∞(Q) and m1(x, t) < m2(x, t) on Q.

By a weak solution of (2.2) we understand a function y ∈ L2(0, T ;H1(Ω)) ∩ C(Q) such
that

∫

Q

(− y · pt + 〈∇xy,∇xp〉)dxdt+
∫

Q

a(x, t, y, u, h) p dxdt

+
∫

Σ

b(x, t, y, h) p dSxdt = 0
(2.6)

for all p ∈ W 1,1
2 (Q) satisfying p(x, T ) = 0. Here dSx denotes the surface measure induced

in Γ. The following theorem is a special case of a more general result proved in [5] or [14].

Theorem 2.1. Suppose that (A1)-(A4) are satisfied and u ∈ L∞(Q). Then problem
(2.2) has a unique weak solution

y ∈ L2(0, T ;H1(Ω)) ∩ C(Q).

♦

Let us introduce the following spaces

W (0, T ) = {y ∈ L2(0, T ;H1(Ω)) | yt ∈ L2(0, T ; (H1(Ω))′)},
where prime denotes the dual space,

W s := {y ∈ W (0, T ) | yt + Ay ∈ Ls(Q), ∂νy ∈ Ls(Σ), y(0) ∈ C(Ω)}
Zs = W s × Ls(Q), where s ∈ [2,∞].

(2.7)

In W s, we shall use the norm

‖y‖W s = ‖yt + Ay‖Ls(Q) + ‖∂νy‖Ls(Σ) + ‖y(0)‖C(Ω).

For s > max{N/2+1, N +1}, this space is continuously embedded in C(Q). This follows
from the results of [5] and [14]. By the definition of the norm in W s, the operators yt+Ay
and ∂νy are continuous from W s to Ls(Q) and Ls(Σ), respectively.

Define the following Hamiltonian H = H(x, t, y, u, p, h) : IRN+4 ×G → IR,

H = ψ(x, t, y, u, h)− p · a(x, t, y, u, h) (2.8)

and the Lagrangian L : W∞ × L∞(Q)×W (0, T )×G → IR,

L(y, u, p, h) :=

∫

Q

H(y, u, p, h) dxdt−
∫

Σ

p · b(y, h) dSxdt

−
∫

Ω

p(0)y(0)dx−
∫

Q

(yt + Ay) p dxdt.
(2.9)
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The stationarity conditions of the Lagrangian have the form:

DyL(y, u, p, h) z = 0 for all z ∈ W∞, (2.10)

DuL(y, u, p, h)(v − u)

=

∫

Q

DuH(y, u, p, h)(v − u) dxdt ≥ 0 for all v ∈ U . (2.11)

Condition (2.10) yields the adjoint equation

−pt(x, t) + Ap(x, t) = DyH(x, t, y, u, p, h) in Q,

∂νp(x, t) +Dyb(x, t, y, h) p(x, t) = 0 in Σ,

p(x, T ) = 0 in Ω.

(2.12)

Define the spaces:

W s
0 := {y ∈ W s | y(0) = 0}, W s

T := {p ∈ W s | p(T ) = 0},
Xs := W s

0 × Ls(Q)×W s
T ,

∆s := Ls(Q)× Ls(Σ)× Ls(Q)× Ls(Q)× Ls(Σ).

(2.13)

Introduce the following set-valued map with the closed graph

N (u) =

{

λ ∈ {L∞(Q) |
∫

Q
λ(v − u) dxdt ≤ 0 ∀v ∈ U} if u ∈ U ,

∅ if u 6∈ U . (2.14)

Using (2.14), the optimality system consisting of (2.12) and (2.11) as well as of (2.2) and
(2.3) can be expressed in the form of the following generalized equation

0 ∈ F(ξ, h) + T (ξ),

where ξ = (y, u, p), while F : X∞ × G → ∆∞ and T : X∞ → 2∆
∞
, are, respectively, a

function and a set valued map with closed graph, given by

F(ξ, h) =













−pt + Ap−DyH(y, u, p, h) in Q
∂νp+Dyb(y, h) p in Σ
DuH(y, u, p, h) in Q
yt + Ay + a(y, u, h) in Q
∂νy + b(y, h) in Σ













, (2.15)

T = [{0}, {0},N (u), {0}, {0}]T . (2.16)

To simplify notation, the subscript 0 will be used to denote that a given function is
evaluated at the reference solution, e.g., H0(x, t) := H(x, t, y0, u0, p0, h0).

We assume:

(A7) For a fixed reference value h0 ∈ G of the parameter there exists a solution (y0, u0) :=
(yh0 , uh0) ∈ Z∞ of (Ph0) and an associated adjoint state p0 := ph0 ∈ W∞

T . The
element ξ0 := (y0, u0, p0) satisfies the generalized equation

0 ∈ F(ξ0, h0) + T (ξ0). (2.17)
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3. Application of abstract theorems for generalized equations

We are going to investigate conditions of existence, local uniqueness, Lipschitz continuity
and differentiability of solutions ξh = (yh, uh, ph) to the generalized equation

0 ∈ F(ξ, h) + T (ξ). (3.1)

We will use certain theorems for abstract generalized equations [15, 6]. Note that, by
our assumptions, F is Fréchet differentiable in ξ for h ∈ G and in h for ξ ∈ X∞. Along
with (3.1), let us introduce the following generalized equation, obtained from (3.1) by
linearization of F and by perturbation:

δ ∈ F(ξ0, h0) +DξF(ξ0, h0)(ζ − ξ0) + T (ζ), (3.2)

where δ ∈ ∆∞ is the perturbation. Clearly, for δ = 0, ξ0 is a solution to (3.2).

We will denote by
BX
ρ (x0) := {x ∈ X | ‖x− x0‖X ≤ ρ}

the closed ball of radius ρ centered at x0 in a Banach space X.

To investigate Lipschitz continuity properties of the solutions to (3.1), the following Robin-
son’s abstract implicit function theorem is used (see Theorem 2.1 and Corollary 2.2 in
[15]).

Theorem 3.1. If there exist ρ1 > 0 and ρ2 > 0 such that, for each δ ∈ B∆∞
ρ1

(0) there is a
unique solution ζδ in BX

ρ2
(ξ0) of (3.2), which is Lipschitz continuous in δ, then there exist

σ1 > 0 and σ2 > 0 such that, for each h ∈ BH
σ1
(h0) there is a unique solution ξh in BX

σ2
(ξ0)

of (3.1), which is Lipschitz continuous in h. ♦

Similarly, to investigate differentiability of the solutions to (3.1) we use the following
theorem of Dontchev (see Theorem 2.4 and Remark 2.6 in [6]).

Theorem 3.2. If the assumptions of Theorem 3.1 are satisfied and, in addition, the solu-
tions ζδ of (3.2) are directionally (respectively, Gateaux, Bouligand, Fréchet) differentiable
functions of δ in a neighborhood of the origin, with the differential (Dδζ0; η), then the solu-
tions ξh of (3.1) are directionally (respectively, Gateaux, Bouligand, Fréchet) differentiable
in a neighborhood of h0. For a direction g ∈ H, the differential at h0 is given by

(Dhξ0; g) = (Dδζ0;−DhF(ξ0, h0)g). (3.3)

♦

Note that, the result of Theorem 3.2 is actually contained in Theorem 2.3 in [15].

Remark 3.3. In Theorem 3.1, Lipschitz continuity of ζ and ξ is understood in the sense
of this norm in the spaceX, in which F(·, h) is differentiable. On the other hand, Theorem
3.2 remains true, if the differentiability is satisfied in a norm in the image space X weaker
than that in which Lipschitz continuity in Theorem 3.1 holds (see Remark 2.11 in [6]);
e.g., in Lp, (p < ∞), rather than in L∞. This property will be used in Section 4. ♦

Theorems 3.1 and 3.2 allow us to deduce stability and sensitivity properties of solutions
to nonlinear generalized equations (3.1) from the same properties of solutions to linear
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equation (3.2). Usually, checking these last properties is much easier than the original
ones.

We will proceed in the following steps:

1) For F and T given in (2.15) and (2.16), we find the generalized equation (LOδ) being
the linearization (3.2) of (3.1).

2) We notice that (LOδ) constitutes an optimality system for a linear-quadratic acces-
sory problem (QPδ).

3) We impose coercivity condition (AC). By the results of [11], we find that, for δ
sufficiently small, (QPδ) has a locally unique stationary point, which is a Lipschitz
continuous function of δ. Thus, (LOδ) has a locally unique solution, which is Lipschitz
in δ.

4) We show that, under (AC), the solutions to (LOδ) are B-differentiable functions of
δ.

5) Using the abstract theorms we find that the solutions to the nonlinear generalized
equation (3.1) are B-differentiable functions of h.

6) By the results of [11], condition (AC) imply that for h in a neighborhhod of h0,
solutions to (3.1) correspond to the solutions of (Ph) and to the associated adjoint
states. Thus, we arrive at our principal differentability result.

We start with point 1). Let δ = (δ1, δ2, δ3, δ4, δ5) ∈ ∆∞ be the vector of perturbations.
Recall that the subscript 0 is used to denote that a given function is evaluated at the
reference solution. In view of (2.15) and (2.16), the generalized equation (3.2) takes the
form

(LOδ)
−qt + Aq +Dya0 q = g0Q + δ1 +D2

yyH0 z +D2
yuH0v,

∂νq +Dyb0 q = g0Σ + δ2 − p0 ·D2
yyb0z,

}

(3.4)

D2
uyH0 z +D2

uuH0v −Dua0 q − g0u − δ3 ∈ −N (v), (3.5)

zt + Az +Dya0 z = d0Q + δ4 −Dua0 v,
∂νz +Dyb0 z = d0Σ + δ5,

}

(3.6)

where

g0Q = Dyψ0 −D2
yyH0 y0 −D2

yuH0 u0,

g0Σ = p0 ·D2
yyb0 y0,

g0u = −Duψ0 +D2
uyH0 y0 +D2

uuH0 u0,

d0Q = −a0 +Dya0 y0 +Dua0 u0,

d0Σ = −b0 +Dyb0 y0.































(3.7)

Note that

(z0, v0, q0) = (y0, u0, p0) (3.8)

is a solution to (LO)δ for δ = 0. An inspection shows that (LOδ) constitutes an optimality
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system for the following linear-quadratic accessory problem:

(QPδ) Find (zδ, vδ) ∈ W (0, T )× L2(Q) that minimizes

Iδ(ζ) =
1
2
((z, v), D2

ζζL0(z, v)) +
∫

Q
(g0Q + δ1)z dxdt

+
∫

Q
(g0u + δ3)v dxdt+

∫

Σ
(g0Σ + δ2) z dSxdt

(3.9)

subject to

zt + Az +Dya0 z = d0Q + δ4 −Dua0 v in Q

∂νz +Dyb0 z = d0Σ + δ5 in Σ

z(0) = 0 in Ω,

(3.10)

and

v ∈ U , (3.11)

where the quadratic form in the cost functional Iδ(ζ) is given by

((z1, v1), D
2
ζζL0(z2, v2)) =

∫

Q

[z1, v1]

[

D2
yyH0 D2

yuH0

D2
uyH0 D2

uuH0

] [

z2
v2

]

dxdt

+

∫

Σ

z1p0 ·D2
yyb0z2 dSxdt.

(3.12)

Remark 3.4. Problem (QPδ) is defined in the Hilbert space W (0, T ) × L2(Q), rather
than in Z∞. It follows from classical results for parabolic equations (see e.g., Theorem
5.1, Chpt III in [9]) that for v ∈ L2(Q) there exists a unique weak solution z ∈ W (0, T ) of
(3.10). So, (QPδ) is well-defined. It can be shown (see e.g., [21]) that, under the coercivity
assumption stated below in Section 4, for δ sufficiently small, solutions to (QPδ) exist are
locally unique and belong to Z∞. ♦

In order to apply Theorems 3.1 and 3.2, we have to show that the stationary points of
(QPδ) are Lipschitz continuous and differentiable functions of δ.

4. Differentiability of the solutions to accessory problems

In [11] a coercivity condition was introduced, under which, for δ sufficiently small, sta-
tionary points of (QPδ) are Lipschitz continuous. We are going to show that, under the
same conditions, the stationary points are also B-differentiable.

To introduce this coercivity condition, define the sets:

I = {(x, t) ∈ Q | u0(x, t) = m1(x, t)}, J = {(x, t) ∈ Q | u0(x, t) = m2(x, t)}. (4.1)

Moreover, for α ≥ 0 define

Iα = {(x, t) ∈ I | DuH0(x, t) > α}, Jα = {(x, t) ∈ J | −DuH0(x, t) > α}. (4.2)

Assume the following:
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(AC) (Coercivity) There exist α > 0 and γ > 0 such that

(ζ,D2
ζζL0ζ) ≥ γ ‖v‖2L2(Q) for all ζ := (z, v) such that

zt + Az +Dya0 z +Dua0 v = 0 in Q
∂νz +Dyb0 z = 0 in Σ
v = 0 in Iα ∪ Jα.

(4.3)

By Lemma 5.1 in [21], (AC) implies

D2
uuH0(x, t) ≥ γ for a.a. (x, t) ∈ Q \ (Iα ∪ Jα). (4.4)

The following result is a slight modification of Theorem 5.1 in [21] (see also Theorem 4.3
in [11]).

Proposition 4.1. If conditions (A1)-(A7) and (AC) hold, then there exist constants
ρ > 0 and ς > 0 such that for each δ ∈ B∆∞

ρ (0) there is a unique stationary point

(zδ, vδ, qδ) ∈ Z∞ × Y ∞

in BX∞
ς (ξ0) of (QPδ). Moreover, there exists a constant ` > 0 such that

‖zδ′ − zδ′′‖W s , ‖vδ′ − vδ′′‖Ls(Q), ‖qδ′ − qδ′′‖W s ≤ ` ‖δ′ − δ′′‖∆s , (4.5)

for all δ′, δ′′ ∈ B∆∞
ρ (0) and all s ∈ [2,∞]. ♦

Remark 4.2. Coercivity condition (4.3) is not satisfied in L∞ in which problem (Ph)
is well posed and differentiable, but in the weaker L2-norm. This phenomenon is called
two-norm discrepancy and it is typical for nonlinear optimal control problems. Two-norm
discrepancy complicates the stability analysis, since under (AC), the natural norm in
which we can get Lipschitz continuity is L2, and it is too weak to apply Theorem 3.1. In
the proof of Theorem 5.1 in [21], the smoothing property of the state equation is exploited
to pass from Lipschitz continuity in L2 to such continuity in L∞. Below, in the proof of
B-differentiability, we will use (4.5) for s < ∞. ♦

The proof of B-differentiability of the stationary points of (QPδ) is performed in two steps.
In the first step, directional differentiability is proved and the directional differential is
characterized. This characterization is used in the second step to show that the differential
is actually Bouligand.

Let us start with the directional differentiability.

Proposition 4.3. Let (A1)-(A7) as well as (AC) be satisfied and let ρ > 0, ς > 0 be
as in Proposition 4.1. Let ζδ := (zδ, vδ, qδ) ∈ BX∞

ς (ξ0) denote the unique stationary point
in BX∞

ς (ξ0) of (QPδ). Then the map

ζδ := (zδ, vδ, qδ) : B∆∞

ρ (0) → X2,

is directionally differentiable. The directional differential at δ = 0 in a direction η ∈ ∆∞

is given by ($η, wη, rη), where ($η, wη) is the solution and rη the associated adjoint state
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of the following linear-quadratic optimal control problem:

(LQη) Find ($η, wη) ∈ W 2 × L2(Q) that minimizes

Jη($,w) = 1
2
(($,w), D2

ζζL0($,w)) +

∫

Q

η1$dxdt

+

∫

Q

η3w dxdt+

∫

Σ

η2$dSxdt
(4.6)

subject to

$t + A$ +Dya0$ = −Dua0w + η4 in Q,

∂ν$ +Dyb0$ = η5 in Σ,

$(0) = 0 in Ω,

(4.7)

and

w(x, t)















= 0 for (x, t) ∈ (I0 ∪ J0),
≥ 0 for (x, t) ∈ (I \ I0),
≤ 0 for (x, t) ∈ (J \ J0),
free for (x, t) ∈ Q \ (I ∪ J).

(4.8)

♦

Proof. Let us choose η ∈ ∆∞ and let {τk} ↓ 0 be an arbitrary sequence of positive
numbers convergent to zero. Denote δk = τkη. Let (zk, vk) and qk be the solution to
(QPδk) and the associated adjoint state, respectively. By Proposition 4.1 we have

‖zk − z0‖W∞ , ‖vk − v0‖L∞(Q), ‖qk − q0‖W∞ ≤ ` ‖τkη‖∆∞ , (4.9)

which implies that there exists a constant l > 0 such that
∥

∥

∥

∥

zk − z0
τk

∥

∥

∥

∥

W (0,T )

,

∥

∥

∥

∥

vk − v0
τk

∥

∥

∥

∥

L2(Q)

,

∥

∥

∥

∥

qk − q0
τk

∥

∥

∥

∥

W (0,T )

≤ l. (4.10)

Hence there exist a subsequence, still denoted {τk}, and elements $, r ∈ W (0, T ) such
that

zk − z0
τk

⇀ $ weakly in W (0, T ),

qk − q0
τk

⇀ r weakly in W (0, T ).
(4.11)

It is well known (see [1]) that the embedding W (0, T ) ⊂ L2(Q) is compact. So (4.11)
implies

zk − z0
τk

→ $ strongly in L2(Q),

qk − q0
τk

→ r strongly in L2(Q).
(4.12)

Hence, in particular

zk(x, t)− z0(x, t)

τk
→ $(x, t) a.e. in Q,

qk(x, t)− q0(x, t)

τk
→ r(x, t) a.e. in Q.

(4.13)
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Let us rewrite (3.5) in the equivalent form of the following variational inequality:

(D2
uyH0 z +D2

uuH0v −Dua0 q − g0u − δ3, u− v) ≥ 0 ∀u ∈ U .

In view of the structure of the set U , this inequality implies

[D2
uyH0(x, t) z(x, t) +D2

uuH0(x, t)v(x, t) −Dua0(x, t) q(x, t)− g0u(x, t)

−δ3(x, t)]× [u− v(x, t)] ≥ 0

for all u ∈ [m1(x, t),m2(x, t)] and a.a. (x, t) ∈ Q.

(4.14)

The linear variational inequality (4.14) depends on the vector

(z(x, t), q(x, t), δ3(x, t)) ∈ IR3,

which can be treated as a parameter. Let vk(x, t) be a solution to (4.14) corresponding
to z(x, t) = zk(x, t), q(x, t) = qk(x, t), δ3(x, t) = αkη

3(x, t). In view of (4.4) and (4.13),
well known sensitivity result for finite dimensional mathematical programs (see e.g., [8])
implies that

vk(x, t)− v0(x, t)

τk
→ w(x, t), (4.15)

where w(x, t) is the solution of the following variational inequality:

[D2
uyH0(x, t)$(x, t) +D2

uuH0(x, t)w(x, t) −Dua0(x, t) r(x, t)− η3(x, t)]×
×[v − w(x, t)] ≥ 0 for all v ∈ IR satisfying (4.8).

(4.16)

By the Lebesgue dominated convergence theorem, the pointwise convergence (4.15) to-
gether with the bound (4.10) implies

vk − v0
τk

→ w strongly in L2(Q), (4.17)

where w is the solution of the variational inequality

(D2
uyH0$ +D2

uuH0w −Dua0 r − η3, v − w) ≥ 0

for all v ∈ L2(Q) satisfying (4.8).
(4.18)

In view of the definition (2.6) of the weak solutions to parabolic boundary value problems,
equations (3.6) and (3.4) together with (4.11) and (4.17) imply that $ and r are the
solutions of the following equations:

$t + A$ +Dya0$ = −Dua0w + η4,

∂ν$ +Dyb0$ = η5, (4.19)

$(0) = 0,

−rt + Ar +Dya0r = D2
yyH0$ +D2

yuH0w + η1,

∂νr +Dyb0r = −p0D
2
yyb0$ + η2, (4.20)

r(T ) = 0.
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The state and adjoint equations (4.19) and (4.20), together with the variational inequal-
ity (4.18), constitute the optimality system for problem (LQη). In view of (AC), this
problem has a unique solution ($η, wη) and a unique adjoint state rη. This shows that
the convergence in (4.11) and (4.17) holds for the whole sequence {τk} and completes the
proof of the proposition.

Note that, by the same argument as in Proposition 4.1, we find that the stationary points
of (LQη) are Lipschitz continuous functions of η. Since ($0, w0, r0) = (0, 0, 0), we have

‖$η‖W s , ‖wη‖Ls(Q), ‖rη‖W s ≤ `‖η‖∆s , s ∈ [2,∞]. (4.21)

We are now going to show that ($η, wη) and rη are actually B-differentials at δ = 0 of
(zδ, vδ) and qδ, respectively.

Theorem 4.4. Let (A1)-(A7) as well as (AC) be satisfied and let ρ > 0, ς > 0 be as
in Proposition 4.1. Then the map

ζδ := (zδ, vδ, qδ) : B∆∞

ρ (0) → Xs, (4.22)

where ζδ := (zδ, vδ, qδ) ∈ BX∞
ς (ξ0) denotes the unique stationary point in BX∞

ς (ξ0) of
(QPδ), is B-differentiable for any s ∈ [2,∞). The B-differential at δ = 0 in a direction
η ∈ ∆∞ is given by ϑη := ($η, wη, rη), where ($η, wη) is the solution and rη the associated
adjoint state of problem (LQη). ♦

Proof. We have to show that the solution ($η, wη, rη) of (4.18)-(4.20) are B-differentials
of the solution to (LOδ). Clearly, ($η, wη, rη) is a positively homogeneous function of η,
so it is enough to show that

zη = z0 +$η + σ1(η), vη = v0 + wη + σ2(η), qη = q0 + rη + σ1(η),

where
‖σ1(η)‖W s

‖η‖∆∞
→ 0,

‖σ2(η)‖Ls(Q)

‖η‖∆∞
→ 0, as ‖η‖∆∞ → 0,

for any s ∈ [2,∞).

(4.23)

Denote

(zη − z0) = $̃η, (vη − v0) = w̃η, (qη − q0) = r̃η. (4.24)

It follows from (3.6) and (3.4) that ($̃η, w̃η, r̃η) satisfy equations identical with (4.19) and
(4.20):

($̃η)t + A$̃η +Dya0$̃η = −Dua0w̃η + η4,

∂ν$̃η +Dyb0$̃η = η5,

$̃η(0) = 0,

(4.25)

−(r̃η)t + Ar̃η +Dya0r̃η = D2
yyH0$̃η +D2

yuH0w̃η + η1,

∂ν r̃η +Dyb0r̃η = −p0D
2
yyb0$̃η + η2,

r̃η(T ) = 0.

(4.26)
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Let us choose β ∈ (0, α), where α is given in (AC). Define the sets

Kβ
1 = {(x, t) ∈ I0 | D2

uuH0(x, t) ∈ (0, β)},

Kβ
2 = {(x, t) ∈ J0 | −D2

uuH0(x, t) ∈ (0, β)},
Lβ = {(x, t) ∈ Q

| u0(x, t) ∈ (m1(x, t),m1(x, t) + β) ∪ (m2(x, t)− β,m2(x, t))}.

(4.27)

Note that
meas (Kβ

1 ∪Kβ
2 ∪ Lβ) → 0 as β → 0. (4.28)

Let us split up the set Q into the following subsets

A = Q \ (I ∪ J ∪ Lβ), B = (I0 \Kβ
1 ) ∪ (J0 \Kβ

2 ),

C = (I \ I0) ∪ (J \ J0), D = Kβ
1 ∪Kβ

2 ∪ Lβ,

where I, J, I0 and J0 are given in (4.1) and (4.2). We will analyze conditions analogous
to (4.14) on each of these subsets successively.

Subset A
Choose %(β) = `−1β. Then by (3.8) and (4.1), as well as by Proposition 4.1, for all
η ∈ B∆∞

%(β)(0) we get

vη(x, t) ∈ (m1(x, t),m2(x, t)) for a.a. (x, t) ∈ A, (4.29)

i.e., by (4.14)

D2
uyH0(x, t) zη(x, t) +D2

uuH0(x, t)vη(x, t) −Dua0(x, t) qη(x, t)

−g0u(x, t)− η3(x, t) = 0 for a.a. (x, t) ∈ A.
(4.30)

Subtracting from (4.30) the analogous equation for (z0, v0, q0) and using notation (4.24),
we obtain

D2
uyH0(x, t) $̃η(x, t) +D2

uuH0(x, t)w̃η(x, t) −Dua0(x, t) r̃η(x, t)

−η3(x, t) = 0 for a.a. (x, t) ∈ A.
(4.31)

Subset B
It follows from Proposition 4.1 that, shrinking %(β) > 0 if necessary, for all η ∈ B∆∞

%(β)(0)
we obtain

D2
uyH0(x, t) zη(x, t) +D2

uuH0(x, t)vη(x, t) −Dua0(x, t) qη(x, t)

−g0u(x, t)− η3(x, t)

{

> 0 for a.a. (x, t) ∈ I0 \Kβ
1 ,

< 0 for a.a. (x, t) ∈ J0 \Kβ
2 ,

(4.32)

which, by (4.14) implies

vη(x, t) =

{

m1(x, t) for a.a. (x, t) ∈ I0 \Kβ
1 ,

m2(x, t) for a.a. (x, t) ∈ J0 \Kβ
2 ,
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i.e.,
w̃η(x, t) = 0 for a.a. (x, t) ∈ B. (4.33)

Subset C
By (3.8), (4.1) and (4.2) we have

v0(x, t) = u0(x, t) =

{

m1(x, t) for a.a. (x, t) ∈ I \ I0,
m2(x, t) for a.a. (x, t) ∈ J \ J0

(4.34)

and

D2
uyH0(x, t) z0(x, t) +D2

uuH0(x, t)v0(x, t) −Dua0(x, t) q0(x, t) = 0

for a.a. (x, t) ∈ (I \ I0) ∪ (J \ J0).
(4.35)

Proposition 4.1, together with (4.34) implies that, shrinking %(β) if necessary, for any
η ∈ B∆∞

%(β)(0) we get

vη(x, t) ∈
{

[m1(x, t),m2(x, t)) for a.a. t ∈ I \ I0,
(m1(x, t),m2(x, t)] for a.a. t ∈ J \ J0.

(4.36)

Hence, in view of (4.14) we have

D2
uyH0(x, t) zη(x, t) +D2

uuH0(x, t)vη(x, t) −Dua0(x, t) qη(x, t)

−η3(x, t)

{

≥ 0 for a.a. (x, t) ∈ I \ I0,
≤ 0 for a.a. (x, t) ∈ J \ J0.

(4.37)

Conditions (4.34)–(4.37) imply:

w̃η(x, t)

{

≥ 0 for a.a. (x, t) ∈ I \ I0,
≤ 0 for a.a. (x, t) ∈ J \ J0 , (4.38)

D2
uyH0(x, t) $̃η(x, t) +D2

uuH0(x, t)w̃η(x, t) −Dua0(x, t) r̃η(x, t)

−η3(x, t)

{

≥ 0 for a.a. (x, t) ∈ I \ I0,
≤ 0 for a.a. (x, t) ∈ J \ J0,

(4.39)

and
(D2

uyH0(x, t) $̃η(x, t) +D2
uuH0(x, t)w̃η(x, t) −Dua0(x, t) r̃η(x, t)

−η3(x, t))(w − w̃η(x, t)) ≥ 0

{

for all w ≥ 0 on I \ I0,
for all w ≤ 0 on J \ J0.

(4.40)

Subset D
The analysis of subset D is the most difficult, because we do not know a priori if for
(x, t) ∈ D the constraints are active or not at vη, no matter how small η is chosen.
Without this information, we can say very little about w̃η(x, t) = vη(x, t) − v0(x, t). Let
us denote

(η̃3)′(x, t) = D2
uyH0(x, t) (zη(x, t)− z0(x, t)) +D2

uuH0(x, t)(vη(x, t)− v0(x, t))

−Dua0(x, t) (qη(x, t)− q0(x, t)) for a.a. (x, t) ∈ D.
(4.41)
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By definition (4.24) we have

D2
uyH0(x, t) $̃η(x, t) +D2

uuH0(x, t)ṽη(x, t) −Dua0(x, t) r̃η(x, t)

−(η̃3)′(x, t) = 0 for a.a. (x, t) ∈ D.
(4.42)

Denote η′ = (η1, η2, (η3)′, η4, η5), where

(η3)′(x, t) =

{

(η̃3)′(x, t) for (x, t) ∈ D,

η3(x, t) otherwise.
(4.43)

It is easy to see that (4.25) and (4.26) together with (4.31), (4.33), (4.38)–(4.40) and

(4.42) can be interpreted as an optimality system for the optimal control problem (˜LQη′),

where (˜LQη) is the following slight modification of (LQη):

(˜LQη) Find ($̃η, w̃η) ∈ W 2 × L2(Q) that minimizes

Jη($,w) subject to

$t + A$ +Dya0$ = −Dua0w + η4 in Q,

∂ν$ +Dyb0$ = η5 in Σ,

$(0) = 0 in Ω,

and

w(x, t)























= 0 for (x, t) ∈ (I0 \Kβ
1 ) ∪ (J0 \Kβ

2 ),

≥ 0 for (x, t) ∈ (I \ I0),
≤ 0 for (x, t) ∈ (J \ J0),

free for (x, t) ∈ (Q \ (I ∪ J)) ∪ (Kβ
1 ∪Kβ

2 ).

Similarly ($η, wη, rη) can be interpreted as a stationary point of (˜LQη′′), where η′′ =
(η1, η2, (η3)′′, η4, η5), with

(η3)′′(x, t) =

{

(η̃3)′′(x, t) for (x, t) ∈ D,

η3(x, t) otherwise,

(η̃3)′′(x, t) = D2
uyH0(x, t)$η(x, t) +D2

uuH0(x, t)wη(x, t) −Dua0(x, t) rη(x, t).

(4.44)

It can be easily checked that, as in the case of (LQη), the stationary points of (˜LQη) are
Lipschitz continuous functions of η. Hence, in view of (4.43) and (4.44), we have

‖$̃η −$η‖W s , ‖w̃η − wη‖Ls(Q), ‖r̃η − rη‖W s

≤ ` ‖η′ − η′′‖∆s = `











∫

Kβ
1 ∪K

β
2 ∪Lβ

|(η̃3)′(x, t)− (η̃3)′′(x, t)|sdxdt











1
s

(4.45)
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Using the definitions (4.41), (4.44) and taking advantage of (4.5) and of (4.21) we get

|(η̃3)′(x, t)− (η̃3)′′(x, t)| ≤ |(η̃3)′(x, t)|+ |(η̃3)′′(x, t)|
= |D2

uyH0(x, t) (zη(x, t)− z0(x, t)) +D2
uuH0(x, t)(vη(x, t)− v0(x, t))

−Dua0(x, t) (qη(x, t)− q0(x, t))|
+|D2

uyH0(x, t)$η(x, t) +D2
uuH0(x, t)vη(x, t) −Dua0(x, t) rη(x, t)|

≤ c ‖η‖∆∞ for a.a. (x, t) ∈ Kβ
1 ∪Kβ

2 ∪ Lβ.

(4.46)

Substituting (4.46) to (4.45) we obtain

‖$̃η −$η‖W s , ‖w̃η − wη‖Ls(Q), ‖r̃η − rη‖W s

≤ c‖η‖∆∞

{

meas (Kβ
1 ∪Kβ

2 ∪ Lβ)
} 1

s
.

(4.47)

In view of (4.24) and(4.28), we find that for any ε > 0 and any s ∈ [2,∞) we can choose
β(ε, s) > 0 and the corresponding %(β(ε, s)), so small that

‖zη − z0 −$η‖W s , ‖vη − v0 − wη‖Ls(Q), ‖qη − q0 − rη‖W s

≤ ε ‖η‖∆∞ for all η ∈ B∆∞

%(β(ε,s))(0).

This shows that (4.23) holds and completes the proof of the theorem.

Remark 4.5. The proof of Theorem 4.4 cannot be repeated for s = ∞ and the coun-
terexample in [10] shows that B-differentiability of (4.22) cannot be expected for s = ∞.

♦

5. Differentiability of the solutions to nonlinear problems

Theorems 3.2 and 4.4 imply that, for h in a neighborhood of h0, (Ph) has a locally unique
stationary point (yh, uh, ph), which is a B-differentiable function of h. On the other hand,
by Lammas 5.1 and 5.2 in [11], condition (AC) implies that (yh, uh) and ph are a solution
and the associated adjoint state of (Ph), respectively. Thus, we arrive at the following
principal result of this paper:

Theorem 5.1. If (A1)–(A7) and (AC) hold, then there exist constants σ1 > 0 and
σ2 > 0 such that for all h ∈ BH

σ1
(h0) there is a unique stationary point (yh, uh, ph) in

BX∞
σ2

((y0, u0, p0)) of (Ph), where (yh, uh) is a solution to (Ph). The map

(yh, uh, ph) : BH
σ (h0) → Xs, s ∈ [2,∞) (5.1)

is B-differentiable, and the B-differential evaluated at h0 in a direction g ∈ H is given by
the solution and adjoint state of the following linear-quadratic optimal control problem
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(Lg) Find (zg, vg) ∈ W 2 × L2(Q) that minimizes

Kg(z, v) =
1

2
((z, v), D2

ζζL0(z, v)) +

∫

Q

D2
yhH0gz dxdt

+

∫

Q

D2
uhH0gv dxdt+

∫

Σ

p0D
2
yhb0g z dSxdt

subject to

zt + Az +Dya0 z = −Dua0 v −Dha0 g in Q,

∂νz +Dyb0 z = −Dhb0 g in Σ,

z(0) = 0 in Ω,

and

v(x, t)























= 0 for (x, t) ∈ (I0 ∪ J0),

≥ 0 for (x, t) ∈ (I \ I0),
≤ 0 for (x, t) ∈ (J \ J0),

free for (x, t) ∈ Q \ (I ∪ J)).

♦

As it was noticed in Introduction, Bouligand differential becomes Fréchet if it is linear.
Hence from the form of (Lg), we obtain immediately:

Corollary 5.2. If assumptions of Theorem 5.1 hold and meas (I\I0) = meas (J\J0) = 0,
then the map (5.1) is Fréchet differentiable. ♦

In sensitivity analysis of optimization problems an important role is played by the so-called
optimal value function, which on BH

σ (h0) is defined by:

J 0(h) := Jh(yh, uh),

i.e., to each h ∈ BH
σ (h0), J 0 assigns the (local) optimal value of the cost functional. The

second order directional expansion of the optimal value function has been known from
the literature (see e.g., Theorem 3.1 in [2]). The following corollary of Theorem 5.1 shows
that Bouligand differentiability of the solutions implies the second order expansion of J0,
uniform in a neighborhood of h0.

Corollary 5.3. If assumptions of Theorem 5.1 hold, then for each h = h0 + g ∈ BH
σ (h0)

J 0(h) = J 0(h0) + (DhL0, g)

+1
2



(zg, vg, g),





D2
yyL0 D2

yuL0 D2
yhL0

D2
uyL0 D2

uuL0 D2
uhL0

D2
hyL0 D2

huL0 D2
hhL0



 (zg, vg, g)





+o(‖g‖2H),

(5.2)

where (zg, vg) is the B-differential of (yh, uh) at h0 in the direction g, i.e., it is given by
the solution to (Lg). ♦

Proof Denote Lh := L(yh, uh, ph, h). It follows from the definition (2.9) that

J 0(h) = Lh. (5.3)
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From (5.3) and Theorem 4.1 we find the following form of the Bouligand differential of
the value function

DhJ 0(h)g = DyLhzg +DuLhvg +DpLhqg +DhLhg, (5.4)

where (zg, vg, qg) is the B-differential of (yh, uh, ph) in the direction g. By optimality
condition for (Ph)

DyLh = 0, DpLh = 0. (5.5)

Moreover, since (zg, vg, qg) is given by the stationary point of the linear–quadratic problem
analogous to (Lg), but evaluated at h rather than at h0, we find that

DuLhvg = 0. (5.6)

Equation (5.4) together with (5.5) and (5.6) yields

DhJ 0(h)g = DhLhg. (5.7)

By (5.3) and (5.7) we have

J 0(h) = J 0(h0) +

∫ 1

0

DhLhαgdα, (5.8)

where hα = h0 + αg. Using Theorem 5.1 we obtain

DhLhα = DhL0 + α(D2
hyL0zg +D2

huL0vg +D2
hpL0qg +D2

hhL0g)

+o(α‖g‖H).
(5.9)

Substituting (5.9) to (5.8) and integrating we get

J 0(h) = J 0(h0) +DhL0g

+1
2
(D2

hyL0zg +D2
huL0vg +D2

hpL0qg +D2
hhL0g, g) + o(‖g‖2H).

(5.10)

Differentiating (5.5) with respect to h, we obtain

D2
yyL0zg +D2

yuL0vg +D2
ypL0qg +D2

yhL0g = 0, (5.11)

D2
pyL0zg +D2

puL0vg +D2
phL0g = 0. (5.12)

On the other hand, by the optimality condition for (Lg)

(D2
uyL0zg +D2

uuL0vg +D2
upL0qg +D2

uhL0g, vg) = 0. (5.13)

Multiplying (5.11) and (5.12) by zg and qg, respectively, combining with (5.13) and sub-
stituting to (5.10) we obtain (5.2). £
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