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We consider a minmax programming problem involving several generalized B-vex n-set functions. Some
optimality results and Wolfe type duality theorems are given. As a special case, a n-set generalized
minmax fractional programming problem is considered.

1. Introduction

Many problems containing set functions arise in situations dealing with optimal con-
strained selection of measurable subsets. Some problems of this type have been encoun-
tered in statistics [17, 24], fluid flow [9], electrical insulator design [12], optimal plasma
confinement [32] and regional design (districting, facility location, warehouse layout, ur-
ban planning) [14, 15].

General theory for optimizing n-set functions was first developed by Morris [23] who, for
fractions of a single set, obtained results that are similar to the standard mathematical
programming problem. Corley [16] developed an optimization theory for programming
problems with n-set functions, established optimality conditions, and obtained Lagrangian
duality. Zalmai [33] considered several practical applications for a class of nonlinear
programming problems involving a single objective and differentiable n-set functions, and
established several sufficient and duality results under generalized ρ-convexity conditions.

In [19, 22, 27] there are presented different approaches to define and to characterize the
notion of convexity for set or n-set functions, and optimality and duality results based on
these approaches are obtained.

Bector et al. [4] unified the concept of B-vex functions and invex functions, naming
such functions as B-invex functions. Independently, Jeyakumar and Mond [18] intro-
duced the idea of V -invex functions which are similar to B-invex functions. Both B-invex
functions and V -invex functions unify the duality of vector valued fractional programs
[5, 8, 11, 18]. A useful consequence of B-vexity is that pseudolinear multiobjective and
minmax programming problems and certain nonlinear multiobjective fractional and min-
max (generalized) fractional programming problems do not require a separate treatment
for duality, and all results on optimality conditions and duality for them can be derived
by using the general concept of B-vexity.
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In Preda and Stancu-Minasian [28], and Preda [29, 26] the notions of (ρ,b)-vexity and
strict (ρ,b)-vexity for nondifferentiable and differentiable set functions are introduced.
Further, some duality results for multiobjective programming problems and multiobjective
fractional programming problems which involve set vectorial functions are given. Also,
recently, by using the second order differentiability for set functions defined by Chou,
Hsia and Lee [13], Preda [25] defines the notions of bonvexity and generalized bonvexity
for n-set functions and higher order duality results are established for nonlinear fractional
programming involving these functions. A nonlinear multiple objective programming
problem is studied by Preda in [30] where optimality and duality conditions are given in
terms of the right differentials of the functions. The duality results are stated by using
the concepts of generalized semilocally convex functions.

Other important results concerning generalized convexity are obtained by Penot and
Sach [31], and a general duality scheme for nonconvex minimization problems is given
by Lemaire and Volle in [20].

In the present paper we consider a minmax programming problem involving several gen-
eralized B-vex n-set functions for which we give some optimality results and Wolfe type
duality theorems. As a special case, a n-set generalized minmax fractional programming
problem is considered.

2. Notation, Definitions, and Preliminaries

Let (X,A, µ) be a finite atomless measure space with L1 (X,A, µ) a separable space. We
assume that S is a subset of An = A× A× · · · × A, the n-fold product of the σ-algebra
A of subsets of a given set X. Let δ be the pseudometric on An defined by

δ (R, S) =

[

n
∑

i=1

µ2 (Ri∆Si)

] 1
2

with R = (R1, R2, ..., Rn) , S = (S1, S2, ..., Sn) , Ri, Si ∈ A, ∀i = 1, 2, ..., n, where Ri∆Si

denotes the symmetric difference for Ri and Si. Thus (An, δ) is a pseudometric space
which will serve as the domain for most of the functions used in the present paper. Thus
h ∈ Li (X,A, µ) and Z ∈ A with indicator (characteristic) function IZ ∈ L∞ (X,A, µ) ;
the general integral

∫

Z
hdµ will be denoted by 〈h, IZ〉 .

We now give some definitions.

Definition 2.1. A set function H : A → R is differentiable at S∗ ∈ A if there exists
DH (S∗) ∈ L1 (X,A, µ) , called the derivative of H at S∗, such that

H (S) = H (S∗) + 〈DH (S∗) , IS − IS∗〉+ VH (S∗, S)

where VH (S∗, S) is o [δ (S∗, S)] , i.e. lim
δ(S∗,S)→0

VH (S∗, S)

δ (S∗, S)
= 0.

We now define the differentiation for an n-set function.

Definition 2.2. Let F : An → R and S∗ = (S∗
1 , S

∗
2 , ..., S

∗
n) ∈ An. We say that F has a

partial derivative at (S∗
1 , S

∗
2 , ..., S

∗
n) with respect to its i-th argument Si if the set function

H (Si) = F
(

S∗
1 , S

∗
2 , ..., S

∗
i−1, Si, S

∗
i+1, ..., S

∗
n

)
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has derivative DH (S∗
i ) at S

∗
i . In this case we define the i-th partial derivative of F at S∗

to be DiF (S∗) = DH (S∗
i ) , i = 1, 2, ..., n.

Definition 2.3. Let F : An → R and S∗ = (S∗
1 , S

∗
2 , ..., S

∗
n) ∈ An. We say that F is

differentiable at S∗ if all the partial derivatives DiF (S∗) , i = 1, 2, ..., n, exist and satisfy

F (S)− F (S∗) =
n

∑

i=1

〈

DiF (S∗) , ISi
− IS∗

i

〉

+WF [S∗, S]

where WF [S∗, S] is o [δ (S∗, S)] for all S ∈ An.

Definition 2.4. Let F : An → R be a differentiable n-set function. We say that F is
convex (strictly convex) at S if for any R ∈ An

F (R)− F (S) ≥ (>)
n

∑

i=1

〈DiF (S) , IRi
− ISi

〉

Definition 2.5. We say that the differentiable n-set functions Fj : A
n → R, j = 1, 2, ..., p,

are additively convex (additively strictly convex) at S ∈ An if for any R ∈ An

p
∑

j=1

[Fj (R)− Fj (S)] ≥ (>)

p
∑

j=1

n
∑

i=1

〈DiFj (S) , IRi
− ISi

〉

Let B0, B1, ..., Bp, α1, ..., αn : An ×An → R+\ {0} , ρ0, ρ1, ..., ρp : An → R, d : An ×An →
R+, and let us denote B = (B1, ..., Bp) , α = (α1, ..., αn) and ρ = (ρ1, ..., ρp) . The function
d can (but must not) be the pseudometric δ.

Definition 2.6. We say that a differentiable n-set function F : An → R isB0-vex (strictly
B0-vex) at S ∈ An if for any R ∈ An

B0 (R, S) [F (R)− F (S)] ≥ (>)
n

∑

i=1

〈DiF (S) , IRi
− ISi

〉

Definition 2.7. We say that the differentiable n-set functions Fj : A
n → R, j = 1, 2, ..., p,

are additively B-vex (additively strictly B-vex) at S ∈ An if for any R ∈ An

p
∑

j=1

Bj (R, S) [Fj (R)− Fj (S)] ≥ (>)

p
∑

j=1

n
∑

i=1

〈DiFj (S) , IRi
− ISi

〉

We introduce now more general ÔvexÔ-notions for n-set functions.

Definition 2.8. We say that a differentiable n-set function F : An → R is (α,B0, ρ0; d)-
vex (strictly (α,B0, ρ0; d)-vex) at S ∈ An if for any R ∈ An we have

B0 (R, S) [F (R)− F (S)] ≥ (>)
n

∑

i=1

αi (R, S) 〈DiF (S) , IRi
− ISi

〉+ ρ0 (S) d (R, S)
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Definition 2.9. We say that the differentiable n-set functions Fj : A
n → R, j = 1, 2, ..., p,

are additively (α,B, ρ; d)-vex (additively strictly (α,B, ρ; d)-vex) at S ∈ An if for any
R ∈ An we have

p
∑

j=1

Bj (R, S) [Fj (R)− Fj (S)] ≥ (>)

≥ (>)

p
∑

j=1

(

n
∑

i=1

αi (R, S) 〈DiFj (S) , IRi
− ISi

〉+ ρj (S) d (R, S)

)

We say that the properties of the functions given in the Definitions 2.4 - 2.9 are on An if
those properties hold at any S ∈ An.

We say that

1. the differentiable n-set function F is concave, B0-cave, or (α,B0, ρ0; d)-cave on An if
(−F ) is convex, B0-vex or (α,B0, ρ0; d)-vex on An, respectively.

2. the differentiable n-set functions F1, ..., Fp, are additively concave, additively B-cave
or additively (α,B, ρ; d)-cave on An if (−F1) , ..., (−Fp) are additively convex, addi-
tively B-vex or additively (α,B, ρ; d)-vex on An, respectively.

We note that in the above definitions, if we refer to the ÔstrictÔ notions, we must take
R 6= S.

Remark 2.10.

1. If we put B0 ≡ 1, Definition 2.6 reduces to Definition 2.4, the definition of a convex
(strict convex) function;

2. If we put Bj ≡ 1 for j = 1, 2, ..., p, Definition 2.7 reduces to Definition 2.5, the
definition of additive convex (additive strict convex) functions;

3. For ρ0 ≡ 0 and αi ≡ 1, i = 1, 2, ..., n, the Definition 2.8 reduces to Definition 2.6 and
Definition 2.9 to Definition 2.7.

In the sequel we shall use the following problem:

Minimize F (S1, S2, ..., Sn)
subject to Hk (S1, S2, ..., Sn) ≤ 0, k = 1, 2, ...,m

(S1, S2, ..., Sn) ∈ An

(NP)

Definition 2.11. We say that S∗ = (S∗
1 , S

∗
2 , ..., S

∗
n) ∈ An is a regular feasible solution for

(NP) if there exists ÝS =
(

ÝS1, ÝS2, ..., ÝSn

)

∈ An such that

Hk (S
∗) +

n
∑

i=1

〈

DiHk (S
∗) , I ÝSi

− IS∗
i

〉

< 0 , k = 1, 2, ...,m.

Theorem 2.12. [16, 23] Let S∗ = (S∗
1 , S

∗
2 , ..., S

∗
n) be a regular optimal solution of (NP).
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Then there exists u∗ = (u∗
1, u

∗
2, ..., u

∗
m) ∈ Rm

+ (nonnegative orthant of Rm) such that

〈

DiF (S∗) +
m
∑

k=1

u∗
kDiHk (S

∗) , ISi
− IS∗

i

〉

≥ 0 , ∀Si ∈ A, i = 1, 2, ..., n

u∗
kHk (S

∗) = 0 , (k = 1, 2, ...,m)

Hk (S
∗) ≤ 0 , (k = 1, 2, ...,m)

3. Main Problem and Optimality Conditions

As in [7], we consider the following generalized minmax programming problem (P) involv-
ing differentiable n-set functions:

q∗ = min
S∈An

max
1≤j≤p

[Qj (S)] (P)

subject to

Qjk (S) ≤ 0 , j = 1, 2, ..., p and k = 1, 2, ...,m (1)

S = (S1, S2, ..., Sn) ∈ An (2)

For the problem (P) we suppose the following:

(A1) An is the n-fold product of a σ-algebra A of subsets of a given set X and Qj, Qjk,
j = 1, 2, ..., p, k = 1, 2, ...,m are real valued differentiable n-set functions defined on
An;

(A2) Each Qj is (α,Bj, ρj, d)-vex on An, and for any k = 1, 2, ...,m, each Qjk is (α,Bj, ρ
′
j,

d)-vex on An, j = 1, 2, ..., p.

We now consider relative to problem (P), as in [7], the following programming problem
(EP) which is equivalent to (P) in the sense of Lemmas 3.1 and 3.2 given below,

Minimize q (EP)

subject to

Qj (S) ≤ q , j = 1, 2, ..., p, (3)

Qjk (S) ≤ 0 , j = 1, 2, ..., p, k = 1, 2, ...,m, (4)

S = (S1, S2, ..., Sn) ∈ An. (5)

Lemma 3.1. [7] Let S ∈ An be (P)-feasible. Then there exists q such that (S, q) ∈ An×R
is (EP)-feasible, and if (S, q) ∈ An × R is (EP)-feasible then S ∈ An is (P)-feasible.

Lemma 3.2. [7] Let S∗ ∈ A∗ be (P)-optimal. Then there exists q such that (S∗, q) ∈
An × R is (EP)-optimal, and if (S∗, q) ∈ An × R is (EP)-optimal then (S∗) ∈ An is
(P)-optimal.

Remark 3.3.

1. If (EP) is a convex programming problem, then we can easily derive optimality
conditions and Wolfe type duality (see [16, 33]).
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2. If we assume that Qj is as in (A2), then Qj−q, in (3), is not a (α,Bj, ρj, d)-vex func-
tion on An×R. Hence, the following unified frame of minmax fractional programming
with n-set functions is very useful.

Relative to Remark 3.3(2) we can easily prove the following lemma.

Lemma 3.4. Let Qj be (α,Bj, ρj, d)-vex at S ∈ An, and let each Qjk, k = 1, 2, ...,m, be
(

α,Bj, ρ
′
j, d

)

-vex at S ∈ An. We have:

(i1) If λj ≥ 0, and yjk ≥ 0, k = 1, 2, ...,m, then the function λjQj +
m
∑

k=1

yjkQjk is an

(

α,Bj, λj

(

ρj + ρ′j
)

, d
)

-vex function at S;

(i2) If Qj, for which λj > 0, is strictly (α,Bj, ρj, d)-vex at S, and/or at least one of Qjk,
k = 1, 2, ...,m, for which the corresponding yjk > 0, is strictly

(

α,Bj, ρ
′
j, d

)

-vex at

S, then λjQj +
m
∑

k=1

yjkQjk is an
(

α,Bj, λj

(

ρj + ρ′j
)

, d
)

-vex function at S.

In the following theorem we consider a necessary optimality condition for problem (P)
stated by Bector and Singh [7].

Theorem 3.5 (Necessary optimality condition). Let S∗ = (S∗
1 , ..., S

∗
n) be a regular

(P)-optimal solution. Then there exist q∗∈ R, λ∗ =
(

λ∗
1, ..., λ

∗
p

)

, and y∗k =
(

y∗1k, y
∗
2k, ..., y

∗
pk

)

,
k = 1, 2, ...,m, such that

〈

p
∑

j=1

λ∗
jDiQj (S

∗) +

p
∑

j=1

m
∑

k=1

y∗jkDiQjk (S
∗) , ISi

− IS∗
i

〉

≥ 0

∀Si ∈ A, i = 1, 2, ..., n

(6)

λ∗
j [Qj (S

∗)− q∗] = 0, j = 1, 2, ..., p, (7)

y∗jkQjk (S
∗) = 0, j = 1, 2, ..., p; k = 1, 2, ...,m, (8)

Qj (S
∗) ≤ q∗, j = 1, 2, ..., p, (9)

Qjk (S
∗) ≤ 0, j = 1, 2, ..., p; k = 1, 2, ...,m, (10)

p
∑

j=1

λ∗
j = 1, (11)

λ∗ ∈ Rp
+, y∗k ∈ Rp

+, k = 1, 2, ...,m. (12)

We state the following hypothesis:

(A3) There exist λ∗ ∈ Rp
+, y∗k ∈ Rp

+ (k = 1, 2, ...,m) and (S∗, q∗) ∈ An × R such that
the relations (6) - (12) are satisfied.

(A4)

p
∑

j=1

λ∗
j

(

ρj (S
∗) + ρ′j (S

∗)
)

≥ 0.

Now we give a sufficient optimality condition for problem (P).
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Theorem 3.6 (Sufficient Optimality Condition). Assume that (A1), (A2), (A3) and
(A4) are satisfied. Then S∗ is (P)-optimal.

Proof. Using assumption (A2), Lemma 3.4 and Definition 2.8, for all (EP)-feasible (S, q)
we have

Bj (S, S
∗)

[(

λ∗
jQj (S) +

m
∑

k=1

y∗jkQjk (S)

)

−

(

λ∗
jQj (S

∗) +
m
∑

k=1

y∗jkQjk (S
∗)

)]

≥

≥
n

∑

i=1

αi (S, S
∗)

〈

Di

(

λ∗
jQj (S

∗) +
m
∑

k=1

y∗jkQjk (S
∗)

)

, ISi
− IS∗

i

〉

+

+λ∗
j

(

ρj (S
∗) + ρ′j (S

∗)
)

d (S, S∗) for j = 1, 2, ..., p

(13)

Now, summing both sides of (13) over j = 1, 2, ..., p, we get

p
∑

j=1

Bj (S, S
∗)

[(

λ∗
jQj (S) +

m
∑

k=1

y∗jkQjk (S)

)

−

(

λ∗
jQj (S

∗) +
m
∑

k=1

y∗jkQjk (S
∗)

)]

≥

≥
p

∑

j=1

n
∑

i=1

αi (S, S
∗)

〈

Di

(

λ∗
jQj (S

∗) +
m
∑

k=1

y∗jkQjk (S
∗)

)

, ISi
− IS∗

i

〉

+

+

p
∑

j=1

λ∗
j

(

ρj (S
∗) + ρ′j (S

∗)
)

d (S, S∗)

(14)

Since αi (S, S
∗) > 0 for any i = 1, 2, ..., n, and S, S∗ ∈ An, by (6) we obtain

αi (S, S
∗)

〈

p
∑

j=1

(

λ∗
jDiQj (S

∗) +
m
∑

k=1

y∗jkDiQjk (S
∗)

)

, ISi
− IS∗

i

〉

≥ 0

Summing both sides of this inequality over i = 1, 2, ..., n, we get

n
∑

i=1

αi (S, S
∗)

〈

p
∑

j=1

(

λ∗
jDiQj (S

∗) +
m
∑

k=1

y∗jkDiQjk (S
∗)

)

, ISi
− IS∗

i

〉

≥ 0 (15)

Using assumption (A4) and inequality (15), the inequality (14) yields

p
∑

j=1

Bj (S, S
∗)

[(

λ∗
jQj (S) +

m
∑

k=1

y∗jkQjk (S)

)

−

(

λ∗
jQj (S

∗) +
m
∑

k=1

y∗jkQjk (S
∗)

)]

≥ 0

(16)
Now we proceed as in Bector and Singh [7, Theorem 3.2] and obtain that S∗ is an optimal
solution for problem (P).

Remark 3.7.

1. From (13) we note that the Theorem 3.6 can still be proved if assumptions (A2)
and (A4) are replaced by:
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(A2)’ Each λjQj (S) +
m
∑

k=1

yjkQjk (S) is (α,Bj, ρj, d)-vex on An, for λj ≥ 0, and

yjk ≥ 0, j = 1, 2, ..., p, k = 1, 2, ...,m.

(A4)’

p
∑

j=1

ρj (S
∗) ≥ 0.

2. From (14) we observe that the Theorem 3.6 also can be proved if the assumptions
(A2) and (A4) are replaced by:

(A2)Ô The functions λjQj (S) +
m
∑

k=1

yjkQjk (S) , for λj ≥ 0, and yjk ≥ 0, j =

1, 2, ..., p, k = 1, 2, ...,m, are additively (α,B, ρ̄0, d)-vex on An, where ρ̄0 =
(ρ0, ..., ρ0) .

(A4)Ô ρ0 (S
∗) ≥ 0.

3. We observe also that the Theorem 3.6 remains still true if the assumptions (A2)
and (A4) are replaced by:
(A2)Ô’ The functions λ1Q1, ..., λpQp are additively (α,B, ρ, d)-vex on An and for

any k = 1, ...,m, the functions y1kQ1k, ..., ypkQpk are additively (α,B, ρ′, d)-vex
on An.

(A4)Ô’

p
∑

j=1

(

ρj (S
∗) + ρ′j (S

∗)
)

≥ 0.

4. A Dual Problem and some Duality Results

In this section we consider a dual problem of (EP) used by Bector and Singh [7] and under
general assumptions on Qj and Qjk, j = 1, 2, ..., p; k = 1, 2, ...,m, some duality results are
given.

We shall use, as in [7], the following notational convenience:

λ = (λ1, λ2, ..., λp) ∈ Rp
+, T = (T1, T2, ..., Tn) ∈ An,

S = (S1, S2, ..., Sn) ∈ An

Y =









y11 y12 · · · y1m
y21 y22 · · · y2m
· · · · · · · · · · · ·
yp1 yp2 · · · ypm









∈ Rp×m

is the matrix of Lagrange multipliers for the constraints of (EP),

yj = (yj1, yj2, ..., yjm) , j = 1, 2, ..., p

Qj (S) = Qj (S1, S2, ..., Sn) , j = 1, 2, ..., p

Qjk (S) = Qjk (S1, S2, ..., Sn) , j = 1, 2, ..., p; k = 1, 2, ...,m

Lj

(

T, λj, y
j
)

= λjQj (T1, T2, ..., Tn) +
m
∑

k=1

yjkQjk (T1, T2, ..., Tn)

In view of the above notation, (EP) becomes

Minimize q (EP)
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subject to

Qj (S) ≤ q , j = 1, 2, ..., p (17)

Qjk (S) ≤ 0 , j = 1, 2, ..., p; k = 1, 2, ...,m (18)

S ∈ An

The dual problem (ED) for the minimization problem (EP) is the following maximization
problem

Maximize v (ED)

subject to
〈

p
∑

j=1

Di

(

Lj

(

T, λj, y
j
))

, ISi
− ITi

〉

≥ 0, for all S ∈ An, i = 1, 2, ..., n (19)

Lj

(

T, λj, y
j
)

≥ λjv, (j = 1, 2, ..., p) (20)
p

∑

j=1

λj = 1 (21)

λ ∈ Rp
+, Y ∈ Rp×m

+ , v ∈ R, yj ∈ Rm, T ∈ An (22)

We state the following conditions:

(H1) The functions Qj, j = 1, 2, ..., p, are (α,Bj, ρj, d)-vex and Qjk (k = 1, 2, ...,m) are
(

α,Bj, ρ
′
jk, d

)

-vex on all feasible solutions of (P) and (ED).

(H2)

p
∑

j=1

(

λjρj (T ) +
m
∑

k=1

yjkρ
′
jk (T )

)

≥ 0.

Theorem 4.1 (Weak Duality). Let S ∈ An be (P)-feasible and (λ, v, T, Y ) be (ED)-
feasible. We suppose that (A1), (H1) and (H2) are satisfied. Then v ≤ q.

Proof. Using (H1), for j = 1, 2, ..., p we have

Bj (S, T ) (Qj (S)−Qj (T )) ≥
n

∑

i=1

αi (S, T ) 〈DiQj (T ) , ISi
− ITi

〉+ ρj (T ) d (S, T ) (23)

and further, for k = 1, 2, ...,m we have

Bj (S, T ) (Qjk (S)−Qjk (T )) ≥
n

∑

i=1

αi (S, T ) 〈DiQjk (T ) , ISi
− ITi

〉+ρ′jk (T ) d (S, T ) (24)

Using (22) and the relations (23) and (24) we get

p
∑

j=1

Bj (S, T ) [Lj (S, λj, y
j)− Lj (T, λj, y

j)] ≥

≥
n

∑

i=1

αi (S, T )

p
∑

j=1

〈Di (Lj (T, λj, y
j)) , ISi

− ITi
〉+

+

p
∑

j=1

(

λjρj (T ) +
m
∑

k=1

yijρ
′
jk (T )

)

d (S, T )

(25)
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According to (19), (25), (H2) and α > 0, we obtain

p
∑

j=1

Bj (S, T )
[

Lj

(

S, λj, y
j
)

− Lj

(

T, λj, y
j
)]

≥ 0 (26)

Now, using (26), we proceed as in Bector and Singh [7, Theorem 4.1] and the theorem is
proved.

Remark 4.2. The Theorem 4.1 holds if we replace (H1) and (H2) by any of the following
couple of hypotheses:

(H1)’ For any j = 1, 2, ..., p, Lj (T, λj, y
j) with λj ≥ 0, yj ∈ Rm

+ , is an (α,Bj, ρj, d)-vex
function on all feasible solutions of (P) and (ED).

(H2)’

p
∑

j=1

ρj (T ) ≥ 0

(H1)Ô For λj ≥ 0, yj ∈ Rm
+ , j = 1, 2, ..., p, the functions L1 (T, λ1, y

1) , ..., Lp (T, λp, y
p)

are additively (α,B, ρ̄0, d)-vex functions, where ρ̄0 = (ρ0, ..., ρ0).

(H2)Ô ρ0 (T ) ≥ 0.

(H1)Ô’ The functions λ1Q1 (T ) , ..., λpQp (T ) are additively (α,B, ρ, d)-vex and for any
k = 1, ...,m, the functons λ1kQ1k (T ) , ..., λpkQpk (T ) are additively (α,B, ρ′k, d)-vex,
where ρ′k =

(

ρ′1k, ..., ρ
′
pk

)

.

(H2)Ô’

p
∑

j=1

(

ρj (T ) +
m
∑

k=1

ρ′jk (T )

)

≥ 0.

Using the Theorem 4.1 we get the following result.

Corollary 4.3. We suppose that the conditions in the weak duality Theorem 4.1 hold.
Let (S∗, q∗) be (EP)-feasible and (λ∗, v∗, T ∗, Y ∗) be (ED)-feasible with q∗ = v∗. Then S∗

is (P)-optimal, and (λ∗, v∗, T ∗, Y ∗) is (ED)-optimal.

Using the above corollary and following the lines of Bector and Singh [7, Theorem 4.2],
we obtain the following strong duality result.

Theorem 4.4 (Strong Duality). We suppose that between (P) and (ED) hold a week
duality result, and that (S∗, q∗) ∈ An × R is (EP)-optimal. Then there exist λ∗ ∈ Rp,
Y ∗ ∈ Rp×m, λ∗ ≥ 0, Y ∗ ≥ 0 such that (λ∗, q∗, S∗, Y ∗) is (ED)-optimal, and the objective
value of (EP) at (S∗, q∗) is equal to the objective value of (ED) at (λ∗, q∗, S∗, Y ∗) .

To obtain a strict converse duality result of Mangasarian type [21], we consider two other
hypotheses:

(H3) The functions Qj, j = 1, 2, ..., p, are (α,Bj, ρj, d)-vex and Qjk, k = 1, 2, ...,m, are
(

α,Bj, ρ
′
jk, d

)

-vex.

(H4)

p
∑

j=1

(

λjρj (T ) +
m
∑

k=1

yjkρ
′
jk (T )

)

> 0.
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Theorem 4.5 (Strict Converse Duality). Let (S∗, q∗) ∈ An × R be an optimal solu-
tion of (EP) and (λ∗, v∗, T ∗, Y ∗) be (ED)-optimal. We assume that for all feasible solu-
tions of (P) and (ED) the conditions (H3) and (H4) hold. Then (T ∗, v∗) = (S∗, q∗) , i.e.,
(T ∗, v∗) is (EP)-optimal.

Proof. We proceed by contradiction, i.e. we suppose that (T ∗, v∗) 6= (S∗, q∗) . Since
(λ∗, v∗, T ∗, Y ∗) is (ED)-optimal and (S∗, q∗) is (EP)-optimal, we have: q∗ = v∗.

Now, from (T ∗, v∗) 6= (S∗, q∗) we have T ∗ 6= S∗. Also, since (S∗, q∗) is optimal for (EP),

there exist Ýλ ∈ Rp, ÝY ∈ Rp×m such that
(

Ýλ, v∗, T ∗, ÝY
)

is (ED)-optimal, and the relations

(6) - (12) hold at
(

Ýλ, v∗, T ∗, ÝY
)

.

Using the Lemma 3.4 and the assumptions (H3) and (H4), we obtain

p
∑

j=1

Bj (S
∗, T ∗)

[

Lj

(

S∗, λ∗
j , y

∗j)− Lj

(

T ∗, Ýλj, Ýy
j
)]

≥

≥
n

∑

i=1

αi (S
∗, T ∗)

p
∑

j=1

〈

DiLj

(

T ∗, Ýλj, Ýy
j
)

, IS∗
i
− IT ∗

i

〉

+

+

p
∑

j=1

(

λjρj (T
∗) +

m
∑

k=1

yjkρ
′
jk (T

∗)

)

> 0

Using this relation we now proceed as in [7, Theorem 4.3] and the theorem is proved.

5. Application to the Case of the generalized fractional programming

As an application of the results stated in the previous sections, we consider in this sec-
tion the case of a minmax generalized fractional programming problem involving n-set
functions, defined by

q∗ = min
S∈An

max
1≤j≤p

(

Fj (S)

Gj (S)

)

(GFP)

subject to

Hk (S) ≤ 0 , k = 1, 2, ...,m

S ∈ An

Relative to (GFP) we consider, according to Bector [1, 6], Bector et al. [2], Chandra
et al. [10], and Bector and Singh [7], the following transformed generalized fractional
programming problem

q∗ = min
S∈An

max
1≤j≤p

(

Fj (S)

Gj (S)

)

(TGFP)

subject to

Qjk (S) ≤ 0 , j = 1, 2, ..., p, k = 1, 2, ...,m

S ∈ An
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where Qjk (S) =
Hk (S)

Gj (S)
.

The following lemma relates (GFP) and (TGFP).

Lemma 5.1. [7] (i1) S ∈ An is (GFP)-feasible if and only if it is (TGFP)-feasible.
(i2) S ∈ An is (GFP)-optimal if and only if it is (TGFP)-optimal.

Now we give the following lemmas that are useful in the (GFP)-duality. The proofs of
these lemmas are not too difficult, and hence we omit them.

Lemma 5.2. Let F,G : An → R be differentiable functions and let Q =
F

G
. We suppose

(i1) F is (α,B, ρ′, d)-vex at S and nonnegative;
(i2) G is (α,B, ρ′′, d)-cave at S and strict positive.
Then Q is a (α,B′, ρ′′, d)-vex at S where

B′ (R, S) =
G (R)

G (S)
, ρ′′ (S) =

ρ (S)G (S) + ρ′ (S)F (S)

G2 (S)

Further, if the function in the numerator is strictly (α,B, ρ′, d)-vex and/or the function
in the denominator is strictly (α,B, ρ′′, d)-cave at S, then Q is a strictly (α,B′, ρ′′, d)-vex
at S.

Lemma 5.3. Let us consider, as in (GFP), that for j = 1, 2, ..., p we have: Fj ≥ 0 and
(

α,B, ρ1j , d
)

-vex; Gj > 0 and
(

α,B, ρ2j , d
)

-cave; and for k = 1, 2, ...,m, Hk is (α,B, ρ3k, d)-

vex. Then λjFj (S) +
m
∑

k=1

yjkHk (S) is an (α,B, ρj, d)-vex function, where

ρj (S) = λjρ
1
j (S) +

m
∑

k=1

yjkρ
2
j (S) . (27)

Lemma 5.4. Let Fj, Gj and Hk, j = 1, 2, ..., p, k = 1, 2, ...,m, be as in (GFP). Then

Uj (S) =

λjFj (S) +
m
∑

k=1

yjkHk (S)

Gj (S)
is an

(

α,Bj, ρ
′
j, d

)

-vex function with Bj (R, S) =

B (R, S)Gj (R)

Gj (S)
and

ρ′j (S) = Gj (S) ρj (S) +

(

λjFj (S) +
m
∑

k=1

yjkHk (S)

)

ρ2j (S)

G2
j (S)

,

where ρj (S) is given by (27).
For any j = 1, 2, ..., p, if at least one function in the numerator is of strict type, and/or
at least one function in the denominator is also of strict type on An, then the functions
Uj (S) , j = 1, 2, ..., p are of additive strict type on An.
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Taking for j = 1, 2, ..., p,

Lj

(

T, λj, y
j
)

=

λjFj (T ) +
m
∑

k=1

yjkHk (T )

Gj (T )
,

we can easily consider some assumptions as in Lemmas 5.1 - 5.4, and the results of Sections
2, 3 and 4 become applicable to (GFP).

Also, using the (ED)-problem, we can easily remark that the problems (GFD1), (GFD2),
(GFD3) and (GFD) are dual problems to (GFP)-problem:

Maximize v (GFD1)

subject to
〈

p
∑

j=1

Di

(

Lj

(

T, λj, y
j
))

, ISi
− ITi

〉

≥ 0 for all S ∈ An, i = 1, 2, ..., n

(

λjFj (T ) +
m
∑

k=1

yjkHk (T )

)/

Gj (T ) ≥ λjv , j = 1, 2, ..., p

p
∑

j=1

λj = 1

λ ∈ Rp
+, Y ∈ Rp×m

+ , v ∈ R, yj ∈ Rm, T ∈ An.

max

p
∑

j=1

Lj

(

T, λj, y
j
)

=

p
∑

j=1

[(

λjFj (T ) +
m
∑

k=1

yjkHk (T )

)/

Gj (T )

]

(GFD2)

subject to
〈

p
∑

j=1

Di

(

Lj

(

T, λj, y
j
))

, ISi
− ITi

〉

≥ 0 for all S ∈ An, i = 1, 2, ..., n

p
∑

j=1

λj = 1

λ ∈ Rp
+, Y ∈ Rp×m

+ , v ∈ R, yj ∈ Rm, T ∈ An.

max

{

p
∑

j=1

(

λjFj (T ) +
m
∑

k=1

yjkHk (T )

)/(

p
∑

j=1

λjGj (T )

)}

(GFD3)

subject to
〈

p
∑

j=1

Di

(

Lj

(

T, λj, y
j
))

, ISi
− ITi

〉

≥ 0 for all S ∈ An, i = 1, 2, ..., n

p
∑

j=1

λj = 1
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λ ∈ Rp
+, Y ∈ Rp×m

+ , v ∈ R, yj ∈ Rm, T ∈ An.

min
T∈An

max
1≤j≤p

(

λjFj (T ) +
m
∑

k=1

yjkHk (T )

)/(

p
∑

j=1

λjGj (T )

)

(GFD)

subject to

〈

p
∑

j=1

Di

(

Lj

(

T, λj, y
j
))

, ISi
− ITi

〉

≥ 0 for all S ∈ An, i = 1, 2, ..., n

p
∑

j=1

λj = 1

λ ∈ Rp
+, Y ∈ Rp×m

+ , v ∈ R, yj ∈ Rm, T ∈ An.
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