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We show the existence of periodic solutions to a model describing a rate-independent hysteresis response
in bulk ferromagnets. The magnetic microstructure is treated in terms of Young measures and the whole
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1. Introduction

In this paper we show the existence of a periodic solution to a hysteresis model of bulk
ferromagnets established in [27, 28]. The model is based on the Brown’s theory of micro-
magnetics [3, 10, 14, 15] which is here enriched by a suitable rate-independent dissipation
mechanism. The basic assumption is that the transformation of the magnetization from
one pole to another one requires a certain amount of energy. This energy is related to
the coercive force Hc. The rate-independence allows for the description of pure hysteresis
losses [10] and is well accepted for a fairly wide range of frequencies of external mag-
netic fields. There are also other attempts in the literature to build phenomenological
rate-independent dissipation mechanisms into the models. On the microscopical level, let
us mention the dry-friction-type models by Bergqvist [2], Jiles [12], or Visintin [29, 30].
On the macroscopic level, we refer e.g. to Visintin [31]. We assume sufficiently slow pro-
cesses so that the released heat can be absorbed by the environment (hence the process
is isothermal). The model fully relies on energy principles and is based on the two main
requirements, namely, stability and the energy inequality. Roughly speaking, we say that
q = q(t) (magnetic “configurationÔ of the body) is a solution process if

∀ q̃ : I(t, q(t)) ≤ I(t, q̃) +D(q(t), q̃) and (1)

I(t, q(t)) + Var(D, q; s, t) ≤ I(s, q(s)) +

∫ t

s

∂tI(θ, q(θ)) dθ, (2)

where I is Gibbs’ stored energy of the system, “VarÔ stands for the total variation, D is
a dissipation functional ensuring a rate-independent response and 0 ≤ s ≤ t ≤ T , where
[0, T ] is the process time interval. The formulation of rate-independent evolutionary
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processes in continuum mechanics by means of (1) and (2) first appeared in [18], see
also [20]. Its application to problems of rate-independent hysteresis in micromagnetism
appeared in [28]. In particular, in [28] the existence of a solution is proved for the model
including a virgin magnetization process.

Not much is known about properties of solutions to (1) and (2). Mielke and Theil [19,
Th. 7.1] showed the uniqueness of the solution if I is smooth and uniformly convex in q.
However, these assumptions do not hold in our application. As our functional I comes
from the convexification it is not strictly convex and it is affine along the easy axis.
Nevertheless, analyzing time-discrete problems corresponding to (1) and (2) we can show
the uniqueness of a time-discrete solution for a suitable form of D. Using the Tychonoff
fixed point theorem we prove the existence of discrete periodic solutions. Passing to
the limit for a time step τ → 0 we show the existence of periodic solutions even in the
continuous case. Our method can be applied to other problems, as e.g. inelastic response
of shape memory alloys [17], if one can show uniqueness of solutions in time discrete
problems.

2. Model

2.1. Stored energy, its relaxation

The theory of rigid ferromagnetic bodies [3, 14, 15] assumes that amagnetization m : Ω →
Rn, describing the state of a body Ω ⊂ Rn, n = 2, 3, is subjected to the Heisenberg-Weiss
constraint, i.e., has a given (in general, temperature dependent) magnitude

|m(x) | = Ms for almost all x ∈ Ω,

where Ms > 0 is the saturation magnetization, considered here as a constant (since tem-
perature is considered constant, too).

In the no-exchange formulation, which is valid for large bodies [8], the Helmholtz free
energy of a rigid ferromagnetic body Ω ⊂ Rn consists of two parts. The first part is the
anisotropy energy

∫

Ω
ϕ(m(x)) dx related crystallographic properties of the ferromagnet.

A typical ϕ : S := {s ∈ Rn; |s| = Ms} → R is a nonnegative function vanishing only at a
few isolated points on S determining directions of easy magnetization, e.g. at two points
for uniaxial materials or at six (or eight) for cubic ones. Throughout the paper we will
assume that ϕ is a restriction of some smooth function ϕ̃, i.e.,

ϕ = ϕ̃|S; ϕ̃ ∈ C∞(Rn) , ϕ̃ ≥ 0 and even. (3)

The second part of the Helmholtz energy, 1
2

∫

Rn |∇um(x)|2 dx, is the energy of the de-
magnetizing field ∇um self-induced by the magnetization m; its potential um is governed
by

div
(

−∇um +mχΩ

)

= 0 in Rn , (4)

where χΩ : Rn → {0, 1} is the characteristic function of Ω. The demagnetizing-field energy
thus penalizes non-divergence-free magnetization vectors. Standardly, we will understand
(4) in the weak sense, i.e. um ∈ H1(Rn) will be called a weak solution to (4) if the
integral identity

∫

Rn

(

mχΩ − ∇um(x)
)

· ∇v(x) dx = 0 holds for all v ∈ H1(Rn), where
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H1(Rn) ≡ W 1,2(Rn) denotes the Sobolev space of functions from L2(Rn) with all first
derivatives (in the distributional sense) also in L2(Rn). Altogether, the Helmholtz energy
E(m), has the form

E(m) =

∫

Ω

ϕ(m(x)) dx+
1

2

∫

Rn

|∇um(x)|2 dx. (5)

If the ferromagnetic specimen is exposed to some external magnetic field h = h(x), the
so-called Zeeman’s energy of interactions between this field and magnetization vectors
equals to H(m) := −

∫

Ω
h(x) ·m(x) dx. Finally, the following variational principle governs

equilibrium configurations:















minimize G(m) := E(m)−H(m)

=

∫

Ω

(ϕ(m(x))− h(x) ·m(x)) dx+
1

2

∫

Rn

|∇um(x)|2 dx,

subject to (4), (m,um) ∈ A×H1(Rn),

(6)

where the introduced notation G stands for Gibbs’ energy and A is the set of admissible
magnetizations

A := {m ∈ L∞(Ω;Rn); |m(x) | = Ms for almost all x ∈ Ω}.

As A is not convex we cannot rely on direct methods in proving the existence of a solution.
In fact, the solution to (6) need not exist in A × H1(Rn); cf. [11] for the uniaxial case.
Due to nonconvexity of A weak limits of minimizing sequences of (6) do not necessarily
live in A×H1(Rn).

It is, therefore, natural to look for an extension (=relaxation) of our problem in which
we would properly describe behavior of (6) along minimizing sequences. It is well-known
[8, 21, 22] that such relaxation can be achieved by extending the Helmholtz energy by
continuity on the convex set of the so-called Young measures [33] (see also [22, 26]):

Ē(ν) =

∫

Ω

ϕ •ν dx+
1

2

∫

Rn

|∇u(id • ν)(x)|2 dx, (7)

where [v •ν](x) :=
∫

Rn v(s)νx(ds) and id : Rn → Rn is the identity. The set of Young

measures Y(Ω;S) ⊂ L∞
w (Ω; rca(S)) ∼= L1(Ω;C(S))∗ is the set of all weakly measurable

essentially bounded mappings x 7→ νx : Ω → rca(S) ∼= C(S)∗ such that νx is a probability
Radon measure supported on the sphere S for a.a. x∈Ω; the adjective “weakly measur-
ableÔ means that v •ν is Lebesgue measurable for any v ∈ C(S). Above C(S) denotes
the vector space of continuous functions on S endowed with the maximum norm and
rca(S) is the vector space of regular countably additive set functions; cf. [32] for details.
A natural embedding of a magnetization m ∈ L∞(Ω;Rn), |m(x)| = Ms, to Y(Ω;S) is
ν = i(m) defined by νx = δm(x) with δs denoting the Dirac measure at s ∈ S. We say that
a sequence {νk}k∈N ⊂ Y(Ω;S) converges weakly* to ν if limk→∞〈νk, f〉 = 〈ν, f〉 for any
f ∈L1(Ω;C(S)) or, equally, for any f = g ⊗ v with g ∈ L1(Ω) and v ∈ C(S), where the
tensorial notation means naturally [g⊗v](x, s) = g(x)v(s). From the last fact, we can also
say that νk → ν weakly* if and only if w*- limk→∞ v •νk = v •ν for all v∈C(S). where the

weak*-limit is understood in L∞(Ω). Considering the weak* topology on L∞
w (Ω; rca(S))
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makes Y(Ω;S) convex, metrizable compact set containing densely the set of admissible
magnetizations A if embedded via i.

As shown in [8, 21, 22], a correct relaxation (=natural extension) of (6) is

{

minimize Ḡ(ν) := Ē(ν)−H(id •ν),

subject to (4) with m = id •ν, (ν, um) ∈ Y(Ω;S)×H1(Rn),
(8)

The model (8) represents a so-called mesoscopic level model because, a minimizing Young
measure ν records some, but not full information about spatial oscillations of a minimizing
sequence of (6) around each “macroscopicÔ point x through volume fractions described as
the probability distribution νx. This information makes possible to describe the effective
magnetic properties by means of the first moment, the “macroscopicÔ magnetization m =
id •ν, and moreover seems sufficient for designing a dissipative mechanism in a good
agreement with experiments, which will be just exploited further.

2.2. Rate-independent dissipation

For usual loading regimes and magnetically hard materials, one must consider a certain
dissipation. Moreover, the dissipation mechanism in ferromagnets can be influenced by
impurities in the material without affecting substantially the stored energy. Hence, both
mechanisms (energy storage and dissipation) are, to some extent, independent of each
other and, as the dissipation mechanisms are determined on the atomistic level, it seems
that the only efficient way how to incorporate them in a higher-level model is phenomenol-
ogy.

Our, to some extent simplified, standpoint is that the amount of dissipated energy within
the phase transformation from one pole to the other can be described by a single, phe-
nomenologically given number (of the dimension J/m3=Pa) depending on the coercive
force Hc [5]. Hence, we need to identify the particular poles according to the magne-
tization vector. Inspired by [18, 20] and considering L poles (L = 2 for uniaxial mag-
nets or 6 or 8 for cubic magnets), we define a continuous mapping L : S → 4L where
4L := {ξ ∈ RL; ξi ≥ 0, i = 1, ..., L,

∑L
i=1 ξi = 1}. In other words, {L1, ...,LL} forms

a partition of unity on S such that Li(s) is equal 1 if s is in i-th pole, i.e. s ∈ S is in
a neighborhood of i-th easy-magnetization direction. Of course, L(m) in the (relative)
interior of 4L indicates m in the region where no definite pole is specified. Hence L plays
the role of what is often called an order parameter.

In terms of the mesoscopic microstructure described by the Young measure ν, the “meso-
scopicÔ order parameter is naturally defined as

λ = Λν := L •ν (9)

where [L •ν](x) :=
∫

S
L(s)νx(ds). Thus Λ is just a continuous extension of the mapping

m 7→ L(m), i.e. if {mk} converges to ν weakly* in L∞(Ω;Rn), then L(mk) ⇀ Λν weakly*
in L∞(Ω;RL).

To described phenomenologically the dissipative energetics, one must prescribe a
(pseudo)potential of dissipative forces as a function of the rate of λ. For rate-independent
processes, this potential must be convex and homogeneous of degree one. Considering a
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norm | · |L on RL, one can postulate %( Úλ) = Hc| Úλ|L. The energy needed to transform i-th
pole to j-pole is then Hc|ei − ej|L with ei the unit vector with 1 at the i-th position.

(At a given time t) will be described by the couple q = q(t) ≡ (ν, λ) = ({νx,t}x∈Ω, λ(·, t)).
Let us denote by Q the convex set of admissible configurations:

Q :=
{

q = (ν, λ)∈Y(Ω;S)×L∞(Ω;RL)

λ(x) ∈ 4L, Λν = λ for a.a. x∈Ω
}

.
(10)

Seemingly, the volume fraction λ is redundant due to the link λ = Λν but it is advanta-
geous to include it separately as a component of q because ν and λ will have a different
quality, cf. Definition 2.5 below. Here and in what follows, we use the convention to
denote by calligraphical letters objects related with this q-configuration.

We will see that the desired effect will be obtained by choosing the specific dissipation
potential % : RL → R in the form:

%( Úλ) = Hc| Úλ|L . (11)

For the analysis below, we will need to consider rather a certain regularization of the
stored energy E which would control spatial smoothness of λ. For this, we will augment
E by a higher-order term

Eρ(ν, λ) := Ē(ν) +

{

ρ||λ||2Hα(Ω;RL) if λ∈Hα(Ω;RL),

+∞ otherwise,
(12)

where Hα(Ω) ≡ Wα,2(Ω) denotes the usual Sobolev-Slobodetskĭı space and where we
assume

α, ρ > 0, fixed. (13)

From now on, we will work with this regularized relaxed stored energy Eρ rather than E .
Remark 2.1. The regularizing term in (12) represents higher-order energies associated
to spatial changes of λ. We admit that its physical meaning is not entirely clear. In any
way, analogous terms were obtained in mechanics as a limit of the so-called Ericksen-
Timoshenko beam. We refer to [23, 24] for details.

2.3. Formulation of the problem

Following [16] we define the “dissipation distanceÔ by (“coÔ denotes the convex hull):

d(λ1, λ2) := inf

{∫ 1

0

%(
dλ

dt
) dt; λ ∈ C1

(

[0, 1];RL
)

,

λ(t) ∈ coL(S), λ|t=0 = λ1, λ|t=1 = λ2

}

.

(14)

Let us still introduce the total “dissipation distanceÔ

D(q1, q2) :=

∫

Ω

d(λ1, λ2) dx, qi = (νi, λi). (15)
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The following properties of d and D will be used:

Lemma 2.2. The “distanceÔ d satisfies the triangle inequality, i.e.

d(λ1, λ2) ≤ d(λ1, λ3) + d(λ3, λ2) (16)

for all λi ∈ coL(S), i = 1, 2, 3, and the following holds:

d(λ1, λ2) = Hc|λ1 − λ2|L . (17)

Hence, the distance D satisfies the triangle inequality, i.e.

∀q1, q2, q3 ∈ Q : D(q1, q2) ≤ D(q1, q3) +D(q3, q2). (18)

Proof. This is easy.

Let us abbreviate the Gibbs energy by

G(t, q) := Eρ(q)− 〈H(t), q〉, (19)

where

〈H(t), q〉 =
[

H(t)
]

(id •ν) = 〈ν, h(·, t)⊗ id〉. (20)

Let us agree to identify quite naturally the mapping t 7→ ν(t) = {[ν(t)]x}x∈Ω with a Young
measure (x, t) 7→ νx,t .

Definition 2.3. We say that a process q = q(t) is stable if

∀q̃ ∈ Q : G(t, q) ≤ G(t, q̃) +D(q(t), q̃) (21)

for all t ∈ [0, T ].

An important notion is the so-called set of stable states, S(t), at a time instant t

S(t) = {q ∈ Q; ∀q̃ ∈ Q : G(t, q) ≤ G(t, q̃) +D(q, q̃)} . (22)

Definition 2.4. We say that the process q = q(t) satisfies the energy inequality if for
a.a. s ∈ [0, T ] and a.a. t ∈ [0, T ], s ≤ t,

G(t, q(t))
︸ ︷︷ ︸

effective Gibbs’
energy at time t

+ Var(D, q; s, t)
︸ ︷︷ ︸

dissipated
energy

≤ G(s, q(s)))
︸ ︷︷ ︸

Gibbs’ ener-
gy at time 0

−
∫ t

s

〈

dH
dt

, q(θ)

〉

dθ

︸ ︷︷ ︸

reduced work of
external field

(23)

where the total variation over the time interval [s, t] is defined standardly, without using
explicitly any time derivative, as

Var(D, q; s, t) := sup
J
∑

i=1

D(q(ti−1), q(ti)) (24)

≡ sup
J
∑

i=1

∫

Ω

d(λ(ti−1), λ(ti))dx,

where the supremum is taken over all J ∈ N and over all partitions of [s, t] in the form
s = t0 < t1 < ... < tJ−1 < tJ = t.
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Definition 2.5. The process q = q(t), q ≡ (ν, λ), will be considered as a solution if
ν ∈ Y(Ω × [0, T ];S), λ ∈ BV([0, T ];L1(Ω;RL)) and q(t) ∈ Q for all t ∈ [0, T ], and it
is stable in the sense (21) for all t ∈ [0, T ] and satisfies the energy inequality (23) for
a.a. s, t ∈ [0, T ], s ≤ t.

Remark 2.6. By the “reduced workÔ in (23) we mean (up to a sign) the usual work,
i.e.

∫ t

s

〈

H(θ), dq
dt
(θ)

〉

dθ, but reduced by 〈H(s), q(s)〉 − 〈H(t), q(t)〉 which is just the gap
between Gibbs’ and Helmholtz’ energies at time instances s and t.

3. Incremental problems

The existence of a response q with the above mentioned properties was shown even in
a more general case in [28] by a semi-discretization in time, using the implicit Euler
scheme. For simplicity, let us consider an equi-distant partition of the time interval [0, T ]
with a time step τ > 0, assuming T/τ an integer. Even more, we consider a sequence
of τ ’s converging to zero and such that, τi/τi+1 is an integer, i.e. each next partition is a
refinement of the preceding one.

Then we put q0τ = q0, a given initial condition, and, for k = 1, ..., T/τ we define qkτ
recursively as a solution of the minimization problem

{

Minimize I(q) := G(kτ, q) +D(qk−1
τ , q)

subject to q ≡ (ν, λ)∈Q,
(25)

whereQ is from (10), G is from (19), andD from (15). If a solution (i.e. a globalminimizer)
to (25) is not unique, we just take an arbitrary one for qkτ . Then we define the piecewise
constant interpolation qτ ∈ L∞(0, T ;L∞

w (Ω; rca(S))×L∞(Ω;RL)) so that qτ |((k−1)τ,kτ ] = qkτ
for k = 1, ..., T/τ while for t = 0 we put qτ (0) = q0. Besides, assuming that for some
i ∈ N

h ∈ W 1,1(0, iT ;L1(Ω;Rn)), h(·, t+ jT ) = h(·, t) , 1 ≤ j ≤ i− 1 , t ∈ [0, T ] (26)

we have certainly H ∈ C(0, iT ;L1(Ω;C(S)) and we can define the piece-wise constant
approximation of H, denoted by Hτ , by Hτ (t) = H(kτ) for t ∈ ((k − 1)τ, kτ ] and by
Hτ (t) = H(0) for t = 0. Besides, we will still need the piecewise affine interpolation,
denoted by Haff

τ , i.e. Haff
τ is affine in time if restricted on the interval [(k − 1)τ, kτ ] for

k = 1, ..., T/τ and Haff
τ (kτ) = H(kτ) for k = 0, ..., T/τ . Also, we will assume that the

initial condition q0 is admissible and even stable:

q0∈Q and Eρ(q0) ≤ Eρ(q̃) +D(q0, q̃) + 〈H(0), q0 − q̃〉 ∀q̃∈Q; (27)

note that it implies, in particular, that Eρ(q0) < +∞.

Let us define a sufficiently large set P where the values of all the processes qτ (·) will
certainly live; here it is natural to put

P :=
{

(ν, λ) ∈ Q; ||λ||Hα(Ω;RL) ≤ C1

}

; (28)

the constant C1 can be now considered arbitrary but sufficiently large, and will be fixed
later, see (31). Note that (27) says, in particular, that q0 ∈ P. We will endow P by the
(weak*×weak)-topology of L∞

w (Ω; rca(S))×Hα(Ω;RL).
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Lemma 3.1. The set P is compact.

Proof. It follows from the weak* compactness of Y(Ω;S), the weak compactness of the
balls inHα(Ω;RL) and the closeness of the set4L and continuity of Λ involved in (10).

The following theorem was basically proven in [28]. We include the proof for the conve-
nience of the reader.

Proposition 3.2. Let (13), (26) and (27) hold. Let qτ = (ντ , λτ ) be a solution constructed
recursively from solutions to (25) at the prescribed time increments. Moreover, this qτ is
stable in the sense of Definition 2.3 with Hτ taken instead of H, i.e.

∀q̃ ∈ Q : Eρ(qτ (t)) ≤ Eρ(q̃) +D(qτ (t), q̃) + 〈Hτ (t), qτ (t)− q̃〉 (29)

for all t ∈ [0, T ], and satisfies the two-side approximate energy inequality

∫ t1

s1

〈

− dH
dt

, qτ (θ)
〉

dθ ≤ G(t1, qτ (t1)) + Var(D, qτ ; s1, t1)− G(s1, qτ (s1)) (30)

≤
∫ t1

s1

〈

− dH
dt

, qτ (θ − τ)
〉

dθ,

where naturally qτ (t) := q0 for t < 0 and s1 ≤ t1 belong to the set {kτ}T/τk=0. Also, the
following a-priori estimates hold:

||λτ ||L∞(0,T ;Hα(Ω;RL)∩L∞(Ω;RL))∩BV([0,T ];L1(Ω;RL) ≤ C1, (31)

||ντ ||L∞(0,T ;L∞
w (Ω;rca(S)) ≤ C2, (32)

||Gτ ||BV([0,T ]) ≤ C3, (33)

where Gτ (t) := Eρ(qτ (t))− 〈Hτ (t), qτ (t)〉 denote Gibbs’s energy of the approximate trajec-
tory.

Proof. The existence of a solution to (25) follows from the coerciveness of I in λ, where
q = (ν, λ) and from the sequential weak lower semicontinuity of I. Taking C1 in (28)
sufficiently large we can replaceQ by P in (25). As in [20, Thm. 3.4], by using successively
(25) and (18), we get

G(kτ, qkτ ) ≤ G(kτ, q̃) +D(qk−1
τ , q̃)−D(qk−1

τ , qkτ ) ≤ G(kτ, q̃) +D(qkτ , q̃) (34)

for any k = 1, ..., T/τ . In view of the definition of qτ and Hτ , it just means that the
stability condition (29) holds for all t ∈ (0, T ]. For t = 0, the stability follows from the
stability of the initial condition.

Moreover, as in [20, Formula (2.13)], we can test the first inequality in (34) by q̃ = qk−1
τ ∈

Q, and sum it for all k = J, ...,K. After a small re-arrangement, it gives

G(Kτ, qKτ )− G(Jτ, qJτ ) +
K
∑

k=J

D(qk−1
τ , qkτ ) (35)

≤
K−1
∑

k=J

〈Hk
τ −Hk+1

τ , qkτ 〉 =
∫ Kτ

Jτ

〈

−dHaff
τ

dt
, qτ (t− τ)

〉

dt,
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from which the second inequality in (30) follows because

Var(D, qτ ; 0, Kτ) =
K
∑

k=J

D(qk−1
τ , qkτ ) (36)

and because

∫ Kτ

Jτ

〈

dHaff
τ

dt
, qτ (t− τ)

〉

dt =

∫ Kτ

Jτ

〈

dH
dt

, qτ (t− τ)

〉

dt. (37)

As (36) concerns, realize that qτ is piece-wise constant with K − J − 1 jumps at the
time instances t = kτ , k = J, ...,K − 1, hence its total variation according the formula
(24) can explicitly be evaluated as (36). As (37) concerns, the particular construction of
Haff

τ as a piece-wise affine interpolation between the values {H(kτ)}k=0,...,K yields that,

for k = J, ...,K, it holds
∫ kτ

(k−1)τ
d
dt
Haff

τ dt = H(kτ) − H((k − 1)τ) =
∫ kτ

(k−1)τ
d
dt
H dt (in

Bochner’s sense), which remains equal if tested by any function constant of the subinterval
((k − 1)τ, kτ ], in particular by qτ (· − τ).

Using (34) to express the stability of qk−1
τ with respect to qkτ , we get

G(kτ, qkτ ) +D(qk−1
τ , qkτ )− G((k − 1)τ, qk−1

τ ) ≥ 〈Hk−1
τ −Hk

τ , q
k
τ 〉. (38)

Summing up (38) for J ≤ k ≤ K, we obtain

G(Kτ, qKτ )− G(Jτ, qJτ ) +
K
∑

k=J

D(qk−1
τ , qkτ ) (39)

≥
K−1
∑

k=Jτ

〈Hk
τ −Hk+1

τ , qk+1
τ 〉 =

∫ Kτ

Jτ

〈

−dHaff
τ

dt
, qτ (t)

〉

dt,

which gives the first inequality in (30) when again (37) (now with qτ instead of qτ (· − τ))
taken into account.

The estimate (32) is obvious because ντ is a Young measure.

Note that the L∞(0, T ;L∞(Ω;RL)) estimate in (31) is trivial since λτ ranges a set 4L

which is bounded in RL.

By (17), we have

K
∑

k=J

D(qk−1
τ , qkτ ) =

K
∑

k=J

∫

Ω

Hc

∣

∣λk−1
τ − λk

τ

∣

∣

L
dx (40)

= Hc

∥

∥

∥

∥

K
∑

k=J

∣

∣λk−1
τ − λk

τ

∣

∣

L

∥

∥

∥

∥

L1(Ω;RL)

.

Coming back to (35), we get the left-hand side of (40) bounded and we get
∑K

k=1

∣

∣λk
τ −

λk−1
τ

∣

∣

L
bounded as well in the L1-norm and hence the BV-estimate in (31) follows by

considering K = T/τ .
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Finally, by (34) and (38), we have the estimate

∣

∣G(kτ, qkτ )− G((k − 1)τ, qk−1
τ )

∣

∣

≤
∣

∣D(qk−1
τ , qkτ )

∣

∣+max
(

∣

∣〈Hk
τ −Hk−1

τ , qk−1
τ 〉

∣

∣,
∣

∣〈Hk
τ −Hk−1

τ , qkτ 〉
∣

∣

) (41)

for k = 1, ..., T/τ . By (31) we can see that
∑T/τ

k=1 |D(qk−1
τ , qkτ )| is bounded independently

of τ . Thanks to the assumption (26) and the L∞-estimate (32) for ντ , also the last term
in (41) is limitedly summable; indeed, one can estimate

T/τ
∑

k=1

max
(

∣

∣〈Hk
τ −Hk−1

τ , qk−1
τ 〉

∣

∣,
∣

∣〈Hk
τ −Hk−1

τ , qkτ 〉
∣

∣

)

(42)

≤ max
k=0,...,T/τ

∥

∥id •νk
τ

∥

∥

L∞(Ω;Rn)

T/τ
∑

k=1

∥

∥hk
τ − hk−1

τ

∥

∥

L1(Ω;Rn)

≤ Ms

T/τ
∑

k=1

∥

∥

∥

∫ kτ

(k−1)τ

∂h

∂t
dt
∥

∥

∥

L1(Ω;Rn)
≤ Ms

T/τ
∑

k=1

∫ kτ

(k−1)τ

∥

∥

∥

∂h

∂t

∥

∥

∥

L1(Ω;Rn)
dt

= Ms

∥

∥

∥

∂h

∂t

∥

∥

∥

L1(Ω×[0,T ];Rn)

which is bounded by the assumption (26); here we denoted hk
τ := h(·, kτ). Altogether,

(41) gives ||Gτ ||BV([0,T ]) =
∑T/τ

k=1 |G(kτ, qkτ )− G((k − 1)τ, qk−1
τ )

∣

∣ bounded independently of
τ , which proves (33).

4. Auxiliary macroscopic problems

Our aim is to show that in a special situation one can show uniqueness of the macroscopic
magnetization arising in the solution to (25). We recall that the magnetization is the first
moment of the appropriate Young measure, i.e.

m(x) =

∫

S

sνx(ds) for a.a. x ∈ Ω. (43)

In the sequel, we sometimes write m = ν̄ instead of (43). Our main assumption is that L

has an affine extension to the ball B = {s ∈ Rn; |s| ≤ Ms}. In other words, we suppose
that there is an affine mapping ` : B → 4L such that

L = `|S . (44)

As an example we take e.g. L = 2, i.e., an uniaxial magnet and set L = (L1,L2)
with L1(s) = 1

2
(1 + s2/Ms) and L2(s) = 1

2
(1 − s2/Ms). This together with |b|L :=

Msmax(|b1|, |b2|) for any b ∈ R2 gives the dissipation potential (11) %( Úλ) = Hc|dm2/dt|,
where m = (m1,m2,m3), if n = 3. Therefore the dissipation is proportional to |dm2/dt|.
Similar magnetic dissipation terms has been already used by Visintin [29]. Obviously,
we can take ` = (`1, `2) with `1(s) = 1

2
(1 + s2/Ms) and `2(s) = 1

2
(1 − s2/Ms) for any

s ∈ B. The idea to relate dissipation only to some components of m is supported by
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physical experiments, where one observes almost no hysteresis if the specimen is magne-
tized perpendicularly to the easy axis; cf. [25]. However, our method works in cases when
dissipation depends on all components of m, too.

Then we define

Q∗∗ :=
{

q∗∗ = (m,λ) ∈ L2(Ω;Rn)×L∞(Ω;RL)

|m(x)| ≤ Ms, λ(x) ∈ 4L, `(m) = λ a.e. in Ω
} (45)

and

E∗∗
ρ (m,λ) := E∗∗(m,λ) +

{

ρ||λ||2Hα(Ω;RL) if λ∈Hα(Ω;RL),

+∞ otherwise,
(46)

where

E∗∗(m,λ) :=

∫

Ω

ϕ∗∗(m(x)) dx+
1

2

∫

Rn

|∇um(x)|2 dx

with ϕ∗∗ being the convex envelope of Ýϕ where

Ýϕ(m) =

{

ϕ(m) if |m| = Ms

+∞ otherwise.

Let us abbreviate the appropriate Gibbs energy by

G∗∗(t, q∗∗) := E∗∗
ρ (q∗∗)− (H(t), q∗∗) , (47)

where (H(t), q∗∗) :=
∫

Ω
h(t, x) ·m(x) dx. The total dissipation distance depends only on

λ therefore we will write for q∗∗1 = (m1, λ1), q
∗∗
2 = (m2, λ2) ∈ Q∗∗ without ambiguity

D(q∗∗1 , q∗∗2 ) =

∫

Ω

Hc|λ1 − λ2|L dx,

Note that under the assumption (44)

D(q∗∗1 , q∗∗2 ) =

∫

Ω

Hc|`(m1(x))− `(m2(x))|L dx (48)

and that the dissipation distance is convex in m1, for instance.

Similarly we define an auxiliary minimization problem in terms of (m,λ).

{

Minimize I∗∗(q∗∗) := G∗∗(kτ, q∗∗) +D(q∗∗k−1
τ , q∗∗)

subject to q∗∗ ≡ (m,λ)∈Q∗∗,
(49)

If a solution (i.e. a global minimizer) to (49) is not unique, we just take an arbitrary one
for q∗∗kτ . Then we define the piecewise constant interpolation q∗∗τ ∈ L∞(0, T ;L2(Ω;Rn)×
L∞(Ω;RL)) so that qτ |((k−1)τ,kτ ] = q∗∗kτ for k = 1, ..., T/τ while for t = 0 we put q∗∗τ (0) =
q∗∗0 .



92 M. Kruž́ık / Periodic Solutions to a Hysteresis Model in Micromagnetics

Again, we suppose that

q∗∗0 ∈Q∗∗ and E∗∗
ρ (q∗∗0 ) ≤ E∗∗

ρ (q̃) +D(q∗∗0 , q̃) + (H(0), q∗∗0 − q̃) ∀q̃∈Q∗∗. (50)

Similarly, as before we define the set

P∗∗ :=
{

(m,λ) ∈ Q∗∗; ‖λ||Hα(Ω;RL) ≤ C1

}

. (51)

We will endow P∗∗ by the (weak×weak)-topology of L2(Ω;Rn)×Hα(Ω;RL).

The following lemma is obvious.

Lemma 4.1. The set P∗∗ is compact.

Proposition 4.2. Let (13), (26) and (27) hold. Then q∗∗τ = (mτ , λτ ) “constructedÔ re-
cursively by (49) does exist.

Proof. The objective function I∗∗ is convex and continuous in the strong topology of
L2(Ω;Rn) × Hα(Ω;RL) and therefore weakly lower semicontinuous. Moreover, I∗∗ is
coercive in λ. The assertion therefore follows by the direct method.

Proposition 4.3. If (3) and (44) hold we have min(25)= min(49).

Proof. Let (ν, λ) ∈ Q and take (m,λ) ∈ Q∗∗ such that ν̄ = m. Then we have by the
Jensen inequality

∫

Ω

∫

S

ϕ(A)νx(dA) dx ≥
∫

Ω

ϕ∗∗(m(x)) dx.

Note that other terms in I and I∗∗ are the same. In particular, note that
∫

S
L(A)νx(dA) =

∫

S
`(A)νx(dA) = `(m(x)) for almost all x ∈ Ω. Thus, min I∗∗ ≤ min I.

Conversely, if (m,λ) ∈ Q∗∗, by the definition of ϕ∗∗ we can always find (ν, λ) ∈ Q (see
[22, p. 93]) such that

ϕ∗∗(m(x)) =

∫

S

ϕ(s)νx(ds) (52)

and

m(x) =

∫

S

sνx(ds). (53)

Therefore, for a given (m,λ) ∈ Q∗∗ we always find (ν, λ) ∈ Q such that I∗∗(m,λ) = I(ν, λ).
The proposition is proved.

Corollary 4.4. Let (3) and (44) hold. If (ν, λ) ∈ Q is a solution to (25), (m,λ) ∈ Q∗∗

with m = id •ν, solves (49) and (52) holds for almost all x ∈ Ω.

Conversely, if (m,λ) ∈ Q∗∗ solves (49) and (ν, λ) ∈ Q is such that (52) holds for almost
all x ∈ Ω then (ν, λ) ∈ Q is a solution to (25).
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Proof. Suppose that (ν, λ) ∈ Q is a minimizer of I with m = ν̄ and assume that

∫

Ω

∫

S

ϕ(s)νx(ds) dx >

∫

Ω

ϕ∗∗(m(x)) dx.

Then minQ I > min I∗∗Q∗∗ which contradicts Proposition 4.3. Hence,

∫

Ω

(∫

S

ϕ(s)νx(ds)− ϕ∗∗(m(x))

)

dx ≤ 0 (54)

but as
∫

S
ϕ(s)νx(ds)−ϕ∗∗(m(x)) ≥ 0 for a.a. x ∈ Ω we have equality in (54), (m,λ) ∈ Q∗∗

is solution to (49) and (52) holds for a.a. x ∈ Ω.

If (m,λ) ∈ Q∗∗ solves (49), m = id •ν and (52) holds then obviously (ν, λ) solves (49).

Proposition 4.5. Let ϕ(s) = α
∑n−1

i=1 s2i , α > 0, |s| = Ms, and let (44) hold. Then the
problem (49) has a unique solution for any T/τ ≥ k ≥ 1.

Proof. Under the assumptions ϕ∗∗(s) = α
∑n−1

i=1 s2i for all s ∈ Rn, |s| ≤ Ms; cf. [8]. We
will proceed by induction. Suppose that q∗∗k−1

τ ∈ Q∗∗, is given uniquely.

Let q∗∗ = (m,λ), Ýq∗∗ = ( Ým, Ýλ) ∈ Q∗∗ be two different minimizers to I∗∗. Then∇um = ∇u Ým

a.e. in Rn. Indeed, if they were different the convexity I∗∗, the strict convexity of the
demagnetizing field energy, i.e. of ‖ · ‖2L2(Rn;Rn), and the linearity of the map Q∗∗ →
L2(Rn) : m 7→ ∇um would give us a magnetization θq∗∗ + (1 − θ)Ýq∗∗ ∈ Q∗∗, 0 < θ < 1
which gives a strictly lower energy than q∗∗ and Ýq∗∗. Similarly, as ϕ∗∗ is strictly convex
in first (n − 1) variables we get that mi = Ými a.e. in Ω for i = 1, . . . , n − 1. Put β :=
mχΩ − ÝmχΩ. Then div β = 0 because uβ = 0 a.e. in Ω, where uβ is calculated from (4).
Moreover, the only nonzero component of β is the nth one. Therefore β = (0, . . . , βn)
with βn = βn(x1, . . . , xn−1). Since β has a compact support we get β = 0 identically.
Consequently λ− Ýλ = `(m)− `( Ým) = 0. The proposition is proved.

Remark 4.6.

(i) Note that the proof works also if ρ = 0, i.e., if there is no regularization in (46).
Therefore our uniqueness result does not depend on a particular form of the regu-
larization term.

(ii) Note that if ρ > 0 then due to (32) the solution to (49) is unique in P∗∗.

(iii) The proof of Proposition 4.5 for n = 2 and ` = 0 can be found in [4].

Due to proved uniqueness one can define a mapping Z : P∗∗ → L2(Ω;Rn) × Hα(Ω;RL)
assigning to an initial condition q∗∗τ (0) the solution at the final time T , i.e., Z(q∗∗τ (0)) =
q∗∗τ (T ).

Proposition 4.7. The mapping Z : P∗∗ → L2(Ω;Rn)×Hα(Ω;RL) is weakly sequentially
continuous.

Proof. Notice that Z is the composition of {Zk}T/τk=1, Zk : P∗∗ → L2(Ω;Rn)×Hα(Ω;RL):
Zk(q

∗∗
τ ((k − 1)τ)) = q∗∗τ (kτ), i.e. Z = ZT/τ ◦ ZT/τ−1 ◦ . . . ◦ Z1.
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Without loss of generality we can take k = 1. Let us take a sequence of initial conditions
{g0j}j∈N ⊂ P∗∗ such that limj→∞ g0j = g0 (in the topology of P∗∗). Further, we denote
g0j := (m0j, λ0j), g0 := (m0, λ0), g = (m,λ) ∈ P∗∗ and

Fj(g) := G∗∗(τ, g) +D(g0j, g)

and
F (g) := G∗∗(τ, g) +D(g0, g).

Then we have for any g ∈ P∗∗

|Fj(g)− F (g)| = |D(g0j, g)−D(g0, g)|

=

∣

∣

∣

∣

∫

Ω

Hc(|λ0j(x)− λ(x)|L − |λ0(x)− λ(x)|L) dx
∣

∣

∣

∣

≤
∫

Ω

Hc

∣

∣

∣

∣

|λ0j(x)− λ(x)|L − |λ0(x)− λ(x)|L
∣

∣

∣

∣

dx (55)

≤
∫

Ω

Hc|λ0j(x)− λ0(x)|L dx = Hc‖λ0j − λ0‖L1(Ω;RL).

The last term in (55) goes to zero as j → +∞ because of the compact embedding
Hα(Ω;RL) ↪→ L1(Ω;RL). Therefore limj→∞ Fj = F , uniformly in P∗∗. Further {Fj}j∈N
and F have unique minima on P∗∗. Let P∗∗ 3 γj =argminFj, P∗∗ 3 γ =argminF . We
see that Fj, j ∈ N, are lower semicontinuous on P∗∗. The same holds for F . Therefore Fj

Γ-converges to F (see [6, Rem. 5.3]) and, consequently as minima of Fj and F are unique,
by [6, Cor. 7.24], limj→∞ γj = γ in the compact topology of P∗∗. Thus, Z1 is sequentially
continuous and consequently Z is weakly sequentially continuous, as well.

Corollary 4.8. Z has a fixed point in P∗∗, i.e., there is a solution to (49) giving a
piecewise constant interpolation q∗∗τ such that q∗∗τ (0) = q∗∗τ (T ).

Proof. P∗∗ is a closed convex and bounded subset of the reflexive Banach space L2(Ω;R2)
×Hα(Ω;RL) equipped with the norm‖(m,λ)‖L2(Ω;R2)×Hα(Ω;RL)= ‖m‖L2(Ω;Rn)+‖λ‖Hα(Ω;RL).
By Proposition 4.7 Z is a weakly sequentially continuous mapping and, moreover, it maps
P∗∗ into itself. Therefore, by the Tychonoff fixed point theorem (see e.g. [7]), it has a fixed
point.

Corollary 4.8 shows that for a T -periodic external field h there exists a periodic solution
q∗∗τ recursively constructed from (49). Moreover, this periodic solution is fully determined
by q∗∗τ (0), i.e., by the initial condition.

Corollary 4.9. Let (26) hold. Let ϕ(s) = α
∑n−1

i=1 s2i , α > 0, |s| = Ms. There is a
periodic solution to (25), i.e., there is a solution qτ recursively constructed from solutions
to (25) such that qτ (0) = qτ (T ).

Proof. Since h is periodic, Corollary 4.8 gives the existence of a periodic solution q∗∗τ =
(mτ , λτ ) constructed from (49).

It suffices to find a Young measure ν such that (52) and (53) are satisfied with mτ instead
of m. Then qτ := (ντ , λτ ) gives the desired periodic solution if it is kept fixed for given mτ .
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The existence of such ντ follows from Proposition 4.3. In order to make our construction
explicit we follow [8] and take mτ (x) ∈ span{en(x), e⊥(x)}, where en(x) ∈ Rn is the unit
vector with 1 on the n-th position and e⊥(x) ∈ Rn is a unit vector orthogonal to en(x).
Then for a.a. x ∈ Ω ντ,x = ω(x)δs+(x) + (1− ω(x))δs−(x), where

s±(x) = ±[M2
s − (mτ (x) · e⊥(x))2]1/2en(x) + (mτ (x) · e⊥(x))e⊥(x)

and ω(x) = 1 if mτ (x) = Mse⊥(x) and

ω(x) = 0.5 +
mτ (x) · e(x)

2[M2
s − (mτ (x) · e⊥(x))2]1/2

otherwise.

The stability of qτ (0) follows from the periodicity of h and stability of qτ (T ) proved in
(34). Indeed, we have for any q̃ ∈ Q

G(0, qτ (0)) = Eρ(qτ (0))− 〈H(0), qτ (0)〉
= Eρ(qτ (T ))− 〈H(T ), qτ (T )〉
= G(T, qτ (T ))
≤ G(T, q̃) +D(q̃, qτ (T ))

= G(0, q̃) +D(q̃, qτ (0)).

which shows the stability of qτ (0).

The following lemma is a version of [17, Prop. 2.7]. We also follow its proof.

Lemma 4.10. Let {(tk, qk)}k be a sequence such that tk → t and qk → q weakly* in
L∞
w (Ω; rca(S))×Hα(Ω;RL) and let qk ∈ S(tk) for all k ∈ N. Then

(i) q ∈ S(t) and

(ii) limk→∞ G(tk, qk) = G(t, q).

Proof. As νk → ν in L∞
w (Ω; rca(S)) we have lim infk→∞

∫

Ω
ϕ •νk dx ≥

∫

Ω
ϕ •ν dx. Other

terms in Eρ are sequentially weakly lower semicontinuous. Note, in particular, that as
νk → ν in L∞

w (Ω; rca(S)) then id •νk → id •ν weakly in L2(Ω;Rn) which ensures the
sequential weak lower semicontinuity of the magnetostatic energy term. Therefore, we
have lim infk→∞ Eρ(qk) ≥ Eρ(q). Due to (26) we have h ∈ C([0, T ];L1(Ω;Rn), hence

lim
k→∞

H(tk, qk) = lim
k→∞

∫

Ω

h(tk, x) · [id •νk](x) dx = lim
k→∞

∫

Ω

h(tk, x)[id •ν](x) dx.

Altogether, it yields the lower semicontinuity of G, i.e.,

G(t, q) ≤ lim infG(tk, qk). (56)

Further we have limk→∞D(qk, q̃) = D(q, q̃) for any q̃ ∈ Q since by the triangle inequality

lim
k→∞

|D(qk, q̃)−D(q, q̃)| ≤ D(qk, q) = lim
k→∞

Hc‖λk − λ‖L1(Ω;RL) = 0 (57)

because of the compact embedding Hα(Ω;RL) to L1(Ω;RL).
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Using lower semicontinuity of G and (57) we have

G(t, q) ≤ lim inf
k→∞

G(tk, qk) ≤ lim
k→∞

G(tk, q̃) +D(qk, q̃) = G(t, q̃) +D(q, q̃). (58)

Applying (58) with q̃ := q we get (ii) because all inequalities are in fact equalities. If we
show that q ∈ Q (58) then implies (i). It is sufficient to show that λ = L •ν. Clearly

ν ∈ Y(Ω;S) because Y(Ω;S) is sequentially compact; cf. [32]. We already have λk → λ
strongly in L1(Ω;RL), λk = L •νk. Thus, λ = L •ν due to linearity of “ •Ô.

The following proposition uses the concept of nets from the general topology; cf. [9]. We
only briefly recall this notion, which generalizes the notion of sequences, here. The set
{xξ}ξ∈Ξ ⊂ X is a net if the index set Ξ is directed, i.e., partially ordered and such that
any two elements have a common majorant. The net {xξ}ξ∈Ξ is said to be convergent to
x0 or limξ∈Ξ xξ = x0 if for every neighborhood U of x0 there is ξ0 such that for all ξ · ξ0
xξ ∈ U . Corresponding to subsequences one considers finer nets. A net {yξ̃}ξ̃∈Ξ̃ is a finer

net than {xξ}ξ∈Ξ if there is a mapping φ : Ξ̃ → Ξ such that for any ξ̃ ∈ Ξ̃ it holds that
yξ̃ = xφ(ξ) and for any ξ ∈ Ξ there is ξ̃ ∈ Ξ̃ such that φ(ξ̃) · ξ if ξ̃ · ξ̃. Compact sets
enjoy the property that every net possesses a finer net that converges.

Proposition 4.11. Let (13), and (26) be valid. Then there are a process q = (ν, λ) ∈
Y(Ω× [0, T ];S)× BV([0, T ];L1(Ω;RL)), q(0) = q(T ) and a net {qτξ}ξ∈Ξ, qτξ(0) = qτξ(T )
such that:

(i) limξ∈Ξ λτξ(t) = λ(t) weakly* in L∞(Ω;RL), strongly in L2(Ω;RL) for all t ∈ [0, T ],

(ii) limξ∈Ξ ντξ(t) = ν(t) weakly* in L∞
w (Ω; rca(S)) for all t ∈ [0, T ],

(iii) limξ∈Ξ Gτξ(t, qτξ(t)) = G(t, q) for all t ∈ [0, T ].

Moreover, λ = Λν a.e. on Ω for every t ∈ [0, T ] and q thus obtained is a solution process
according to Definition 2.5 and q(0) = q(T ).

Proof. The proof is modification of the proof of [17, Theorem 4.3]. The point (i) follows
from the a-priori estimate (32) and from the generalized Helly’s theorem [20, Cor. 2.8]
and [1]. Using them, one can select a subsequence indexed for simplicity by τ such that
λτ (t) → λ(t) weakly in Hα(Ω;RL) and λτ (t) → λ(t) weakly* in L∞(Ω;RL) for any t ∈
[0, T ]. The compact embedding Hα(Ω;RL) ⊂ L2(Ω;RL) gives the claimed convergence.
Moreover, we assume that the subsequence is chosen in such a way that Gτ from (33)
converges pointwise to some G in BV([0, T ]).

To prove (ii), following [17], we notice that the set L∞
w (Ω; rca(S)) ∼= L1(Ω;C(S))∗ endowed

by the weak* topology is compact and metrizable. Then L∞
w (Ω; rca(S))[0,T ] endowed

by the product topology is compact as well by the Tychonoff theorem. Considering
ντ = {ντ (t)}t∈[0,T ] as elements of L∞

w (Ω; rca(S))[0,T ] for τ > 0 there is a finer net {ντξ}ξ∈Ξ
which converges in L∞

w (Ω; rca(S))[0,T ]. Let us denote its limit by ν := {ν(t)}t∈[0,T ]. Thus
limξ∈Ξ qτξ = q(t).

In order to prove (iii) we exploit the definition of Gτ and (21) so that we can write for
a fixed t ∈ [0, T ], qτ (t) ∈ S(θ(t, τ)) such that T ≥ θ(t, τ) ≥ t and limτ→0 θ(t, τ) = t.
Note that θ(t, τ) = mink∈N∪{0}{kτ ; kτ ≥ t}. Metrizability of the weak* topology on P
allows us to work with a sequence {qτξk}k∈N which converges to q(t) weakly*. Using qτξk ∈
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S(θ(t, τξk)) and applying Lemma 4.10 we get q(t) ∈ S(t). In particular, we have λ(t) =
L •ν. Realizing limτ→0 Gτ (t, qτ ) = G(t, q(t)) similarly as in (58) we obtain G(t, q(t)) ≤
G(t) ≤ G(t, q̃) +D(q(t), q̃) Taking q̃ := q(t) we get G(t, q(t)) = G(t). Hence (iii) holds.

Let us show the energy inequality (23) for s = 0 and almost all t in [0, T ]. We pass to the
limit in (30) taking s1 = 0 and t1 such that it belongs to grid points of some partition of
[0, T ]. In particular, it also belongs to any finer partition, i.e. with τ small enough. The
set of all such t1’s is dense in [0, T ]. Moreover,

lim
ξ∈Ξ

∫ t1

0

〈Hτξ(t), qτξ(t)〉 dt = lim
ξ∈Ξ

∫ t1

0

∫

Ω

hτξ(x, t)mτξ(x, t) dxdt (59)

=

∫ t1

0

∫

Ω

h(x, t)m(x, t) dxdt =

∫ t1

0

〈H(t), q(t)〉 dt

with hτ denoting naturally the piecewise constant approximation of h inducing the ap-
proximation Hτ , and mτ = id •ντ and m = id •ν. By the convergence ντ⇀ν claimed at

the point (i), mτ⇀m weakly* in L∞(Ω;Rn), and by (26), ||h− hτ ||L1(Ω×(0,T );Rn) = O(τ),
hence (59) indeed holds.

The work of external field
∫ t1
0
〈 d
dt
H, qτ (·−τ)〉dt, cf. the right-hand side of (30), converges to

∫ t1
0
〈 d
dt
H, q〉dt by similar argument as already used for (59); here we need that the shifted

mτ (· − τ) has the same weak* limit as mτ , which can quite easily be proved by testing it
by functions of the type χ[kτ,lτ ](t)g(s) which forms a dense subset in L1(Ω× [0, T ];Rn).

Then, we can pass to the limit in (30), proving thus (23) for s = 0 and each t of the
form kτ ∈ [0, T ], k = 1, ..., T/τ , τ from the considered sequence of time steps. The (only
countable) set of such t’s is dense in [0, T ] and thus (23) must hold also at each t ∈ [0, T ]
at which all functions involved in (23) are continuous. Those functions have, however,
bounded variations and are thus continuous with the exception of at most countable
number of points. Hence (23) holds for s = 0 everywhere on [0, T ] with the only exception
of at most countable number of points, i.e. (23) (with s = 0) holds a.e. on [0, T ]. In other
words,

f(t) := G(t, q(t))− G(0, q(0)) + Var(q; 0, t)−
∫ t

s

〈dH
dt

, q(θ)〉 dθ = 0 (60)

for almost all t ∈ [0, T ]. In particular, taking 0 ≤ s ≤ t we have that f(t) − f(s) = 0
for almost all s, t ∈ [0, T ]. This means that (23) holds for almost all s, t ∈ [0, T ] even as
equality.

Remark 4.12. Refining the argumentation one can even prove that f(t) = 0 for all
t ∈ [0, T ]. See [17] for details.

Now we can extend the Definitions 2.3 and 2.4 for any the terminal time iT , i ∈ N instead
of T .

Proposition 4.13. Let (13) and (26) hold. Then there is a process q = (ν, λ) ∈ Y(Ω ×
[0, iT ];S) × BV([0, iT ];L1(Ω;RL)) such that q(t + jT ) = q(t) for any t ∈ [0, T ] and any
1 ≤ j ≤ i− 1.
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Proof. The process q can be constructed by the T -periodic extension of the process
whose existence was established in Proposition 4.11. Clearly the extended definitions of
a solution, i.e., Definitions 2.3 and 2.4 are satisfied by such process.

Remark 4.14. If L does not have an affine extension to B we cannot reformulate (25)
by means of (49). Nevertheless, relying on ρ > 0 we see that G is strictly convex in λ and
therefore λk

τ is given uniquely for any minimizer in (25). Moreover, the magnetostatic
potential uk

τ is given uniquely in each time step k as well because of the strict convexity
of the magnetostatic energy. This means that for any two minimizers νk

τ and µk
τ of (25)

the spatial average of the macroscopic magnetization is given uniquely, i.e.,

|Ω|−1

∫

Ω

∫

S

Aνk
τ,x(dA) dx = |Ω|−1

∫

Ω

∫

S

Aµk
τ,x(dA) dx.

By similar arguments as above we can show that there exists a solution q = (ν, λ) to our
problem according to Definition 2.5 such that |Ω|−1

∫

Ω

∫

S
Aνx(0)(dA) dx = |Ω|−1

∫

Ω

∫

S
Aνx

(T )(dA) dx. Hence, this solution gives a periodic hysteresis loop which only depends on
the spatial average of the magnetization. See [13] for details.
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