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1. Introduction

This paper mainly concerns variational analysis of the so-called generalized equations given
by

0 ∈ f(y) +Q(y), (1)

where f is a single-valued mapping while Q is a set-valued mapping between Banach
spaces. For convenience we use the terms base and field referring to the single-valued and
set-valued part of (1), respectively. Generalized equations were introduced by Robinson
[24] as an extension of standard equations with no multivalued part. It has been well
recognized that this model provides a convenient framework for the unified study of opti-
mal solutions in many optimization-related areas including mathematical programming,
complementarity, variational inequalities, optimal control, mathematical economics, me-
chanical equilibria, game theory, etc. In particular, generalized equations (1) reduce to
the classical variational inequalities:

find y ∈ Ω with 〈f(y), v − y〉 ≥ 0 for all v ∈ Ω (2)

when Q(y) = N(y; Ω) is the normal cone mapping generated by a convex set Ω. The
classical complementarity problem corresponds to (2) when Ω is the nonnegative orthant
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in IRn. It is well known that the latter form covers sets of optimal solutions with corre-
sponding Lagrange multipliers, or sets of KKT (Karush-Kuhn-Tucker) vectors, satisfying
first-order necessary optimality conditions in problems of nonlinear programming.

Observe that the variational inequality (2) can be written in form (1) with the subd-
ifferential mapping Q(y) = ∂ϕ(y) for ϕ(y) = δ(y; Ω). Thus the generalized equation
model (1) covers also natural generalizations of variational inequalities when ϕ is not an
indicator function and may even be nonconvex; the latter case relates to the so-called
“hemivariational inequalities".

The primary goal of this paper is to study a certain robust stability of generalized equations
(1) and their specifications under perturbations of the initial data. For these purposes we
consider a parametric version of (1) given in the form

0 ∈ f(x, y) +Q(x, y) (3)

with a perturbation parameter x, where y is usually called the decision variable. It seems
naturally to label (3) as parametric variational systems, since this model describes sets of
optimal solutions in parameter-dependent variational and related problems. The central
question of local sensitivity analysis for (3) is to clarify how the following solution map

S(x) :=
{

y ∈ Y
∣

∣ 0 ∈ f(x, y) +Q(x, y)
}

(4)

depends on the parameter x while (x, y) vary around the reference point (x̄, ȳ) ∈ gphS.
Note that, in contrast to the standard framework, model (3) covers the general case of
variational systems when the field Q may depend on the perturbation parameter, which
particularly includes the so-called “quasi-variational inequalities" and has drawn a strong
attention in recent publications; see, e.g., [9, 15, 18, 25] and the references therein.

Our main objective is Lipschitzian stability of solution maps (4) in the sense introduced by
Aubin [1] who called such Lipschitzian behavior of set-valued mapping “pseudo-Lipschitz
property." As suggested in [15], it seems to be more appropriate to use the term “Lipschitz-
like" referring to this kind of Lipschitzian behavior, which is probably the most proper
extensions of the classical Lipschitz continuity to set-valued mapping (while “pseudo"
means “false"; cf. Rockafellar and Wets [28], where it is called “Aubin property" without
specifying its Lipschitzian nature). It is well known that Aubin’s Lipschitz-like property
of an arbitrary set-valued mapping F : X →→ Y between Banach spaces is equivalent
to metric regularity as well as to linear openness of its inverse F−1 : Y →→ X. These
robust (i.e., stable with respect to perturbations) properties play a fundamental role in
variational analysis and its applications; see [28] and the recent books by Borwein and
Zhu [5] and by Mordukhovich [16, 17] for extended expositions, thorough developments,
and applications of the key issues of variational analysis in finite-dimensional and infinite-
dimensional spaces.

To establish robust Lipschitzian stability of variational systems (4), we employ advanced
tools of generalized differentiation satisfying full calculi. Working in infinite-dimensional
spaces and using a dual-space approach to generalized differentiation, we are based on
sequential limiting constructions, which may be generally different from topological/net
ones; see the next section. This has been well understood after the work by Simon Fitz-
patrick (see, e.g., his paper with Borwein [2]) who made fundamental contributions to
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many aspects of infinite-dimensional analysis. Among others, I greatly benefited from nu-
merous discussions and personal communications with him, and I am honored to dedicate
this paper to his memory.

The rest of the paper consists of three sections. In Section 2 we present basic defini-
tions and necessary preliminaries from variational analysis and generalized differentiation
needed for establishing our main results. Section 3 is devoted to computing and/or es-
timating coderivatives of general variational systems (4) and their various specifications
important for applications. Finally, in Section 4 we derive sufficient as well as necessary
and sufficient conditions for robust Lipschitzian stability of such systems, with computing
and estimating the exact bounds of Lipschitzian moduli, based on coderivative character-
izations of the Lipschitz-like property in variational analysis. Some of the results of this
section are extensions of those previously obtained in [13] for perturbed generalized equa-
tions (3) with Q = Q(y) in finite-dimensional spaces.

Throughout the paper we use standard notation, with special symbols introduced where
they are defined. Unless otherwise stated, all spaces considered are Banach whose norms
are always denoted by ‖ ·‖. For any space X we consider its dual space X∗ equipped with
the weak∗ topology w∗, where 〈·, ·〉 stands for the canonical pairing. For multifunctions
F : X →→ X∗ the expression

Lim sup
x→x̄

F (x) :=
{

x∗ ∈ X∗ ∣
∣ ∃ sequences xk → x̄ and x∗

k
w∗
→ x∗

with x∗
k ∈ F (xk) for all k ∈ IN

}

signifies the sequential Painlevé-Kuratowski upper/outer limit with respect to the norm
topology in X and the weak∗ topology in X∗; IN := {1, 2, . . .}. Recall that F : X →→ Y
is positively homogeneous if 0 ∈ F (0) and F (αx) ⊂ αF (x) for all x ∈ X and α > 0. The
norm of a positive homogeneous set-valued mapping is defined by

‖F‖ := sup
{

‖y‖
∣

∣ y ∈ F (x) and ‖x‖ ≤ 1
}

. (5)

2. Robust Lipschitzian Properties and Generalized Differentiation

Recall that a set-valued mapping F : X →→ Y between Banach spaces is (locally) Lipschitz-
like around (x̄, ȳ) ∈ gphF with modulus ` ≥ 0 if there are neighborhood U of x̄ and V of
ȳ such that

F (x) ∩ V ⊂ F (u) + `‖x− u‖IBY for all x, u ∈ U, (6)

where IBY stands for the closed unit ball in Y . This is exactly Aubin’s “pseudo-Lipschitz"
property introduced in [1]. We call the infimum of all such moduli {`} by the exact
Lipschitzian bound of F around (x̄, ȳ) and denote it by lipF (x̄, ȳ). If V = Y in (6), the
above property reduces to the local Lipschitz continuity of F around x̄ with respect to
the Pompieu-Hausdorff distance on 2Y , and for single-valued mappings F = f : X → Y it
agrees with the classical local Lipschitz continuity. For general set-valued mappings F the
defined Lipschitz-like property can be viewed as a localization of Lipschitzian behavior
around the given point (x̄, ȳ) in the graph of F .

We are able to provide complete dual characterizations of the Lipschitz-like property (and
hence the classical local Lipschitzian behavior) using appropriate constructions of general-
ized differentiation. Let us recall some basic definitions and facts needed in what follows.
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The reader can find more details, history, and discussions in the book by Mordukhovich
[16]. Note that the constructions presented below, in spite of (actually due to) their
nonconvexity, enjoy full calculi based mainly on extremal/variational principles.

Given a nonempty subset Ω of a Banach space X and a number ε ≥ 0, consider first the
collection of (Fréchet) ε-normals to Ω defined by

̂Nε(x; Ω) :=
{

x∗ ∈ X∗
∣

∣

∣ lim sup
u

Ω→x

〈x∗, u− x〉
‖u− x‖

≤ ε
}

for x ∈ Ω

and by ̂Nε(x; Ω) := ∅ for x /∈ Ω, where u
Ω→ x means that u → x with u ∈ Ω. Then the

basic/limiting normal cone to Ω at x̄ ∈ Ω is defined by

N(x̄; Ω) := Lim sup
x→x̄
ε↓0

̂Nε(x; Ω). (7)

When the space X is Asplund (i.e., its every separable subspace has a separable dual;
see Phelps’ book [23] for more details and other characterizations) and when the set Ω is

closed around x̄, one can equivalently replace ̂Nε(·; Ω) in (7) by ̂N(x; Ω) := ̂N0(x; Ω). It

follows from (7) that ̂N(x̄; Ω) ⊂ N(x̄; Ω), while the equality therein postulates the normal
regularity of Ω at x̄.

Given a set-valued mapping F : X →→ Y between Banach spaces and given any ε ≥ 0, we
form the ε-coderivative sets for F at (x, y) ∈ gphF by

̂D∗
εF (x, y)(y∗) :=

{

x∗ ∈ X∗∣
∣ (x∗,−y∗) ∈ ̂Nε((x, y); gphF )

}

(8)

and then define our basic normal coderivative D∗
NF (x̄, ȳ) and mixed coderivative D∗

MF (x̄,
ȳ) of F at (x̄, ȳ) ∈ gphF by, respectively,

D∗
NF (x̄, ȳ)(ȳ∗) := Lim sup

(x,y)→(x̄,ȳ)

y∗
w∗
→ ȳ∗

ε↓0

̂D∗
εF (x, y)(y∗), (9)

D∗
MF (x̄, ȳ)(ȳ∗) := Lim sup

(x,y)→(x̄,ȳ)
y∗→ȳ∗

ε↓0

̂D∗
εF (x, y)(y∗). (10)

Thus both coderivatives (9) and (10) are positively homogeneous set-valued mappings
from Y ∗ to X∗. They can be equivalently described in the sequential limiting form:
x∗ ∈ D∗

NF (x̄, ȳ)(y∗) if and only if there are sequences εk ↓ 0, (xk, yk) → (x̄, ȳ), and

(x∗
k, y

∗
k)

w∗
→ (x∗, y∗) with (xk, yk) ∈ gphF and x∗

k ∈ ̂D∗
εk
F (xk, yk)(y

∗
k), while the only

difference in the description of x∗ ∈ D∗
M(x̄, ȳ)(y∗) is that the weak∗ convergence y∗k

w∗
→ y∗

above is replaced by the norm convergence ‖y∗k−y∗‖ → 0. Note that we can put ε = εk = 0
in these definitions and descriptions when the spaces X and Y are Asplund and the graph
of F is locally closed around (x̄, ȳ).

Clearly D∗
MF (x̄, ȳ)(y∗) ⊂ D∗

NF (x̄, ȳ)(y∗) for all y∗ ∈ Y ∗. We say that F is coderivatively
normal (resp. strongly coderivatively normal) at (x̄, ȳ) if

‖D∗
MF (x̄, ȳ)‖ = ‖D∗

NF (x̄, ȳ)‖
(

resp. D∗
MF (x̄, ȳ)(y∗) = D∗

NF (x̄, ȳ)(y∗)
)

,
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where the norm of positively homogeneous mappings is defined in (5). The latter property
obviously holds when dimY < ∞ and also when F is normally regular at (x̄, ȳ), i.e.,

̂D∗F (x̄, ȳ)(y∗) = D∗
NF (x̄, ȳ)(y∗) whenever y∗ ∈ Y ∗,

which particularly includes set-valued mapping of convex graph as well as single-valued
mappings f strictly differentiable at x̄ with the derivative ∇f(x̄); in the latter case

̂D∗f(x̄)(y∗) = D∗
Mf(x̄)(y∗) = D∗

Nf(x̄)(y
∗) =

{

∇f(x̄)∗y∗
}

, y∗ ∈ Y ∗. (11)

More involved conditions ensuring (strong) coderivative normality of mappings (as well
as examples of violating these properties) are presented in [16]; see, in particular, Propo-
sition 4.9 therein and [15, Proposition 3.2] summarizing such conditions. In what follows
we use the common symbol D∗ for both coderivatives when there is no need to distinguish
between them.

Given an extended-real-valued function ϕ : X → IR := [−∞,∞] finite at x̄, define its
(first-order) basic subdifferential ∂ϕ(x̄) and singular subdifferential ∂∞ϕ(x̄) at x̄ by

∂ϕ(x̄) := D∗Eϕ(x̄, ϕ(x̄))(1), ∂∞ϕ(x̄) := D∗Eϕ(x̄, ϕ(x̄))(0) (12)

via the coderivative of the associate epigraphical multifunction Eϕ(x) :=
{

ν ∈ IR
∣

∣ ν ≥
ϕ(x)

}

; see [16, 19] for equivalent analytic representations. Note that the singular subdiffer-

ential ∂∞ϕ(x̄) reduces to zero for locally Lipschitzian functions. If a mapping f : X → Y
is Lipschitz continuous around x̄, then there are scalarization formulas

D∗
Mf(x̄)(y∗) = ∂〈y∗, f〉(x̄) and D∗

Nf(x̄)(y
∗) = ∂〈y∗, f〉(x̄), y∗ ∈ Y ∗, (13)

relating the coderivatives (9) and (10) and the basic subdifferential (12) of the scalarized
real-valued function 〈y∗, f〉(x) := 〈y∗, f(x)〉. The first formula in (13) holds in general
Banach spaces X and Y , while the second one requires the Asplund property of X and
in addition the strict Lipschitzian property of f at x̄, which means that there is a neigh-
borhood V of the origin in X such that the sequence

f(xk + tkv)− f(xk)

tk
, k ∈ IN,

contains a norm convergent subsequence whenever v ∈ V , xk → x̄, and tk ↓ 0. The latter
property happens to be equivalent to the basic version of “compactly Lipschitz" behavior
originally introduced by Thibault [29]. Of course, it is automatic for locally Lipschitzian
mappings with values in finite-dimensional spaces.

One of the most essential ingredients of variational analysis in infinite dimensions, in
comparison with its finite-dimensional counterpart, is the necessity to impose certain
“normal compactness" properties that are automatic in finite dimensions. The following
sequential normal compactness properties are widely used in this paper; see [16, 17, 21]
and the references therein for more discussions, calculus, and applications.

A set-valued mapping F : X →→ Y is sequentially normally compact (SNC) at (x̄, ȳ) ∈
gphF if for any sequences (εk, xk, yk, x

∗
k, y

∗
k) ∈ [0,∞)× (gphF )×X∗ × Y ∗ satisfying

εk ↓ 0, (xk, yk) → (x̄, ȳ), x∗
k ∈ ̂D∗

εk
F (xk, yk)(y

∗
k) (14)
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one has (x∗
k, y

∗
k)

w∗
→ (0, 0) =⇒ ‖(x∗

k, y
∗
k)‖ → 0 as k → ∞. A set-valued mapping F

is partially sequentially normally compact (PSNC) at (x̄, ȳ) if for any above sequences
satisfying (14) one has

[

x∗
k

w∗
→ 0 and ‖y∗k‖ → 0

]

=⇒ ‖x∗
k‖ → 0 as k → ∞.

We may equivalently put εk = 0 in the above properties if both spaces X and Y are
Asplund while the mapping F is closed-graph around (x̄, ȳ). Finally, a set Ω ⊂ X is SNC
at x̄ ∈ Ω if the constant mapping F (x) ≡ Ω satisfies this property.

Note that the SNC property of sets and mappings are closely related to (but generally
different from) the compactly epi-Lipschitzian (CEL) property in the sense of Borwein
and Strójwas [4]; see [8, 10, 11, 16] for comprehensive studies in this direction. For closed
convex sets Ω ⊂ X in normed spaces the CEL (and hence SNC) property holds [3] if and
only if the affine hull of Ω is a closed finite-codimensional subspace of X with ri Ω 6= ∅. On
the other hand, every Lipschitz-like mapping F : X →→ Y between Banach spaces is always
partially SNC at (x̄, ȳ), and hence it is fully SNC at this point when dimY < ∞. This is a
consequence of the following fundamental result [16, Theorem 4.10] (see also [15] and the
references therein) that provides dual coderivative characterizations of the Lipschitz-like
property for general set-valued mappings between infinite-dimensional spaces.

Theorem 2.1 (dual characterizations of robust Lipschitzian behavior). Let F :
X →→ Y be a mapping between Banach spaces that is closed-graph around (x̄, ȳ). Consider
the properties:

(a) F is Lipschitz-like around (x̄, ȳ).

(b) F is PSNC at (x̄, ȳ) and ‖D∗
MF (x̄, ȳ)‖ < ∞.

(c) F is PSNC at (x̄, ȳ) and D∗
MF (x̄, ȳ)(0) = {0}.

Then (a) ⇒ (b) ⇒ (c) while these properties are equivalent if both X and Y are Asplund.
Moreover, one has the estimates

‖D∗
MF (x̄, ȳ)‖ ≤ lipF (x̄, ȳ) ≤ ‖D∗

NF (x̄, ȳ)‖ (15)

for the exact Lipschitzian bound of F around (x̄, ȳ), where the upper estimate holds if
dimX < ∞ and Y is Asplund. Thus

lipF (x̄, ȳ) = ‖D∗
MF (x̄, ȳ)‖ = ‖D∗

NF (x̄, ȳ)‖ (16)

if in addition F is coderivatively normal at (x̄, ȳ).

Our subsequent strategy in this paper is as follows: to apply the characterizations of The-
orem 2.1 to general solution maps (4) for the variational systems under consideration and
their remarkable specifications. To proceed in this way, we need to employ generalized
differential and SNC calculi for the constructions involved in the above characterizations
and finally obtain efficient conditions for robust Lipschitzian stability of variational sys-
tems in terms of their initial data. Prior the implementation of this procedure in the next
two sections, let us recall the definition and some properties of the second-order subd-
ifferential/generalized Hessian construction for extended-real-valued functions needed in
what follows; see [14, 16, 18] for more details.
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Given ϕ : X → IR finite at x̄ and given a basic subgradient ȳ ∈ ∂ϕ(x̄) from (12), we define
the second-order subdifferential of ϕ at x̄ relative to ȳ by

∂2ϕ(x̄, ȳ)(u) := D∗
N(∂ϕ)(x̄, ȳ)(u), u ∈ X∗∗, (17)

i.e., as the normal coderivative (9) of the first-order subdifferential mapping ∂ϕ : X →→ X∗.
More precisely, construction (17) is naturally to call the normal second-order subdiffer-
ential (since it is generated by the normal coderivative) and to denote by ∂2

Nϕ(x̄, ȳ)(u),
but we simplify the name and notion in this paper, which does not employ the “mixed"
counterpart of (17). If ϕ is twice continuously differentiable around x̄, then

∂2ϕ(x̄)(u) = {∇2ϕ(x̄)∗u
}

for all u ∈ X∗∗,

where ∇2ϕ(x̄) stands for the classical second-order derivative operator that particularly
happens to be symmetric in finite-dimensional spaces.

3. Computing and Estimating Coderivatives of Solution Maps

We begin with verifying efficient conditions that allow us to derive exact formulas (equali-
ties) for computing coderivatives of solutions maps S : X →→ Y to the variational systems
defined in Section 1. These conditions impose the strict differentiability assumption on
the base mapping f in (3) at the reference point and consist of two independent parts:
the result of part (i) requires the surjectivity of the partial derivative ∇xf(x̄, ȳ) in the
general Banach space setting, while those of part (ii) require instead that the field Q is
normally regular and the spaces in question are Asplund. To formulate the theorem, we fix
a point (x̄, ȳ) satisfying the generalized equation (3) and introduce the adjoint generalized
equation important in what follows:

0 ∈ ∇f(x̄, ȳ)∗z∗ +D∗
NQ(x̄, ȳ, z̄)(z∗) with z̄ := −f(x̄, ȳ). (18)

Theorem 3.1 (exact formulas for coderivatives of solution maps under surjec-
tivity or regularity conditions). Let S be given in (4), where f : X×Y → Z is strictly
differentiable at (x̄, ȳ) with z̄ = −f(x̄, ȳ) ∈ Q(x̄, ȳ). The following hold:

(i) Assume that X, Y, Z are Banach, that ∇xf(x̄, ȳ) is surjective, and that Q = Q(y).
Then

D∗
NS(x̄, ȳ)(y

∗) =
{

x∗ ∈ X∗
∣

∣

∣ ∃z∗ ∈ Z∗ with x∗ = ∇xf(x̄, ȳ)
∗z∗,

−y∗ ∈ ∇yf(x̄, ȳ)
∗z∗ +D∗

NQ(ȳ, z̄)(z∗)
}

.

(ii) Assume that X, Y, Z are Asplund and that Q is locally closed-graph around (x̄, ȳ, z̄)
and normally regular at this point. Suppose also that either dimZ < ∞ or Q is SNC
at (x̄, ȳ, z̄). Then S is normally regular at (x̄, ȳ) and

D∗S(x̄, ȳ)(y∗) =
{

x∗ ∈ X∗
∣

∣

∣ ∃z∗ ∈ Z∗ with
(

x∗ −∇xf(x̄, ȳ)
∗z∗,

−y∗ −∇yf(x̄, ȳ)
∗z∗

)

∈ D∗
NQ(x̄, ȳ, z̄)(z∗)

}

provided that the adjoint generalized equation (18) admits only the trivial solution
z∗ = 0.
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Proof. We prove assertions (i) and (ii) in a parallel way. Observe that the graph of the
solution map S in (4) is represented as the inverse image

gphS = g−1(Θ) :=
{

(x, y) ∈ X × Y
∣

∣ g(x, y) ∈ Θ
}

with Θ := gphQ, (19)

where the mapping g is defined by

g(x, y) :=
(

y,−f(x, y)
)

if Q = Q(y); (20)

g(x, y) :=
(

x, y,−f(x, y)
)

if Q = Q(x, y). (21)

In case (20) we easily conclude that∇g(x̄, ȳ) is surjective if and only if∇xf(x̄, ȳ) is surjec-
tive, which is the main assumption of (i). Then the calculus rule from [22, Corollary 3.9]
for basic normals to inverse images gives

N((x̄, ȳ); g−1(Θ)) = ∇g(x̄, ȳ)∗N(g(x̄, ȳ); Θ) (22)

in general Banach spaces. Combining this with the representation

D∗
NF (x̄, ȳ)(y∗) =

{

x∗ ∈ X∗∣
∣ (x∗,−y∗) ∈ N((x̄; ȳ); gphF )

}

(23)

of the normal coderivative for an arbitrary set-valued mapping F : X →→ Y , which follows
from (7) and (9), and computing ∇g(x̄, ȳ) via ∇f(x̄, ȳ) in (20), we arrive at the exact
formula for D∗

NS(x̄, ȳ) in assertion (i) under the assumptions made.

To prove (ii), we cannot use the above calculus rule for inverse images, since ∇g(x̄, ȳ)
is never surjective in (21). To proceed in this case, we apply [19, Corollary 6.9], which
ensures (22) in the Asplund space setting provided that

N((x̄, ȳ); gphΘ) ∩ ker∇g(x̄, ȳ)∗ = {0} (24)

and that either Θ is SNC at g(x̄, ȳ) or dimZ < ∞. Moreover, the normal regularity for
Θ at g(x̄, ȳ) implies this property for g−1(Θ) at (x̄, ȳ). Computing now ∇g(x̄, ȳ) in (22)
and (24) for g given in (21), we observe that the qualification condition (24) is equivalent
to the triviality of solutions to the adjoint generalized equation (18), while the SNC and
normal regularity properties for Θ = gphQ at g(x̄, ȳ) are equivalent to the corresponding
properties forQ at (x̄, ȳ, z̄) due to representation (23). This concludes the proof of (ii).

Remark 3.2 (partial adjoint generalized equations). When Q = Q(y) and f is
strictly differentiable at (x̄, ȳ), it is convenient to consider the following partial adjoint
generalized equation

0 ∈ ∇yf(x̄, ȳ)
∗z∗ +D∗

NQ(ȳ, z̄)(z∗) (25)

with z̄ = −f(x̄, ȳ) ∈ Q(ȳ). In this setting z∗ is a solution to the (full) adjoint gener-
alized equation (18) if and only if it satisfies the partial one (25) together with z∗ ∈
ker∇xf(x̄, ȳ)

∗, where the latter requirement is redundant when ∇xf(x̄, ȳ) is surjective.
Thus the qualification condition of Theorem 3.1 on the triviality of solutions to (18) re-
duces for Q = Q(y) to the triviality of those solutions to (25), which belong to the kernel
of ∇xf(x̄, ȳ)

∗.
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We can get various consequences of Theorem 3.1 when the field Q of the generalized equa-
tion (3) is given in special forms allowing us to evaluate/estimate the normal coderivative
D∗

NQ. Let us present efficient results for the case of convex-graph multifunctions Q.

Given Q : X × Y →→ Z and f : X × Y → Z strictly differentiable at (x̄, ȳ), consider the
linearized set-valued operator L : X × Y →→ Z with

L(x, y) := f(x̄, ȳ) +∇xf(x̄, ȳ)(x− x̄) +∇yf(x̄, ȳ)(y − ȳ) +Q(x, y) (26)

as well as, in the case of Q = Q(y), the partial linearized operator ˜L : Y →→ Z defined by

˜L(y) := f(x̄, ȳ) +∇yf(x̄, ȳ)(y − ȳ) +Q(y). (27)

Corollary 3.3 (computing coderivatives for generalized equations with convex-
graph fields). Let (x̄, ȳ) satisfy the generalized equation (3), where f : X × Y → Z is
strictly differentiable at (x̄, ȳ) and where the graph of Q : X × Y →→ Z is convex. The
following hold for the coderivatives of the solution map (4):

(i) Assume that X, Y, Z are Banach, that ∇xf(x̄, ȳ) is surjective, and that Q = Q(y).
Then S is normally regular at (x̄, ȳ), and one has

D∗S(x̄, ȳ)(y∗) =
{

∇xf(x̄, ȳ)
∗z∗

∣

∣ − (y∗, z∗) ∈ N((0, 0); rge ˜M)
}

,

where ˜M : Y →→ Y × Z is defined by

˜M(y) :=
(

y − ȳ, ˜L(y)
)

with ˜L given in (27), and where rgeF stands for the range of a set-valued mapping
F .

(ii) Assume that X, Y, Z are Asplund and that Q is locally closed-graph around (x̄, ȳ, z̄)
with z̄ = −f(x̄, ȳ). Suppose also that either Z is finite-dimensional or Q is SNC at
(x̄, ȳ, z̄), and that

N(0; rgeL) = {0}, (28)

where the mapping L is given in (26). Then S is normally regular at (x̄, ȳ), and one
has

D∗S(x̄, ȳ)(y∗) =
{

x∗ ∈ X∗
∣

∣

∣ ∃z∗ ∈ Z∗ with

(x∗,−y∗,−z∗) ∈ N((0, 0, 0); rgeM)
}

,

where M : X × Y →→ X × Y × Z is defined by

M(x, y) :=
(

x− x̄, y − ȳ, L(x, y)
)

.

Proof. Due to (23) and to the fact that the normal cone (7) reduces for convex sets to
the classical normal cone of convex analysis, we rewrite the adjoint generalized equation
(18) as

〈

∇f(x̄, ȳ)∗z∗, (x, y)− (x̄, ȳ)
〉

+
〈

z∗, f(x̄, ȳ) + z
〉

≥ 0 for (x, y, z) ∈ gphQ.
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This is equivalent to
〈

z∗, L(x, y) + z
〉

≥ 0 whenever (x, y, z) ∈ gphQ. (29)

The latter means that w̄ = 0 is an optimal solution to the convex minimization problem:

minimize 〈z∗, w〉 subject to w ∈ Ω := rgeL.

Employing the generalized Fermat rule 0 ∈ ∂ϕ(w̄) as a necessary and sufficient condition
for minimization of the convex function ϕ(w) := 〈z∗, w〉 + δ(w; Ω) and then using the
Moreau-Rockafellar subdifferential sum rule from convex analysis, we conclude that (29)
is equivalent to the inclusion −z∗ ∈ N(0; rgeL). Thus the adjoint generalized equation
(18) has only the trivial solution if and only if the qualification condition (28) holds.

To justify the coderivative representations in (i) and (ii) under the assumptions made, we
involve similar arguments applied to the corresponding representations of Theorem 3.1.
Since convex-graph mappings are normally regular at every point of their graph, we
conclude that the solution map (4) is normally regular at (x̄, ȳ) under the assumptions of
this corollary.

The qualification condition (28) obviously holds if 0 ∈ int(rgeL), which is actually equiv-
alent to (28) if the range of L is locally closed around w̄ = 0 and SNC at this point. Note
that, due to convexity, the SNC property of the sets rgeL and gphQ can be characterized
via their finite codimensionality by [3].

Let us mention a special case of (3) when Q is given by

Q(x, y) :=

{

E if (x, y) ∈ Ω,
∅ otherwise,

(30)

where E ⊂ Z and Ω ⊂ X×Y are closed convex sets. In this case the interiority condition
0 ∈ int(rgeL) reduces to

0 ∈ int
{

f(x̄, ȳ) +∇f(x̄, ȳ)
(

Ω− (x̄, ȳ)
)

+ E
}

When Q = Q(y) in (30), the qualification condition (28) automatically holds under the
Robinson regularity condition

0 ∈ int
{

f(x̄, ȳ) +∇yf(x̄, ȳ)
(

Ω− ȳ
)

+ E
}

.

In case (30) the coderivative formulas from Corollary 3.3 can be modified accordingly.

Next we obtain efficient conditions under which the equalities in Theorem 3.1 turn into
upper estimates for coderivatives of solution maps (4) with no surjectivity and/or normal
regularity assumptions made above. Moreover, we consider general cases of nonsmooth
bases f in (3).

Theorem 3.4 (upper coderivative estimates for generalized equations). Let (x̄,
ȳ) satisfy (3), where X, Y, Z are Asplund, f : X × Y → Z is continuous around (x̄, ȳ),
and the graph of Q is closed around (x̄, ȳ, z̄) with z̄ = −f(x̄, ȳ). Then

D∗S(x̄, ȳ)(y∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃z∗ ∈ Z∗ with

(x∗,−y∗) ∈ D∗
Nf(x̄, ȳ)(z

∗) +D∗
NQ(x̄, ȳ, z̄)(z∗)

} (31)
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for both coderivatives D∗ = D∗
N , D

∗
M of the solution map (4) at (x̄, ȳ) provided that either

one of the following conditions holds:

(a) Q is SNC at (x̄, ȳ, z̄), and (x∗, y∗, z∗) = (0, 0, 0) is the only triple satisfying

(x∗, y∗) ∈ D∗
Nf(x̄, ȳ)(z

∗) ∩
(

−D∗
NQ(x̄, ȳ, z̄)(z∗)

)

; (32)

the latter is equivalent to

[

0 ∈ ∂〈z∗, f〉(x̄, ȳ) +D∗
NQ(x̄, ȳ, z̄)(z∗)

]

=⇒ z∗ = 0 (33)

if f is strictly Lipschitzian at (x̄, ȳ).

(b) f is Lipschitz continuous around (x̄, ȳ), Z is finite-dimensional, and the qualification
condition (33) is satisfied.

Proof. Taking into account the graph representation (19) for the solution map S from
(4), we apply [20, Theorem 4.4] ensuring the upper estimate

N((x̄, ȳ); g−1(Θ)) ⊂
{

D∗
Ng(x̄, ȳ)(z

∗)
∣

∣

∣ z∗ ∈ N(g(x̄, ȳ); Θ)
}

(34)

of the basic normal cone to inverse images for mappings between Asplund spaces provided
that the qualification condition

N(z̄; Θ) ∩ kerD∗
Ng(x̄, ȳ) = {0} (35)

holds and that either Θ is SNC at g(x̄, ȳ) or g−1 is PSNC at (w̄, x̄, ȳ) with w̄ := (x̄, ȳ, z̄).
By the structure of g in (21) we have

g(x, y) = (x, y, 0) + (0, 0,−f(x, y)),

which easily gives the equality

D∗
Ng(x̄, ȳ)(x

∗, y∗, z∗) = (x∗, y∗) +D∗
Nf(x̄, ȳ)(−z∗)

due to D∗
N(−f)(x̄, ȳ)(z∗) = D∗

Nf(x̄, ȳ)(−z∗) and elementary coderivative calculus. Ob-
serve that the qualification condition (35) is equivalent in this setting to the triviality
(x∗, y∗, z∗) = (0, 0, 0) for every triple satisfying (32). The latter reduces to the subdif-
ferential form (33) due to the coderivative scalarization formula from [19, Theorem 5.2].
Similarly we can derive the coderivative inclusion (31) from the one in (34).

It remains to check that the assumptions of the theorem implies the fulfillment of the
above SNC/PSNC conditions needed for the validity of (34). Since Θ = gphQ, we only
need to show that the PSNC property of g−1 at (w̄, x̄, ȳ) holds if f is Lipschitz contin-
uous around (x̄, ȳ) while Z is finite-dimensional. To proceed, we first observe that the

Fréchet coderivative ̂D∗f(x̄) defined by (8) as ε = 0 admits, for single-valued and locally
Lipschitzian mapping f : X → Y between Banach spaces, the following subdifferential
representation:

̂D∗f(x̄)(y∗) = ̂∂〈y∗, f〉(x̄), y∗ ∈ Y ∗, (36)
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via the Fréchet subdifferential of ϕ : X → IR defined by

̂∂ϕ(x̄) :=
{

x∗ ∈ X∗
∣

∣

∣

ϕ(x)− ϕ(x̄)− 〈x∗, x− x̄〉
‖x− x̄‖

≥ 0
}

. (37)

Taking this into account, we conclude by the structure of g in (21) that the PSNC prop-
erty of g−1 at (w̄, x̄, ȳ) means in this setting that for every sequences (xk, yk) → (x̄, ȳ),

(u∗
k, v

∗
k)

w∗
→ (0, 0), and

(x∗
k, y

∗
k)− (u∗

k, v
∗
k) ∈ ̂∂〈−z∗k, f〉(xk, yk) with ‖(x∗

k, y
∗
k, z

∗
k)‖ → 0

one has ‖(u∗
k, v

∗
k)‖ → 0 as k → ∞. The latter can be easily derived from (37).

Many important applications of variational systems (3) relate to the case when Q =
∂ϕ is a subdifferential operator generated by a l.s.c. function ϕ. In this case we have
D∗

NQ(x̄, ȳ) = ∂2ϕ(x̄, ȳ) by construction (17) of the second-order subdifferential, and hence
one can use advantages of the second-order subdifferential calculus. Borrowing mechanical
terminology, we label ϕ as potential.

As mentioned in Section 1, potentials ϕ are convex and parameter-independent in the
classical settings of variational inequalities and complementarity problems. In the case
of nonconvex and parameter-independent potentials the corresponding generalized equa-
tions relate to the so-called hemivariational inequalities (HVIs), which are convention-
ally considered in terms of Clarke subgradients for Lipschitz continuous functions. For
convenience we use this terminology also in the case of our basic subgradients for l.s.c.
parameter-independent potentials.

Our main attention is paid to general classes of variational systems (3), where the parame-
ter-dependent field Q = Q(x, y) is given in two composite forms involving the basic first-
order subdifferential. For convenience we call generalized equations with subdifferential
fields by generalized variational inequalities (GVIs).

The first class of GVIs under consideration concerns fields with composite potentials of
the type ϕ ◦ g, where g : X × Y → W and ϕ : W → IR are mappings between Banach
spaces. On the other words, we study solutions maps given in the composite form

S(x) :=
{

y ∈ Y
∣

∣ 0 ∈ f(x, y) + ∂(ϕ ◦ g)(x, y)
}

. (38)

Note that the range space for f and Q = ∂(ϕ◦g) in (38) is eitherX∗×Y ∗ when g = g(x, y),
or Y ∗ when g = g(y). Let us start with computing coderivatives of general HVIs with
composite (parameter-independent) potentials under certain surjectivity conditions.

Following [22], we say that a closed linear subspace L of a Banach space X is w∗-extensible

if every sequence {v∗k} ⊂ X∗ with v∗k
w∗
→ 0 as k → ∞ contains a subsequence {v∗kj} such

that each v∗kj can be extended to x∗
j ∈ X∗ with x∗

k
w∗
→ 0 as j → ∞. As shown in [22],

this property is automatic if either L is complemented in X, or the closed unit ball of X∗

is weak∗ sequentially compact. On the other hand, the w∗-extensibility property may not
hold even in some classical Banach spaces, e.g., for L = c0 with X = `∞; see [22].

Theorem 3.5 (computing coderivatives of solution maps to HVIs with com-
posite potentials). Let X, Y , and W be Banach spaces, and let (x̄, ȳ) ∈ gphS for S
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defined in (38) with g : Y → W and ϕ : W → IR. Put q̄ := −f(x̄, ȳ) ∈ ∂(ϕ ◦ g)(ȳ) and
assume the following:

(a) f : X×Y → Y ∗ is strictly differentiable at (x̄, ȳ) with the surjective partial derivative
∇xf(x̄, ȳ) : X → Y ∗.

(b) g is continuously differentiable around ȳ with the surjective derivative ∇g(ȳ) : Y →
W , and the mapping ∇g from Y to the corresponding space L(Y,W ) of linear con-
tinuous operators is strictly differentiable at ȳ.

Let v̄ ∈ W ∗ be a unique functional satisfying the relations

q̄ = ∇g(ȳ)∗v̄ and v̄ ∈ ∂ϕ(w̄) with w̄ := g(ȳ).

Then one has the inclusion

D∗
NS(x̄, ȳ)(y

∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ Y ∗∗ with x∗ = ∇xf(x̄, ȳ)
∗u,

−y∗ ∈ ∇yf(x̄, ȳ)
∗u+∇2〈v̄, g〉(ȳ)∗u+∇g(ȳ)∗∂2ϕ(w̄, v̄)

(

∇g(ȳ)∗∗u
)

}

,
(39)

which becomes an equality if the range of ∇g(ȳ)∗ is w∗-extensible in Y ∗, in particular,
when either this subspace is complemented in Y ∗ or the closed unit ball of Y ∗∗ is weak∗

sequentially compact.

Proof. It follows from Theorem 3.1(i) and the construction of ∂2(ϕ ◦ g) that

D∗
NS(x̄, ȳ)(y

∗) =
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ Y ∗∗ with x∗ = ∇xf(x̄, ȳ)
∗u,

−y∗ ∈ ∇yf(x̄, ȳ)
∗u+ ∂2(ϕ ◦ g)(ȳ, q̄)(u)

}

under the assumptions in (a). Now applying the second-order chain rule for ∂2(ϕ◦g) in the
inclusion form of [22, Theorem 4.2], we arrive at (39) if both (a) and (b) are assumed. The
equality case in (39) follows from the one in [22, Theorem 4.2] under the w∗-extensibility
assumption.

Next we obtain upper coderivative estimates for solution maps to GVIs with composite
potentials (38) depending on the parameter x under essentially less restrictive assumptions
on the mappings f and g in comparison with Theorem 3.5. To proceed, one may combine
the upper coderivative estimates for general variational systems from Theorem 3.4 with
general second-order subdifferential chain rules from [14]. We are not going to present
here the most general results in this direction, restricting for simplicity our consideration
to finite-dimensional spaces. Moreover, we confine our study to the remarkable class of
so-called “amenable" functions that are overwhelmingly encountered in finite-dimensional
composite optimization.

Recall [28] that ψ : Z → IR is strongly amenable at z̄ if there is a neighborhood U of z̄ on
which ψ can be represented in the form ψ = ϕ ◦ g with a twice continuous differentiable
mapping g : U → IRm and a proper l.s.c. convex function ϕ : IRm → IR satisfying the
qualification condition

∂∞ϕ(g(z̄)) ∩ ker∇g(z̄)∗ = {0}.
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Theorem 3.6 (coderivative estimates for solution maps to GVI’s with amenable
potentials). Let (x̄, ȳ) ∈ gphS for S defined in (38) by mappings between finite-
dimensional spaces. Assume that f is continuous around (x̄, ȳ), that the potential ψ :=
ϕ ◦ g is strongly amenable at (x̄, ȳ) satisfying the second-order qualification condition

∂2ϕ(w̄, v̄)(0) ∩ ker∇g(x̄, ȳ)∗ = {0} for all v̄ ∈ M(x̄, ȳ), (40)

where w̄ := g(x̄, ȳ) and where the set M(x̄, ȳ) is given by

M(x̄, ȳ) :=
{

v̄ ∈ W ∗∣
∣ v̄ ∈ ∂ϕ(w̄), ∇g(x̄, ȳ)∗v̄ = −f(x̄, ȳ)

}

.

Then one has the inclusion

D∗S(x̄, ȳ)(y∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ X × Y with (x∗,−y∗) ∈ D∗f(x̄, ȳ)(u)

+
⋃

v̄∈M(x̄,ȳ)

[

∇2〈v̄, g〉(x̄, ȳ)(u) +∇g(x̄, ȳ)∗∂2ϕ(w̄, v̄)
(

∇g(x̄, ȳ)u
)

]}

.

Proof. It follows from Theorem 3.4 with Q(x, y) = ∂(ϕ ◦ g) that the coderivative upper
estimate

D∗S(x̄, ȳ)(y∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ X × Y with

(x∗,−y∗) ∈ D∗f(x̄, ȳ)(u) + ∂2(ϕ ◦ g)(x̄, ȳ, q̄)(u)
}

holds for the solution set S from (38), where q̄ := −f(x̄, ȳ). Note that the subdifferential
mapping ∂(ϕ ◦ g) is always SNC in finite dimensions. Since the potential ϕ ◦ g is strongly
amenable and the second-order qualification condition (40) is assumed, we have from the
second-order subdifferential chain rule established in [14, Corollary 4.3] that

∂2(ϕ ◦ g)(x̄, ȳ, q̄)(u)

⊂
⋃

v̄∈M(x̄,ȳ)

[

∇2〈v̄, g〉(x̄, ȳ)(u) +∇g(x̄, ȳ)∗∂2ϕ(w̄, v̄)
(

∇g(x̄, ȳ)u
)

]

, u ∈ X.

Combining the two latter inclusions, we arrive at the conclusion of the theorem.

Observe that the second-order qualification condition (40) is automatic if, in particular,
either ϕ is continuously differentiable around g(x̄, ȳ) and its derivative is locally Lips-
chitzian, or the derivative operator ∇g(x̄, ȳ) : X × Y → W is surjective.

The second class of parametric GVIs under consideration involves composite fields of the
form Q(x, y) = ∂ϕ ◦ g with g : X × Y → W and ϕ : W → IR. Solution maps for such
GVIs are given by

S(x) :=
{

y ∈ Y
∣

∣ 0 ∈ f(x, y) + (∂ϕ ◦ g)(x, y)
}

, (41)

where f : X × Y → W ∗. Such systems include, in particular, perturbed implicit comple-
mentarity problems of the type: find y ∈ Y satisfying

f(x, y) ≥ 0, y − g(x, y) ≥ 0, 〈f(x, y), y − g(x, y)〉 = 0,
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where the inequalities are understood in the sense of some order on Y . Problems of this
kind frequently arise in a broad spectrum of mathematical models involving various types
of economic and mechanical equilibria; see, e.g., [9, 12, 18] and the references therein.
The following theorem summarizes results on computing and estimating coderivatives of
solution maps (41).

Theorem 3.7 (coderivatives of solution maps to GVIs with composite fields).
Let (x̄, ȳ) ∈ gphS for S defined in (41) with some mappings g : X×Y → W , f : X×Y →
W ∗, and ϕ : W → IR between Banach spaces. Denote w̄ := g(x̄, ȳ) and q̄ := −f(x̄, ȳ) ∈
∂ϕ(w̄). The following assertions hold:

(i) Assume that f is strictly differentiable at (x̄, ȳ) with the surjective partial deriva-
tive ∇xf(x̄, ȳ) and that g = g(y) is strictly differentiable at ȳ with the surjective
derivative ∇g(ȳ). Then one has

D∗
NS(x̄, ȳ)(y

∗) =
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ W ∗∗ with x∗ = ∇xf(x̄, ȳ)
∗u,

−y∗ ∈ ∇yf(x̄, ȳ)
∗u+∇g(ȳ)∗∂2ϕ(w̄, q̄)(u)

}

.

(ii) Assume that X and Y are Asplund, that W = IRm, that g : X × Y → IRm is
continuous while f : X × Y → IRm are Lipschitz continuous around (x̄, ȳ), that the
graph of ∂ϕ : IRm →→ IRm is closed around (w̄, q̄) (which is automatic when ϕ is
either locally continuous or amenable), that the qualification conditions

∂2ϕ(w̄, q̄)(0) ∩ kerD∗g(x̄, ȳ) = {0}, (42)
[

0 ∈ ∂〈u, f〉(x̄, ȳ) +D∗g(x̄, ȳ) ◦ ∂2ϕ(w̄, q̄)(u)
]

=⇒ u = 0

are fulfilled, and that either g is locally Lipschitzian around (x̄, ȳ) or X and Y are
finite-dimensional. Then one has the inclusion

D∗
NS(x̄, ȳ)(y

∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ IRm with

(x∗,−y∗) ∈ ∂〈u, f〉(x̄, ȳ) +D∗g(x̄, ȳ) ◦ ∂2ϕ(w̄, q̄)(u)
}

.
(43)

Proof. It follows from Theorem 3.4(c) with Q(x, y) = (∂ϕ ◦ g)(x, y) and from the corre-
sponding relations in (11) and (13) that

D∗
NS(x̄, ȳ)(y

∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ IRm with

(x∗,−y∗) ∈ ∂〈u, f〉(x̄, ȳ) +D∗
N(∂ϕ ◦ g)(x̄, ȳ, q̄)(u)

} (44)

in case (ii) under the qualification condition
[

0 ∈ ∂〈u, f〉(x̄, ȳ) +D∗
N(∂ϕ ◦ g)(x̄, ȳ, q̄)(u)

]

=⇒ u = 0. (45)

Moreover, (44) holds as equality, by Theorem 3.1, under the assumptions in (i).

To establish the coderivative formulas in (i) and (ii), it remains to employ the appro-
priate coderivative chain rules to represent the normal coderivative D∗

N(∂ϕ ◦ g) of the
composition. Under the surjectivity assumption on ∇g(ȳ) in (i), we have

D∗
N(∂ϕ ◦ g)(x̄, ȳ, q̄)(u) = ∇g(ȳ)∗∂2ϕ(w̄, q̄)(u)
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by [22, Theorem 3.10] in general Banach spaces, which thus implies the equality represen-
tation for the solution map coderivative D∗

NS(x̄, ȳ)(y
∗) in (i). To proceed in case (ii), we

employ the coderivative chain rule from [20, Theorem 5.6], which ensures the inclusion

D∗
N(∂ϕ ◦ g)(x̄, ȳ, q̄)(u) ⊂ D∗g(x̄, ȳ) ◦ ∂2ϕ(w̄, q̄)(u) (46)

under the second-order qualification condition (42). Substituting (46) into (44) and (45),
we get (43) under the assumptions in (ii) and complete the proof of the theorem.

4. Verifiable Conditions for Robust Lipschitzian Stability

In this section we obtain efficient conditions for robust Lipschitzian stability (in the sense
of the fulfillment of the Lipschitz-like property) of solution maps to the general parametric
variational systems under consideration and their remarkable specifications. Our sensitiv-
ity analysis is based on the dual characterizations from Theorem 2.1, the representations
for coderivatives of solutions maps developed in Section 3, and available calculus results
on the preservation of the SNC/PSNC properties under various compositions of sets and
mappings in infinite-dimensional spaces. In this way we derive sufficient conditions (as
well as necessary and sufficient conditions in some settings) for robust Lipschitzian stabil-
ity of solution maps together with the corresponding formulas for computing/estimating
the exact Lipschitzian bounds.

Let us start with characterizations of robust Lipschitzian stability for variational systems
described by generalized equations under some surjectivity/regularity assumptions.

Theorem 4.1 (characterizations of Lipschitzian stability for regular generalized
equations). Let S be the solution map (4), where f : X×Y → Z is strictly differentiable
at (x̄, ȳ) ∈ gphS, where Q : X × Y →→ Z is locally closed-graph around (x̄, ȳ, z̄) with
z̄ := −f(x̄, ȳ) and SNC at this point, and where the spaces X, Y are Asplund. The
following hold:

(i) Assume that Z is Banach, that ∇xf(x̄, ȳ) is surjective, and that Q does not de-
pend on x. Then S is Lipschitz-like around (x̄, ȳ) if the partial adjoint generalized
equation (25) has only the trivial solution. This condition is also necessary for the
Lipschitz-like property of S around (x̄, ȳ) if S is strongly coderivatively normal at
(x̄, ȳ), in particular, when Y is finite-dimensional. If in addition the space X is
finite-dimensional, then

lipS(x̄, ȳ) = sup
{

‖∇xf(x̄, ȳ)
∗z∗‖

∣

∣

∣ ∃y∗ ∈ D∗
NQ(ȳ, z̄)(z∗) with

‖∇yf(x̄, ȳ)
∗z∗ + y∗‖ ≤ 1

}

.
(47)

(ii) Assume that Z is Asplund and that Q is normally regular at (x̄, ȳ, z̄). Then S is
normally regular at (x̄, ȳ), and the condition

[

(x∗, 0) ∈ ∇f(x̄, ȳ)∗z∗ +D∗Q(x̄, ȳ, z̄)(z∗)
]

=⇒ x∗ = z∗ = 0 (48)

is sufficient for the Lipschitz-like property of S around (x̄, ȳ). This condition is
also necessary for the Lipschitz-like property of S provided that the adjoint general-
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ized equation (18) has only the trivial solution. If in addition the space X is finite-
dimensional, then

lipS(x̄, ȳ) = sup
{

‖x∗‖
∣

∣

∣ ∃z∗ ∈ Z∗ with
(

x∗ −∇xf(x̄, ȳ)
∗z∗,

−y∗ −∇yf(x̄, ȳ)
∗z∗

)

∈ D∗Q(x̄, ȳ, z̄)(z∗), ‖y∗‖ ≤ 1
}

.
(49)

In particular, for Q = Q(y) the solution map S is Lipschitz-like around (x̄, ȳ) if the
partial adjoint generalized equation (25) has only the trivial solution. This condition is
also necessary for the Lipschitz-like property of S provided that (25) admits only the trivial
solution on the subspace ker∇xf(x̄, ȳ)

∗. If in addition dimX < ∞, then lipS(x̄, ȳ) is
computed by formula (47).

Proof. In what follows we apply criterion (c) of Theorem 2.1 and the exact bound formula
(16) to the solution map (4) in the Asplund space setting. To proceed in this way, one
needs to employ the coderivative formulas from Theorem 3.1 together with appropriate
results of the SNC calculus.

Let us first prove assertion (i). By Theorem 3.1(i) one has

D∗
NS(x̄, ȳ)(0) =

{

∇xf(x̄, ȳ)
∗z∗ with z∗ ∈ Z∗ satisfying (25)

}

, (50)

from which and the surjectivity of ∇xf(x̄, ȳ) we conclude that D∗
NS(x̄, ȳ) = {0} if and

only if the partial adjoint generalized equation (25) has only the trivial solution. Further,
the representation

gphS =
{

(x, y) ∈ X × Y
∣

∣ g(x, y) ∈ gphQ
}

with g(x, y) =
(

y,−f(x, y)
)

yields by [22, Corollary 5.3] that, in the general Banach space setting, S is SNC at
(x̄, ȳ) if and only if Q is SNC at (ȳ, z̄) provided that ∇g(x̄, ȳ) is surjective. Since the
latter condition is equivalent to the surjectivity of ∇xf(x̄, ȳ) and since D∗

MS(x̄, ȳ)(y∗) ⊂
D∗

NS(x̄, ȳ)(y
∗) with the equality for strongly coderivatively normal mappings, we arrive at

all the conclusions of (i) on the Lipschitz-like property of S with the exact bound formula
(47).

To justify (ii), we observe that condition (48) implies, in particular, that the (full) adjoint
generalized equation (18) has only the trivial solution. Then Theorem 3.1(ii) ensures that
S is normally regular at (x̄, ȳ) and that D∗S(x̄, ȳ) is computed by the formula therein.
Thus one has

D∗S(x̄, ȳ)(0) =
{

x∗ ∈ X∗
∣

∣

∣ ∃z∗ ∈ Z∗ with
(

x∗ −∇xf(x̄, ȳ)
∗z∗,

−∇yf(x̄, ȳ)
∗z∗

)

∈ D∗Q(x̄, ȳ, z̄)(z∗
}

.

Hence condition (48) implies that D∗S(x̄, ȳ)(0) = {0}. Furthermore, by [22, Theorem 5.4]
and representation (19) with g defined in (20), we conclude that S is SNC at (x̄, ȳ) under
the assumptions made. Now Theorem 2.1 ensures the Lipschitz-like property of S around
(x̄, ȳ) and the exact bound formula in (ii). It follows from the above arguments that
condition (48) is also necessary for the Lipschitz-like property of S provided that (18) has
only the trivial solution.
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It remains to justify the last conclusion of the theorem for Q = Q(y). Observe that in
this case the generalized equation (18) has only the trivial solution if and only if

ker∇xf(x̄, ȳ)
∗ ∩

{

z∗ ∈ Z∗ satisfying (25)
}

= {0}.

Using this together with (50), we complete the proof of the theorem.

Corollary 4.2 (characterizations of Lipschitzian stability for generalized equa-
tions with convex-graph fields). Let S be the solution map (4) under the common

assumptions of Theorem 4.1, let the graph of Q be convex, and let the mappings M, ˜M,L
be defined in Corollary 3.3. The following assertions hold:

(i) Assume that Z is Banach, that ∇xf(x̄, ȳ) is surjective, and that Q is independent of
x. Then the condition

(0, z∗) ∈ N((0, 0); rge ˜M) =⇒ z∗ = 0

is necessary and sufficient for the Lipschitz-like property of S around (x̄, ȳ). More-
over, in this case

lipS(x̄, ȳ) = sup
{

‖∇xf(x̄, ȳ)
∗z∗‖

∣

∣

∣ − (y∗, z∗) ∈ N((0, 0); rge ˜M), ‖y∗‖ ≤ 1
}

if X is finite-dimensional.

(ii) Assume that Z is Asplund. Then the condition

(x∗, 0, z∗) ∈ N((0, 0, 0); rgeM) =⇒ x∗ = z∗ = 0

is sufficient for the Lipschitz-like property of S around (x̄, ȳ) being also necessary for
this property if N(0; rgeL) = {0}. In this case

lipS(x̄, ȳ) = sup
{

‖x∗‖
∣

∣

∣ ∃(y∗, z∗) ∈ Y ∗ × Z∗ with

(x∗,−y∗,−z∗) ∈ N((0, 0, 0); rgeM), ‖y∗‖ ≤ 1
}

if X is finite-dimensional.

Proof. If follows from Theorem 4.1 due to the coderivative representation for convex-
graph mappings; see the proof of Corollary 3.3. It can be also derived directly from
Theorem 2.1 and Corollary 3.3 similarly to the proof of Theorem 4.1.

Remark 4.3 (basic normals versus Clarke normals in Lipschitzian stability).
Observe that, due to [19, Theorem 8.11], the results of Theorem 4.1(ii) do not distin-
guish between the usage of our basic normal cone (7) and the Clarke normal cone NC [6]
to the graph of Q provided that the basic normal cone N((x̄, ȳ, z̄); gphQ) is weak∗ closed
(this is the case, in particular, when either X, Y, Z are finite-dimensional or the graph of
Q is convex as in Corollary 4.2). On the contrary, Theorem 4.1(i) strikingly does. Indeed,
a counterpart of Theorem 4.1(i) with the normal coderivative D∗

NQ(ȳ, z̄)(z∗) replaced by
the Clarke normal cone

{

(y∗, z∗) ∈ Y ∗ × Z∗∣
∣ (y∗,−z∗) ∈ NC((ȳ, z̄); gphQ)

}
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obviously provides a sufficient condition for the Lipschitz-like property of the solution
map (4) at (x̄, ȳ); cf. [1, 26]. However, the latter condition is far removed from necessity
and actually does not hold at all for a large class of set-valued mappings Q. Let us present
two examples explicitly demonstrating this phenomenon.

First consider the parametric generalized equation

0 ∈ x+ [−y, y] with x, y ∈ IR.

In this case Q(y) = [−y, y], and one may directly check that

N((0, 0); gphQ) =
{

(v, u) ∈ IR2
∣

∣

∣ |u| = |v|
}

and NC((0, 0); gphQ) = IR2.

Hence D∗Q(0, 0)(u) = {−u, u} and the condition D∗Q(0, 0)(0) = {0} is obviously fulfilled
characterizing Lipschitzian stability of (4), while its Clarke counterpart

[

(

−∇yf(x̄, ȳ)z
∗,−z∗

)

∈ NC((ȳ, z̄); gphQ)
]

=⇒ z∗ = 0 (51)

does not hold although the solution map S(x) = {y ∈ IR
∣

∣ − x ∈ [−y, y]
}

is clearly

Lipschitz-like around the reference point (0, 0).

The second example concerns the classical framework of perturbed variational inequalities
(actually complementarity problems):

find y ≥ 0 with (ay + x)(v − y) ≥ 0 for all v ≥ 0, (52)

where a ∈ IR is a given number and x ∈ IR is a perturbation parameter. This example
can be written in the generalized equation form (3) with

f(x, y) := ay + x and Q(y) :=







0 if y > 0,
IR− if y = 0,
∅ if y < 0.

It is easy to see that Q(y) = N(y; Ω) = ∂δ(y; Ω) for Ω := IR+, and therefore the (noncon-
vex) graph of Q is computed by

gphQ =
{

(y, z) ∈ IR2
∣

∣

∣ y ≥ 0, z ≤ 0, yz = 0
}

.

The basic normal cone to this graph is computed by

N((0, 0); gphQ) =
{

(v, u) ∈ IR2
∣

∣

∣ v ≤ 0, u ≥ 0
}

,

which gives the coderivative expression

D∗Q(0, 0)(u) =







0 if u > 0,
IR if u = 0,
IR− if u < 0.

This allows us to conclude by Theorem 4.1(i) that the solution map to (52) is Lipschitz-
like around (0, 0) if and only if a > 0. On the other hand, one has NC((0, 0); gphQ) = IR2
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for the Clarke normal cone, and hence the sufficient condition (51) carries no information
about Lipschitzian stability of the perturbed variational inequality (52).

It turns out that the situation in the above examples is typical for a sufficiently broad class
of variational systems including the classical variational inequalities and complementarity
problems. Considering the case when Q : IRn →→ IRn is a graphically Lipschitzian mapping
(in the sense of Rockafellar [27, 28]) of dimension n around (ȳ, z̄) (this includes maximal
monotone relations, particularly subdifferential mappings Q = ∂ϕ for convex and other
nice functions), we derive from [27] that NC((ȳ, z̄); gphQ) is a subspace of IR2n having
dimension at least n. It is easy to check that in this setting the sufficient condition (51)
implies that the dimension of the subspace NC((ȳ, z̄); gphQ) is exactly n, and hence the
graph of Q is strictly smooth [27] at (ȳ, z̄). Moreover, if Q = ∂ϕ with a proper l.s.c. convex
function on IRn, then the latter property corresponds to some second-order differentiability
of ϕ, which is very close to the classical contents; cf. [27]. Hence condition (51) involving
Clarke normals cannot actually cover standard settings of variational inequalities and
complementarity problems in finite dimensions, where ϕ is the indicator function of a
convex set. In contrast to this, we present here characterizations and/or efficient sufficient
conditions for Lipschitzian stability of such and more general variational systems in terms
of our basic normals and second-order subdifferentials.

Now we examine variational systems (4) with no surjectivity and/or regularity assump-
tions on the initial data. The following theorem gives sufficient conditions for robust
Lipschitzian stability with an upper estimate of the exact Lipschitzian bound. For sim-
plicity we consider only the case when the base f is assumed to be strictly Lipschitzian
at the reference point.

Theorem 4.4 (Lipschitzian stability for nonregular generalized equations). Let
S be the solution map (4), where f : X ×Y → Z is strictly Lipschitzian at (x̄, ȳ) ∈ gphS,
where Q : X × Y →→ Z is locally closed-graph around (x̄, ȳ, z̄) with z̄ = −f(x̄, ȳ) and SNC
at this point, and where the spaces X, Y, Z are Asplund. Assume further that

[

(x∗, 0) ∈ ∂〈z∗, f〉(x̄, ȳ) +D∗
NQ(x̄, ȳ, z̄)(z∗)

]

=⇒ x∗ = z∗ = 0. (53)

Then S is Lipschitz-like around (x̄, ȳ). If in addition dimX < ∞, we have the estimate

lipS(x̄, ȳ) ≤ sup
{

‖x∗‖
∣

∣

∣ ∃z∗ ∈ Z∗ with (x∗,−y∗) ∈ ∂〈z∗, f〉(x̄, ȳ)

+D∗
NQ(x̄, ȳ, z̄)(z∗), ‖y∗‖ ≤ 1

}

.
(54)

Proof. Observe that the assumptions made in this theorem imply the fulfillment of all
the assumptions in Theorem 3.4. Hence we have the coderivative inclusion (31) with

D∗
Nf(x̄, ȳ)(z

∗) = ∂〈z∗, f〉(x̄, ȳ), z∗ ∈ Z∗,

by the normal scalarization formula, and thus D∗
MS(x̄, ȳ)(0) = {0}. By Theorem 2.1 it

remains to show that S is PSNC at (x̄, ȳ).

Let us prove that S is actually SNC at (x̄, ȳ) due to local Lipschitz continuity of f around
this point in addition to (53) and the SNC property of Q at (x̄, ȳ, z̄). To furnish this, we
apply [20, Theorem 3.8] to the inverse image

gphS = g−1(gphQ) with g(x, y) =
(

x, y,−f(x, y)
)

.
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The only thing one needs to check is that g is PSNC at (x̄, ȳ) if f is Lipschitz continuous
around this point. Indeed, taking sequences

(x∗
k, y

∗
k) ∈ ̂D∗g(xk, yk)(u

∗
k, v

∗
k, z

∗
k) with (x∗

k, y
∗
k)

w∗
→ (0, 0) and ‖(u∗

k, v
∗
k, z

∗
k)‖ → 0

and using the scalarization formula (36) for the Fréchet coderivative, we get

(x∗
k, y

∗
k) = (u∗

k, v
∗
k) + (Ýx∗

k, Ýy
∗
k) with (Ýx∗

k, Ýy
∗
k) ∈ ̂∂〈−z∗k, f〉(xk, yk)

due to the representation g(x, y) = (x, y, 0)+(0, 0,−f(x, y)) and the elementary sum rule

with a smooth summand for Fréchet subgradients. This implies that (Ýx∗
k, Ýy

∗
k)

w∗
→ (0, 0),

and hence ‖(Ýx∗
k, Ýy

∗
k)‖ → 0 by the PSNC property of locally Lipschitzian mappings. Thus

‖(x∗
k, y

∗
k)‖ → 0 as well, i.e., g is PSNC at (x̄, ȳ).

Our next theorem gives efficient conditions ensuring robust Lipschitzian stability and
exact bound formulas of subdifferential variational systems (38) with composite potentials.

Theorem 4.5 (Lipschitzian stability for variational systems with composite
potentials). Let (x̄, ȳ) ∈ gphS for S defined in (38), where f : X × Y → X∗ × Y ∗ with

q̄ := −f(x̄, ȳ), where g : X × Y → W with w̄ := g(x̄, ȳ), and where ϕ : W → IR. The
following assertions hold:

(i) Suppose that W is Banach, X is Asplund while Y = IRm, that g = g(y), and that
assumptions (a) and (b) of Theorem 3.5 are fulfilled with v̄ defined therein. Then S
is Lipschitz-like around (x̄, ȳ) if and only if u = 0 ∈ IRm is the only vector satisfying

0 ∈ ∇yf(x̄, ȳ)
∗u+∇2〈v̄, g〉(ȳ)∗u+∇g(ȳ)∗∂2ϕ(w̄, v̄)

(

∇g(ȳ)u
)

. (55)

In in addition X is finite-dimensional, then one has

lipS(x̄, ȳ) = sup
{

‖∇xf(x̄, ȳ)
∗u‖ with

−y∗ ∈ ∇yf(x̄, ȳ)
∗u+∇2〈v̄, g〉(ȳ)∗u+∇g(ȳ)∗∂2ϕ(w̄, v̄)

(

∇g(ȳ)u
)

, ‖y∗‖ ≤ 1
}

.
(56)

(ii) Suppose that the potential ϕ ◦ g in (38) is strongly amenable, that all the spaces in
question are finite-dimensional, that f is locally Lipschitzian around (x̄, ȳ), and that
the qualification conditions (40) and

[

(x∗, 0) ∈ ∂〈u, f〉(x̄, ȳ) +
⋃

v̄∈M(x̄,ȳ)

[

∇2〈v̄, g〉(x̄, ȳ)(u)

+∇g(x̄, ȳ)∗∂2ϕ(w̄, v̄)
(

∇g(x̄, ȳ)u
)]

]

=⇒ x∗ = u = 0

(57)

are fulfilled, where the set M(x̄, ȳ) is defined in Theorem 3.6. Then S is Lipschitz-like
around (x̄, ȳ) with the exact bound estimate

lipS(x̄, ȳ) ≤ sup
{

‖x∗‖
∣

∣

∣ ∃u ∈ X × Y with (x∗,−y∗) ∈ ∂〈u, f〉(x̄, ȳ)

+
⋃

v̄∈M(x̄,ȳ)

[

∇2〈v̄, g〉(x̄, ȳ)(u) +∇g(x̄, ȳ)∗∂2ϕ(w̄, v̄)
(

∇g(x̄, ȳ)u
)]

, ‖y∗‖ ≤ 1
}

. (58)
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Proof. To prove (i), we use the coderivative representation (39) in Theorem 3.5 for
D∗

NS(x̄, ȳ) = D∗
MS(x̄, ȳ) , which holds as equality due to the finite dimensionality of Y .

Moreover, the graph of S is SNC at (x̄, ȳ), since it is the inverse image of gphQ under a
strictly differentiable mapping with the surjective derivative, whereQ = ∂(ϕ◦g) : Y →→ Y ∗

is automatically SNC; cf. the proof of Theorem 4.1(i). Thus the conditionD∗
MS(x̄, ȳ)(0) =

{0} reduces to (55), which is therefore necessary and sufficient for the Lipschitz-like
property of S by Theorem 2.1. This also implies the exact bound formula (56).

To justify (ii), we employ the coderivative inclusion

D∗S(x̄, ȳ)(y∗) ⊂
{

x∗ ∈ X∗
∣

∣

∣ ∃u ∈ X × Y with (x∗,−y∗) ∈ ∂〈u, f〉(x̄, ȳ)

+
⋃

v̄∈M(x̄,ȳ)

[

∇2〈v̄, g〉(x̄, ȳ)(u) +∇g(x̄, ȳ)∗∂2ϕ(w̄, v̄)
(

∇g(x̄, ȳ)u
)

]}

(59)

held by Theorem 3.6, by the scalarization formula for the Lipschitzian base f , and by the
qualification condition (57). Moreover, the latter condition ensures that D∗S(x̄, ȳ)(0) =
{0} by (59), and hence S is Lipschitz-like around (x̄, ȳ) with the exact bound estimate
(58) due to the upper estimate (15) from Theorem 2.1.

The last theorem of this section gives sufficient, as well as necessary and sufficient, con-
ditions for robust Lipschitzian stability of variational systems (41) with composite fields.
For simplicity we consider only the case of strictly differentiable mappings f and g in
(41).

Theorem 4.6 (Lipschitzian stability for variational systems with composite
fields). Let (x̄, ȳ) ∈ gphS with w̄ := g(x̄, ȳ) and q̄ := −f(x̄, ȳ), where S is defined in
(41), where X and Y are Asplund while W is Banach, and where g : X × Y → W and
f : X × Y → W are strictly differentiable at (x̄, ȳ). The following assertions hold:

(i) Assume that g = g(y) with the surjective derivative ∇g(ȳ), and that the partial
derivative ∇xf(x̄, ȳ) of f is also surjective. Then the condition

[

0 ∈ ∇yf(x̄, ȳ)
∗u+∇g(ȳ)∗∂2ϕ(w̄, q̄)(u)

]

=⇒ u = 0.

is sufficient for the Lipschitz-like property of S around (x̄, ȳ) being also necessary for
this property if S is strongly coderivatively normal at (x̄, ȳ). Furthermore,

lipS(x̄, ȳ) = sup
{

‖∇xf(x̄, ȳ)
∗u‖

∣

∣

∣ ∃z∗ ∈ ∂2ϕ(w̄, q̄)(u) with

‖∇yf(x̄, ȳ)
∗u+∇g(ȳ)∗z∗‖ ≤ 1

}

provided that dimX < ∞ and that ∂ϕ is SNC at (w̄, q̄).

(ii) Assume that W = IRm, that the graph of ∂ϕ is closed around (w̄, q̄), and that

∂2ϕ(w̄, q̄)(0) ∩ ker∇g(x̄, ȳ)∗ = {0}, ∂2ϕ(w̄, q̄)(0) ⊂ ker∇xg(x̄, ȳ)
∗, (60)

[

0 ∈ ∇yf(x̄, ȳ)
∗u+∇yg(x̄, ȳ)

∗∂2ϕ(w̄, q̄)(u)
]

=⇒ u = 0. (61)

Then S is Lipschitz-like around (x̄, ȳ). Furthermore,

lipS(x̄, ȳ) ≤ sup
{

‖x∗‖
∣

∣

∣ ∃u ∈ IRm, y∗ ∈ ∇yg(x̄, ȳ)
∗∂2ϕ(w̄, q̄)(u) with

x∗ −∇xf(x̄, ȳ)
∗u ∈ ∇xg(x̄, ȳ)

∗∂2ϕ(w̄, q̄)(u), ‖∇yf(x̄, ȳ)
∗u+ y∗‖ ≤ 1

}

.
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if in addition dimX < ∞.

Proof. To justify (i), we use the coderivative representation from Theorem 3.7(i) and
then apply Theorem 2.1 observing that the SNC property of ∂ϕ at (w̄, q̄) yields the one
for S at (x̄, ȳ) due to

gphS = {(x, u) ∈ X × Y
∣

∣ g(x, y) ∈ gph (∂ϕ ◦ g)
}

and the corresponding results of SNC calculus from [22, Corollary 5.3] and [20, Theo-
rem 3.8].

To prove (ii), we apply the coderivative inclusion from Theorem 3.7(ii) held under the
qualification conditions (60), and then use the basic characterization of the pseudo-
Lipschitzian property from Theorem 2.1, which gives (61). It remains to observe that,
as shown in the proof of Theorem 3.7(ii), the composition ∂ϕ ◦ g is SNC at (x̄, ȳ, q̄) un-
der the assumptions made. Hence S is SNC at (x̄, ȳ), which completes the proof of the
theorem.

To conclude this paper, we observe that practical implementations of the obtained re-
sults on robust Lipschitzian stability for variational systems of types (38) and (41), which
are the most interesting in applications, require computing/estimating the second-order
subdifferentials of potentials ϕ presented in the above theorems. This have been effi-
ciently done for various classes of extended-real-valued functions particularly arising in
frameworks of complementarity problems, parametric mathematical programs (including
those with equilibrium constraints), mechanical and economic equilibria, etc.; see, e.g.,
[7, 12, 18, 30] and the references therein.
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[28] R. T. Rockafellar, R. J.-B. Wets: Variational Analysis, Grundlehren der Mathematischen
Wissenschaften 317, Springer, Berlin (1998).
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