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The aim of the paper is to extend to the setting of uniformly convex Banach spaces the results obtained for prox-regular sets in Hilbert spaces. Prox-regularity of a set $C$ at a point $x \in C$ is a variational condition related to normal vectors and which is common to many types of sets. In the context of uniformly convex Banach spaces, the prox-regularity of a closed set $C$ at $x$ is shown to be still equivalent to the property of the distance function $d_C$ to be continuously differentiable outside of $C$ on some neighbourhood of $x$. Additional characterizations are provided in terms of metric projection mapping. We also examine the global level of prox-regularity corresponding to the continuous differentiability of the distance function $d_C$ over an open tube of uniform thickness around the set $C$.
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The differentiability of the distance function $d_C$ to a nonempty closed subset $C$ of a Banach space $X$ and the single valuedness of the metric projection mapping $P_C$ are longstanding subjects of study. For a convex set $C$, the differentiability of $d_C$ and the single valuedness and continuity of $P_C$ on the whole space $X$ are well known in smooth Banach spaces. In the finite dimensional Euclidean case, Motzkin [36] seems to be the first to prove that a nonempty closed set $C$ is convex if and only if its metric projection mapping $P_C$ is single-valued everywhere. In the Hilbert setting, Klee [29] proved that for weakly closed sets $C$, the convexity of $C$ is also characterized in this way. The characterization in the
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Hilbert setting of the convexity of a norm closed set \( C \) by the metric projection mapping \( P_C \), being single-valued and norm-to-weak continuous is due to Asplund [1]. When the dual space of \( X \) is rotund, Vlasov [46] extended in some sense Asplund’s result by showing that a norm closed set \( C \) of \( X \) is convex if and only if the metric projection mapping is single-valued and norm-to-norm continuous. See also [45] for the case of approximately compact sets.

Using the original result by S. Fitzpatrick [27] reducing the differentiability of \( d_C \) to its Gâteaux directional derivability in a certain key direction, Borwein, Fitzpatrick and Giles [6] characterized closed convex sets \( C \) of a Banach space \( X \) with rotund dual as closed sets \( C \) for which the distance function \( d_C \) is Gâteaux differentiable on \( X \setminus C \) with \( \|\nabla^G d_C(x)\| = 1 \) for all \( x \in X \setminus C \). This result of Fitzpatrick will be stated below as a theorem (see Theorem 4.4) because of its importance.

In order to extend the Steiner polynomial formula concerning the \( n \)-dimensional measure of the \( r \)-neighbourhood (with respect to the Euclidean norm) of a closed convex subset or a compact \( C^2 \)-submanifold of \( \mathbb{R}^n \) to a much larger class of sets, Federer [26] introduced the concept of subsets of \( \mathbb{R}^n \) with positive reach. For a nonempty closed set \( C \subset \mathbb{R}^n \), denoting by \( \text{Unp}(C) \) the set of all points \( x \in \mathbb{R}^n \) for which \( C \) contains a unique nearest point to \( x \), Federer defined its reach (that he denoted by \( \text{reach}(C) \)) as the largest \( r \) (possibly \( +\infty \)) such that \( \{ x \in \mathbb{R}^n : 0 < d_C(x) < r \} \subset \text{Unp}(C) \). Then, he declared \( C \) to be positively reached whenever \( \text{reach}(C) > 0 \) and established, among other results, that \( d_C \) is continuously differentiable on the set \( \{ x \in \mathbb{R}^n : 0 < d_C(x) < \text{reach}(C) \} \). Note that Federer also worked, for a fixed point \( \bar{x} \in C \) with \( \text{reach}(C, \bar{x}) \), i.e., the supremum of all \( r > 0 \) such that the open ball centered at \( \bar{x} \) with radius \( r \) is included in \( \text{Unp}(C) \). Considering, in Hilbert space, the concept of \( p \)-convex set \( C \) of Degiovanni, Marino and Tosques [21], Canino [12] established that on a suitable open neighbourhood of \( C \) the metric projection mapping \( P_C \) is single-valued and locally Lipschitz continuous. Staying on the global level in Hilbert space, Clarke, Stern and Wolenski [16] introduced and studied the proximally smooth sets. Such sets correspond to closed sets \( C \) for which the distance function \( d_C \) is continuously differentiable on an open tube around \( C \) of the type

\[
U_C(r) := \{ u \in X : 0 < d_C(u) < r \}
\]

for some \( r > 0 \). In view of Federer’s result recalled above, in finite dimensions those sets are positively reached and vice versa. Clarke, Stern and Wolenski characterized, in Hilbert space, proximal smooth sets in several interesting ways, in particular in terms of proximal normals and proximal mapping \( P_C \). They also provided (in finite dimensions) a detailed analysis of locally Lipschitz continuous functions for which the epigraph is proximally smooth. Another previous interesting result was obtained by Shapiro [42] on the local level, in the Hilbert setting. He proved, for a closed set \( C \) and a point \( \bar{x} \in C \), that the metric projection mapping \( P_C \) is single-valued on a neighbourhood of \( \bar{x} \) whenever the distance to the general Boulingand contingent cone to \( C \) satisfies a property referred to as the Shapiro property by Poliquin, Rockafellar and Thibault [39].

On the local level, in the study of sets \( C \) for which \( d_C \) is locally differentiable and its consequences for the metric projection mapping \( P_C \), Poliquin, Rockafellar and Thibault [39] recently made advance in the Hilbert setting with a different point of view, by making the link with the local property of \( C \) called prox-regularity. This property has been introduced as a new important regularity in variational analysis by Poliquin and Rock-
afellar [38]. They defined this concept for functions and for sets, and studied it in the finite dimensional setting. Rich geometric implications and characterizations of such a concept were obtained by Poliquin, Rockafellar and Thibault. In their work [39], they relied, in Hilbert space, on the prox-regularity of a closed set \( C \) at \( x \in C \) and characterized it in terms of \( d_C \) and \( P_C \), e.g. \( d_C \) being continuously differentiable outside of \( C \) on a neighbourhood of \( x \) or \( P_C \) being single-valued and norm-to-weak continuous on this same neighbourhood. They also gave a subdifferential characterization of such sets with the normal cone to \( C \). Coming back to the global level, they showed that proximally smooth sets are exactly uniformly prox-regular sets and provided new insights on those sets.

Our main aim is to extend the scope of those results to the more general setting of uniformly convex Banach spaces (e.g. \( l_p \), \( L^p \) and \( W^{p,m} \) with \( 1 < p < \infty \)) and to find their analogues in the context of such spaces. We will rely on a property that we introduce, analogous to the prox-regularity.

The paper is organized as follows. In Section 2 we give the necessary notation and preliminaries. In Section 3 we consider the definition and the first properties of prox-regular sets on a uniformly convex Banach space \( X \). We also introduce related definitions for functions and for set-valued mappings. Section 4 is devoted to the study of properties of local Moreau envelopes of functions on \( X \). In Section 5 we establish several characterizations of prox-regular sets in \( X \) (see Theorem 4.9) extending in this way the results of [39]. In the final Section 6 we use some techniques developed in the previous sections to obtain in Theorem 5.2 various results similar to the characteristic Theorem 4.9 but on the global level of proximally smooth sets. So, with Theorems 4.9 and 5.2 we extend several results of [26], [12], [16], [39], and [17].

1. Notation and preliminaries

We begin by recalling some of the properties of uniformly convex Banach spaces which can be found in [23, 11, 2, 22].

For a Banach space \( X \) the following are equivalent:

(X1) \( X \) has an equivalent uniformly convex norm \( \| \cdot \| \), i.e., such that its modulus of convexity

\[
\delta_{\|\cdot\|}(\varepsilon) := \inf \left\{ 1 - \frac{\|x+y\|}{2} : \|x\| = \|y\| = 1, \|x-y\| \geq \varepsilon \right\}
\]

satisfies \( \delta_{\|\cdot\|}(\varepsilon) > 0 \) for all \( \varepsilon \in [0, 2] \).

(X2) \( X \) has an equivalent uniformly convex norm \( \| \cdot \| \) with modulus of convexity of power type \( q \), i.e., for some \( k > 0 \) one has \( \delta_{\|\cdot\|}(\varepsilon) \geq k\varepsilon^q \), for all \( \varepsilon \in [0, 2] \). From Dvoretzky’s theorem necessarily \( q \geq 2 \).

(X3) \( X \) has an equivalent uniformly smooth norm \( \| \cdot \| \), i.e., such that its modulus of smoothness

\[
\rho_{\|\cdot\|}(\tau) := \frac{1}{2} \sup \{\|x+y\| + \|x-y\| - 2 : \|x\| = 1, \|y\| \leq \tau \}
\]

satisfies \( \lim_{\tau \downarrow 0} \rho_{\|\cdot\|}(\tau) = 0 \).

(X4) \( X \) has an equivalent uniformly smooth norm \( \| \cdot \| \) with modulus of smoothness of power type \( s \), i.e., such that for some \( c > 0 \) one has \( \rho_{\|\cdot\|}(\tau) \leq c\tau^s \) for all \( \tau \geq 0 \). From Dvoretzky’s theorem necessarily \( 1 < s \leq 2 \).
(X5) $X$ has an equivalent norm which is both uniformly convex and uniformly smooth and which has moduli of convexity and smoothness of power type.

It is well-known (see [23, 32, 33]) that all Hilbert spaces $H$ and the Banach spaces $L^p$, $L^p$, and $W^p_0$ ($1 < p < \infty$) all are (for their usual norms) uniformly convex and uniformly smooth with moduli of convexity and smoothness of power type. More precisely, for $\varepsilon \in [0, 2]$ and $\tau \geq 0$

$$\delta_H(\varepsilon) = 1 - \sqrt{1 - (1/4)\varepsilon^2} \geq \varepsilon^2/4,$$

$$\delta_{L^p}(\varepsilon) = \delta_{W^p_0}(\varepsilon) = \left\{ \begin{array}{ll} \frac{p-1}{8}\varepsilon^2 + o(\varepsilon^2) > \frac{p-1}{8}\varepsilon^2, & 1 < p < 2, \\ 1 - \left[ 1 - \left( \frac{\varepsilon}{2} \right)^p \right]^{1/p} > \frac{1}{p} \left( \frac{\varepsilon}{2} \right)^p, & p \geq 2, \end{array} \right.$$

$$\rho_H(\tau) = (1 + \tau^2)^{1/2} - 1 < \tau,$$

$$\rho_{L^p}(\tau) = \rho_{W^p_0}(\tau) = \left\{ \begin{array}{ll} (1 + \tau^p)^{1/p} - 1 < \frac{1}{p}\tau^p, & 1 < p < 2, \\ \frac{p-1}{2}\tau^2 + o(\tau^2) < \frac{p-1}{2}\tau^2, & p \geq 2. \end{array} \right.$$

Throughout the paper we will work in a uniformly convex Banach space $X$ which is equipped with an equivalent norm $\| \cdot \|$ that satisfies (X5). Such a norm is a Kadec norm, i.e., it satisfies the property that whenever $x_n \rightharpoonup x$ with $\|x_n\| \rightharpoonup \|x\|$, then $x_n \overset{\| \cdot \|}{\rightharpoonup} x$.

Let $q$ and $s$ be the power types of moduli of convexity and smoothness of $\| \cdot \|$, respectively. Then $X^*$ is also uniformly convex and its dual norm has modulus of convexity of power type $q^* = s(s - 1)^{-1}$ and modulus of smoothness of power type $s^* = q(q - 1)^{-1}$. We will denote by $B$ the closed unit ball of $X$, and by $B[x, r]$ (resp. $B(x, r)$) the closed (resp. open) ball with center $x$ and radius $r$. The mapping $J : X \to X^*$ defined by

$$J(x) = \{ x^* \in X^* : \langle x^*, x \rangle = \| x^* \| \cdot \| x \|, \quad \| x^* \| = \| x \| \}$$

is generally called the normalized duality mapping. Let us put together, in the context of uniformly convex Banach space $X$ satisfying (X5), some of its properties that we will use throughout the paper (see [13]):

(J) The mapping $J : X \to X^*$ is single-valued, bijective and norm-to-norm uniformly continuous on bounded sets, $J(\lambda x) = \lambda J(x)$ for all $\lambda \in \mathbb{R}$, $\|J(x)\| = \|x\|$, and $J(x) = \nabla \frac{1}{2}\|\cdot\|^2(x)$ for all $x \in X$.

An analogous property ($J^*$) holds for the normalized duality mapping $J^* : X^* \to X$. Moreover, $J^* = J^{-1}$.

It is known (see e.g. [47]), that for $r > 0$ there exist positive constants $K_r$, $K'_r$ such that

$$\langle J(x) - J(y), x - y \rangle \geq K_r \|x - y\|^q, \quad \forall x, y \in rB,$$

$$\|J(x) - J(y)\| \leq K'_r \|x - y\|^q, \quad \forall x, y \in rB. \tag{1}$$

The space $X \times \mathbb{R}$ will be endowed with the norm $\| \cdot \|$ given by $\|(x, r)\| = \sqrt{\|x\|^2 + r^2}$. So, for the normalized duality mapping $J_{X \times \mathbb{R}} : X \times \mathbb{R} \to X^* \times \mathbb{R}$ associated with the norm $\| \cdot \|$, one has the equality

$$J_{X \times \mathbb{R}}(x, r) = (J(x), r). \tag{3}$$
Recall that a normed vector space \((Y, \| \cdot \|)\) is \textit{rotund} or \textit{strictly convex} provided for any \(y, y' \in Y\) with \(\|y\| = \|y'\| = 1\) and \(y \neq y'\) one has \(\|\frac{1}{2}(y + y')\| < 1\). According to (X1), the uniform convexity holds when this inequality is fulfilled in some uniform way. Recall (see for example [22]) that the strict convexity of the norm \(\| \cdot \|\) is equivalent to require for any non zero \(y, y' \in Y\), \(y \neq y'\) the equality
\[
\|y + y'\| = \|y'\| + \|y\|
\] (4)
to entail \(y' = \mu y\) for some \(\mu > 0\).

We will need the following elementary result concerning nearest points of a closed subset \(C\) to a point in \(Y\). It can be found in Hilbert space for example in [15, p. 4]. It must also be known in the general strictly convex setting but we did not find it in the literature. Recall that for any \(u \in Y\) the notation \(P_C(u)\) means the set of all nearest points of \(C\) to the point \(u\).

**Lemma 1.1.** Let \((Y, \| \cdot \|)\) be a strictly convex normed vector space, \(C\) be a closed subset of \(Y\) and \(u \notin C\). Assume that \(P_C(u) \neq \emptyset\). Then for any \(p \in P_C(u)\) and any \(t \in ]0, 1[, \) one has \(P_C(u + t(p - u)) = \{p\}\).

**Proof.** The case \(t = 1\) being obvious, we may suppose \(t \in ]0, 1[\). Putting \(u_t := u + t(p - u)\) we have
\[
\|u_t - p\| = \|u + t(p - u) - p\| = (1 - t)\|u - p\| = (1 - t)d_C(u).
\]
Further, for any \(y \in C\),
\[
\|u_t - y\| = \|u + t(p - u) - y\| \geq \|u - y\| - t\|u - p\|
\]
\[
\geq d_C(u) - t\|u - p\|
\]
\[
= (1 - t)d_C(u)
\]
\[
= \|u_t - p\|,
\]
and hence \(p \in P_C(u_t)\).

Suppose that there exists \(p_t \neq p\) with \(p_t \in P_C(u_t)\). Then setting \(y = p_t\) in the above sequence of inequalities we obtain
\[
d_C(u_t) = \|u_t - p_t\| = \|u - p_t + t(p - u)\| \geq \|u - p_t\| - t\|u - p\|
\]
\[
\geq d_C(u) - t\|u - p\|
\]
\[
= \|u_t - p\| = d_C(u_t).
\]

All the last inequalities are then equalities and hence
\[
\|u - p_t\| = d_C(u)\] (5)
and
\[
\|u - p_t\| = \|u - p_t + t(p - u)\| + \|t(u - p)\|.
\]

Further, obviously \(t(u - p) \neq 0\), and one also has \(u - p_t + t(p - u) \neq 0\) since \(\|u - p_t + t(p - u)\| \geq (1 - t)d_C(u)\). So, because of the rotundity, the last equality above entails (see (4)) that there exists \(\mu > 0\) with
\[
u - p_t + t(p - u) = \mu t(u - p),\]
that is,
\[ u - p_t = t(\mu + 1)(u - p). \]  

Using (5) and taking the norm of both members of (6) yield \( d_C(u) = t(\mu + 1)d_C(u) \) and since \( d_C(u) > 0 \) we have \( t(\mu + 1) = 1 \). Putting this value in (6) gives \( p_t = p \), which completes the proof. \( \square \)

For a set \( C \subset X \) we will denote by \( \text{cl} C \) its norm closure in \( X \). A vector \( p \in X \) is said to be a proximal normal vector to \( C \) at \( x \in \text{cl} C \) (see [8]) if there are \( u \notin \text{cl} C \) and \( r > 0 \) such that \( p = r^{-1}(u - x) \) and \( \|u - x\| = d_C(u) \). It is known according to Lau theorem [30] that in any reflexive Banach space endowed with a Kadec norm, the set of those points which have a nearest point to any fixed closed subset is a dense set. In the appropriately renormed space \( X \) we are working in, the above property holds and hence there are proximal normal vectors at any point of some dense subset of the boundary of \( C \). Observe that the proximal normality of a non-zero \( p \in X \) to \( C \) at \( x \in \text{cl} C \) corresponds to the existence of some \( r > 0 \) such that \( x \in P_{\text{cl} C}(x + rp) \). The cone of all such vectors \( p \), together with the origin, will be denoted by \( N_C(x) \).

The concept is local in the sense that for any \( u \notin \text{cl} C \) and any closed ball \( V := B[x, \beta] \) centered at \( x \in \text{cl} C \) such that \( \|u - x\| = d_{C\cap V}(u) \) one has \( u - x \in N_C(x) \). Indeed, put \( \rho := d_{C\cap V}(u) > 0 \) and \( u_t := x + t(u - x) \) for any fixed positive \( t < \min(1, \frac{\beta}{2\rho}) \). Observe first that \( u_t \in \text{int} V \) according to the inequality \( t < \frac{\beta}{2\rho} \) and hence \( u_t \notin \text{cl} C \) because otherwise one would get \( u_t \in \text{cl} (C \cap V) \) and
\[ \|u_t - u\| = (1 - t)\|u - x\| < d_{C\cap V}(u) \]
which would be a contradiction. Further \( \|u_t - x\| = t\rho \) and, on the one hand, for any \( y \in C \cap V \) one can write
\[ \|u_t - y\| = \|u + (1 - t)(x - u) - y\| \geq \|u - y\| - (1 - t)\|u - x\| \geq t\rho = \|u_t - x\|. \]
On the other hand, for any \( y \in C \setminus V \) one has
\[ \|u_t - y\| \geq \|y - x\| - \|u_t - x\| > \beta - t\|u - x\| = \beta - t\rho > t\rho = \|u_t - x\|, \]
the last inequality being due to the choice of \( t \). So \( \|u_t - x\| = d_C(u_t) \) and hence by the definition of \( N_C(x) \) we have
\[ u - x = t^{-1}(u_t - x) \in N_C(x). \]  

A functional \( p^* \in X^* \) is said to be a proximal normal functional to \( C \) at \( x \in \text{cl} C \) (see [8]) if there are \( u \notin \text{cl} C \) and \( r > 0 \) such that \( p^* = r^{-1}J(u - x) \) and \( \|u - x\| = d_C(u) \). Or, equivalently, a non-zero \( p^* \in X^* \) is a proximal normal functional to \( C \) at \( x \in \text{cl} C \) if there exists \( r > 0 \) such that \( x \in P_{\text{cl} C}(x + rJ^*(p^*)) \). The cone of all such functionals \( p^* \), together with the origin, will be denoted by \( N^*_C(x) \). One easily verifies that if \( p \in N_C(x) \), then \( J(p) \in N^*_C(x) \), and that if \( p^* \in N^*_C(x) \), then \( J^*(p^*) \in N_C(x) \). Hence, \( N_C(x) \) and \( N^*_C(x) \) completely determine each other.

A functional \( x^* \in X^* \) is said to be a Fréchet normal functional (see [8]) to \( C \) at \( x \) if for any \( \varepsilon > 0 \) there exists a neighbourhood \( U_{\varepsilon} \) of \( x \) such that the inequality \( \langle x^*, x' - x \rangle - \varepsilon\|x' - x\| \leq 0 \) holds for all \( x' \in C \cap U_{\varepsilon} \).
As the norm of our space \( X \) is Fréchet differentiable away from the origin, it is not difficult to verify that for any closed subset \( C \subset X \) and any \( x \in \text{cl} \, C \), any proximal normal functional to \( C \) at \( x \) is also a Fréchet normal functional to \( C \) at \( x \) (see [8], Corollary 3.1).

Let \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a lower semicontinuous (lsc) function. By definition, the effective domain of \( f \) is the set \( \text{dom} \, f := \{ x \in X : f(x) < +\infty \} \) and the epigraph of \( f \) is the set \( \text{epi} \, f := \{(x,r) \in X \times \mathbb{R} : f(x) \leq r \} \). Let \( x \in \text{dom} \, f \). We say that \( p^* \in X^* \) is a proximal subgradient of \( f \) at \( x \) if \((p^*,-1) \in N^*_{\text{epi}}(x,f(x))\). The proximal subdifferential of \( f \) at \( x \), denoted by \( \partial_p f(x) \), consists of all such functionals. Thus, we have \( p^* \in \partial_p f(x) \), if and only if, \((p^*,-1) \in N^*_{\text{epi}}(x,f(x))\).

The functional \( x^* \in X^* \) is said to be an analytical characterization in the sense that \( x^* \) is the set \( \text{epi} \, f \) at \( x \) if \((x^*,-1) \in N^*_{\text{epi}}(x,f(x))\).

The proximal subdifferential of \( f \) at \( x \), denoted by \( \partial_p f(x) \), consists of all such functionals. If \( x \notin \text{dom} \, f \) then all subdifferentials of \( f \) at \( x \) are empty, by convention. It is known that for a lsc function \( f \) on a reflexive Banach space with a Kadec and Fréchet differentiable norm (in particular, on \( X \)), the set \( \text{dom} \, \partial_p f \) is dense in \( \text{dom} \, f \) (see [9], Theorem 7.1). Moreover, from what we saw above, \( \partial_p f(x) \subset \partial_p f(x) \) for all \( x \in X \). The Fréchet subdifferentials are known (see [28]) to have an analytical characterization in the sense that \( x \in \partial_F f(x) \), if and only if,

\[
\liminf_{y \to x} \frac{f(y) - f(x) - \langle x^*, y - x \rangle}{\|y - x\|} \geq 0.
\]

When \( \partial_F f(x) \neq \emptyset \), one says that \( f \) is Fréchet subdifferentiable at the point \( x \).

As usual, we will denote by \( \psi_C \) the indicator function of a closed set \( C \subset X \), i.e., \( \psi_C(y) = 0 \) if \( y \in C \) and \( \psi_C(y) = +\infty \) otherwise. It is easily checked that \( \partial_p \psi_C(x) = N^*_C(x) \) for any \( x \in C \).

Like for the proximal normal cone in Hilbert space (see [16] and [10]) one can express, in our uniformly convex space \( X \), the proximal normal functional cone to \( C \) in terms of the proximal subdifferentiation of \( d_C \). We denote by \( \mathbb{B}^* \) the closed unit ball of \( X^* \) and by \( C(\rho) := \{ u \in X : d_C(u) \leq \rho \} \).

**Proposition 1.2.** For any closed subset \( C \) of \( X \) and any \( x \in C \),

\[
\partial_p d_C(x) = N^*_C(x) \cap \mathbb{B}^*.
\]

**Proof.** The inclusion \( x^* \in \partial_p d_C(x) \) means \((x^*,-1) \in N^*_{\text{epi}} d_C(x,0)\), or equivalently, for any \( t > 0 \) small enough,

\[
\inf_{(y,\lambda) \in \text{epi} \, d_C} \{ \|x + tv - y\|^2 + (-t - \lambda)^2 \} = t^2 \|v\|^2 + t^2,
\]

where \( v = J^*(x^*) \). This entails that

\[
\inf_{y \in C} \{ \|x + tv - y\|^2 \} = t^2 \|v\|^2,
\]

hence \( v \in N_C(x) \). Further (8) ensures for all \( y \in X \) that

\[
\|x + tv - y\|^2 + 2td_C(y) + d_C^2(y) \geq t^2 \|v\|^2
\]

and since \( -2tJ(v) = \nabla (-\| \cdot \|^2)(tv) \), for each \( \epsilon > 0 \) there exists some positive number \( r < \epsilon \) such that for all \( y \in B[x,r] \)

\[
2t\langle -J(v), x - y \rangle \leq \epsilon \|x - y\| + 2td_C(y) + d_C^2(y)
\]

The inclusion \( x^* \in \partial_p d_C(x) \) means \((x^*,-1) \in N^*_{\text{epi}} d_C(x,0)\), or equivalently, for any \( t > 0 \) small enough,
and taking the inequality \(d_C(y) \leq \|x - y\|\) into account we see that
\[
2t(-J(v), x - y) \leq (\varepsilon + 2t + \|x - y\|)\|x - y\| \leq (2\varepsilon + 2t)\|x - y\|.
\]

This easily yields \(\|v\| = \| - J(v)\| \leq 1\) and hence \(x^* \in N_C^c(x) \cap \mathbb{B}^*\).

Take conversely \(x^* \in N_C^c(x) \cap \mathbb{B}^*\). Put \(v = J^*(x^*)\) and choose \(t > 0\) small enough that \(d_C^2(x + tv) = t^2\|v\|^2\). Then
\[
\inf_{y \in X} \{\|x + tv - y\|^2 + (t + d_C(y))^2\} = \inf_{\rho \geq 0} h(\rho),
\]
where \(h(\rho) := \inf_{y \in C(\rho)} \{\|x + tv - y\|^2 + (t + \rho)^2\}\). Obviously we have the equality \(h(\rho) = d_C^2(x + tv) + (t + \rho)^2\). Consider two cases:
- If \(d_C(x + tv) \leq \rho\), then \(h(\rho) = (t + \rho)^2 \geq t^2 + d_C^2(x + tv)\).
- If \(d_C(x + tv) > \rho\), using Lemma 3.1 in [10] or Lemma 5.3 in Section 6, we have \(d_C(x + tv) = d_C(x + tv) - \rho\) and thus,
\[
h(\rho) = d_C^2(x + tv) + t^2 + 2\rho(t + \rho - d_C(x + tv)) \geq d_C^2(x + tv) + t^2.
\]

The last estimation comes from the fact that \(\|v\| \leq 1\).

Finally, making use of the above inequalities and of the equality \(d_C^2(x + tv) = t^2\|v\|^2\) we obtain
\[
\inf_{y \in X} \{\|x + tv - y\|^2 + (t + d_C(y))^2\} = t^2\|v\|^2 + t^2,
\]
which entails that \((v, -1)\) is in \(N_{\text{epi } d_C}(x, 0)\) or, in other words, that \(x^* \in \partial_p d_C(x)\). \(\square\)

### 2. Prox-regular sets

The concept of prox-regularity was introduced for functions from \(\mathbb{R}^n\) into \(\mathbb{R} \cup \{+\infty\}\) by Poliquin and Rockafellar in [38], extending the class of primal lower nice (pln) functions previously considered by Poliquin in [37]. The class of pln functions considerably enlarged the scope of functions that possess, like convex functions, good properties as regards regularization, integrability or subdifferential determination, generalized second-order behavior etc, see [37, 31, 5, 34] and the references therein. The introduction of prox-regular functions in [38] has been motivated by the study of second-order properties of some non convex functions. A subset of \(\mathbb{R}^n\) is defined to be prox-regular in [38] when its indicator function is prox-regular. The concept of prox-regularity of sets has then been studied and developed in Hilbert space in [39] by Poliquin, Rockafellar and Thibault who showed in particular its rich geometric implications.

The prox-regularity property for a closed set \(C\) is, like for functions, local and directional, concerning a point \(\pi \in C\) and a direction \(\pi \in N_C(\pi)\). If the property holds for all possible proximal normal vectors to \(C\) at \(\pi\), the set is said to be prox-regular at \(\pi\). Considering the prox-regularity at a point, Poliquin, Rockafellar and Thibault [39] showed it to be a localization of Federer’s positive reach concept (see [26]) or proximal smoothness property of Clarke, Stern and Wolenski [16]. The localization of the mentioned behavior is made clear by the fact that the authors showed in [39] the equivalence of the prox-regularity of a set \(C\), of the local single valuedness and continuity of the metric projection mapping \(P_C\), and of the local \(C^1\) regularity of the square distance function \(d_C^2\) to \(C\) among other
characterizations. Their approach allowed them to retrieve also the important global level results of [16].

Before extending the above concepts to uniformly convex spaces, we must point out that, in addition to Federer’s study of Steiner polynomial formula (see [26]) and Canino’s work related to geodesics, the first strong applications of proximal smoothness of sets to Control theory has been provided by Clarke, Ledyaev, Stern and Wolenski [15]. For other recent applications to evolution problems with moving sets putting in light the amenability of prox-regular and proximally smooth sets, we refer to [24, 43].

Our extension of the definition of a prox-regular set to our setting will use the duality mapping as follows, in order to find striking characterizations of prox-regularity like in the Hilbert space setting.

**Definition 2.1.** A closed set \( C \subseteq X \) is called prox-regular at \( \overline{x} \in C \) for \( p^* \in N^*_C(\overline{x}) \) if there exist \( \varepsilon > 0 \) and \( r > 0 \) such that for all \( x \in C \) and for all \( p^* \in N^*_C(x) \) with \( \|x - \overline{x}\| < \varepsilon \) and \( \|p^* - \overline{p}^*\| < \varepsilon \) the point \( x \) is a nearest point of \( \{x' \in C : \|x' - \overline{x}\| < \varepsilon\} \) to \( x + r J^*(p^*) \). The set \( C \) is prox-regular at \( \overline{x} \) if this property holds for all \( \overline{p}^* \in N^*_C(\overline{x}) \).

The following proposition shows that the prox-regularity concept for subsets of \( X \) in fact does not depend on any direction. The first part of its proof reproduces ideas of the proof of Proposition 1.2 in [39].

**Proposition 2.2.** A closed set \( C \subseteq X \) is prox-regular at \( \overline{x} \), if and only if, it is prox-regular at \( \overline{x} \) for \( p^* = 0 \). If the closed set \( C \) is prox-regular at \( \overline{x} \) for \( p^* = 0 \) with \( \varepsilon \) and \( r \), then for all \( x \in C \) with \( \|x - \overline{x}\| < \varepsilon \) and for all \( p^* \in N^*_C(x) \) with \( \|p^*\| \leq \varepsilon \)

\[
0 \geq (J[J^*(p^*) - r^{-1}(x' - x)], x' - x), \quad \forall x' \in C \text{ with } \|x' - \overline{x}\| < \varepsilon. \tag{9}
\]

**Proof.** Obviously, if \( C \) is prox-regular at \( \overline{x} \) for all \( p^* \in N^*_C(\overline{x}) \) then it is so for \( p^* = 0 \). To establish the converse, let us assume that \( C \) is prox-regular at \( \overline{x} \) for \( p^* = 0 \) with \( \varepsilon > 0 \) and \( r > 0 \). Take any \( \overline{p}^* \in N^*_C(\overline{x}) \) with \( \overline{p}^* \neq 0 \), and set \( \varepsilon' := \min\{\varepsilon/2, \|\overline{p}^*\|/2\} \). For \( x \in C \) and \( p^* \in N^*_C(x) \) with \( \|x - \overline{x}\| < \varepsilon' \) and \( \|p^* - \overline{p}^*\| < \varepsilon' \) we have that

\[
\frac{\varepsilon}{2\|\overline{p}^*\|} \|p^*\| \leq \frac{\varepsilon}{2\|\overline{p}^*\|} (\|\overline{p}^* - p^*\| + \|\overline{p}^*\|) \leq \frac{\varepsilon}{2\|\overline{p}^*\|} \varepsilon' + \frac{\varepsilon}{2} \leq \frac{\varepsilon}{4} + \frac{\varepsilon}{2} < \varepsilon.
\]

We may rewrite the latter as \( \|\frac{p^*}{\|\overline{p}^*\|} - 0\| < \varepsilon \). By prox-regularity of \( C \) at \( \overline{x} \) for 0, we have that \( x \) is a nearest point of \( \{x' \in C : \|x' - \overline{x}\| < \varepsilon\} \) to \( x + r J^* \left( \frac{p^*}{\|\overline{p}^*\|} \right) \).

This means that \( C \) is prox-regular at \( \overline{x} \) for \( p^* \) with constants \( \varepsilon' \) and \( r' = \frac{r\varepsilon}{\|\overline{p}^*\|} \).

To prove the second claim, we suppose that \( C \) is prox-regular at \( \overline{x} \) for \( p^* = 0 \) with \( \varepsilon \) and \( r \). Fix any \( x \in C \) with \( \|x - \overline{x}\| < \varepsilon \) and any \( p^* \in N^*_C(x) \) with \( 0 < \|p^*\| < \varepsilon \). By definition, \( x \) is a nearest point of \( \{x' \in C : \|x' - \overline{x}\| < \varepsilon\} \) to \( x + r J^*(p^*) \), that is,

\[
\|x + r J^*(p^*) - x\| \leq \|x + r J^*(p^*) - x'\|, \quad \forall x' \in C \text{ with } \|x' - \overline{x}\| < \varepsilon.
\]

Setting \( p := J^*(p^*) \) we rewrite the latter as

\[
r\|p\| \leq \|x - x' + rp\|, \quad \forall x' \in C \text{ with } \|x' - \overline{x}\| < \varepsilon. \tag{10}
\]
Since \( J(u) \) is the derivative of \( \frac{1}{2} \| \cdot \|^2 \) at \( u \), we have for all \( t > 0 \) and all \( x' \) that
\[
\gamma := (J[J^*(p^*) - r^{-1}(x' - x)], x' - x) = (J(p - r^{-1}(x' - x)), x' - x)
\leq [2t]^{-1} \{ \|p - r^{-1}(x' - x)\|^2 - \|p - r^{-1}(x' - x)\|^2 \).
\]
In particular for \( t = r^{-1} \)
\[
\gamma \leq \frac{r}{2} \{ \|p\|^2 - \|p - r^{-1}(x' - x)\|^2 \}
= \frac{1}{2r} \{ (r\|p\|)^2 - \|x - x' + rp\|^2 \}.
\]
Taking (10) into account we deduce that \( \gamma \leq 0 \) for all \( x' \in C \) with \( \|x' - \overline{p}\| < \varepsilon \), which is (9). The case \( \|p^*\| = \varepsilon \) is obtained via a limit process and hence the proof is complete. \( \square \)

In what follows, saying that \( C \) is prox-regular at \( \overline{p} \) with \( \varepsilon \) and \( r \) we will mean that the constants \( \varepsilon \) and \( r \) are taken from prox-regularity of \( C \) at \( \overline{p} \) for \( \|p^*\| = 0 \). It is clear that if the closed set \( C \) is prox-regular at \( \overline{p} \) for \( \|p^*\| = 0 \) with some positive constants \( \varepsilon \) and \( r \) then it is so for any constants \( 0 < \varepsilon' \leq \varepsilon \) and \( 0 < r' \leq r \).

The notion corresponding to the inequality (9) in the case of functions is introduced in the following Definition 2.3. Let us note that another definition is considered in [4], using the “proximal-type” estimation with the square of the norm as in Poliquin-Rockafellar [38] instead of (11). In the Hilbert setting, the definition given below is equivalent to that in [38] or [4] for the large subclass of (pln) functions. The concept of pln functions has been developed in Poliquin [37] in \( \mathbb{R}^n \) and the case of Hilbert space has been studied in [31]. See also the references in [4], where it was shown that in uniformly convex Banach spaces endowed with a smooth norm with modulus of convexity of power type \( q = 2 \), the Moreau envelopes of prox-regular functions enjoy various remarkable properties.

We will see in the next section that the \( J \)-plr concept introduced in Definition 2.3 below for functions also yields, concerning their Moreau envelopes, various important properties which have their own interest. Recall that the context here is broader than in [4] since the power of the modulus of convexity is any \( q \geq 2 \). These properties applied to the indicator functions of sets will be among the keys of the development of our study.

**Definition 2.3.** A lsc function \( f : X \to \mathbb{R} \cup \{ +\infty \} \) is \( J \)-primal lower regular (\( J \)-plr) at \( \overline{x} \in \text{dom} \ f \) if there exist positive constants \( \varepsilon \) and \( r \) such that
\[
f(y) \geq f(x) + \langle J[J^*(p^*) - t(y - x)], y - x \rangle \tag{11}
\]
for all \( x, y \in B(\overline{x}, \varepsilon) \), all \( p^* \in \partial_p f(x) \), and all \( t \) such that \( \|p^*\| \leq \varepsilon rt \).

It is easily seen that if \( f \) is \( J \)-plr at \( \overline{x} \) with some positive constants \( \varepsilon \) and \( r \) then it is so for any constants \( 0 < \varepsilon' \leq \varepsilon \) and \( 0 < r' \leq r \). If the lsc function \( f \) is \( J \)-plr at \( \overline{x} \in \text{dom} \ f \) with positive constants \( \varepsilon \) and \( r \), one can derive that
\[
\langle J[J^*(p^*) - t(y - x)] - J[J^*(q^*) - t(x - y)], y - x \rangle \leq 0 \tag{12}
\]
for all \( x, y \in B(\overline{x}, \varepsilon) \), for all \( p^* \in \partial_p f(x) \), \( q^* \in \partial_p f(y) \), and all \( t \) such that \( \max\{\|p^*\|, \|q^*\|\} \leq \varepsilon rt \). This is the analog of the hypomonotonicity of certain truncations of \( \partial_p f \) that
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Definition 2.4. A set-valued mapping \( T : X \rightrightarrows X^* \) is said to be \( J \)-hypomonotone of degree \( t \geq 0 \) if for any \( (x_i, x^*_i) \in \text{gph} T := \{(x, x^*) \in X \times X^* : x^* \in T(x)\} \), \( i = 1, 2 \), one has
\[ \langle J[J^*(x^*_1) - t(x_2 - x_1)] - J[J^*(x^*_2) - t(x_1 - x_2)], x_2 - x_1 \rangle \leq 0. \]
Throughout, we will denote by \( \text{Dom} T \) the domain of the set-valued mapping \( T : X \rightrightarrows X^* \), i.e., \( \text{Dom} T := \{x \in X : T(x) \neq \emptyset\} \). We will also use the following concept of truncation of a set-valued mapping, as in [5].
Definition 2.5. Let \( T : X \rightrightarrows X^* \) be a set-valued mapping and let \( \varepsilon > 0 \) and \( t \geq 0 \). Then its \( \varepsilon, t \)-truncation at a point \( \bar{x} \in X \) is the set-valued mapping \( T_{\bar{x}, \varepsilon, t} \) defined by
\[ \text{gph} T_{\bar{x}, \varepsilon, t} := \{(x, x^*) \in \text{gph} T : \|x - \bar{x}\| < \varepsilon, \|x^*\| \leq t\}. \]
Without ambiguity, \( T_{\bar{x}, \varepsilon, t} \) will be denoted simply by \( T_t \).

So, by (12) we see that if \( f \) is \( J \)-plr at \( \bar{x} \) with \( \varepsilon \) and \( r \), then \( (\partial_p f)_{\bar{x}, \varepsilon, r t} \) is \( J \)-hypomonotone of degree \( t \) for any \( t \geq 0 \). We are not far from sets since the next proposition shows that the prox-regularity of a set \( C \) entails the \( J \)-plr property of its indicator function \( \psi_C \). The equivalence will be obtained later in Theorem 4.9, as well as the equivalence with the \( J \)-hypomonotonicity of a certain truncation of the normal cone \( \mathcal{N}_C^* \).

It will be convenient, for any \( \sigma \geq 0 \), to denote below by \( N_C^{*\sigma} \) the set-valued mapping \( N_C^* \) truncated with \( \sigma \mathbb{B}^* \), i.e.,
\[ N_C^{*\sigma}(x) := N_C^*(x) \cap \sigma \mathbb{B}^* \quad \text{for all } x. \]

Proposition 2.6. If the closed set \( C \subset X \) is prox-regular at \( \bar{x} \) with \( \varepsilon \) and \( r \), then the indicator function \( \psi_C \) of \( C \) is \( J \)-plr at \( \bar{x} \), and hence (12) yields, for any \( t \geq 0 \), the \( J \)-hypomonotonicity of degree \( t \) on \( B(\bar{x}, \varepsilon) \) of the set-valued mapping \( N_C^{*\sigma} \), where \( \sigma := \varepsilon r t \).

Proof. As \( C \) is prox-regular at \( \bar{x} \) for \( \overline{p}^* = 0 \) with \( \varepsilon > 0 \) and \( r > 0 \), from Proposition 2.2 we have
\[ \psi_C(x') \geq \psi_C(x) + \langle J[J^*(p^*) - r^{-1}(x' - x)], x' - x \rangle, \]
whenever \( x' \in B(\bar{x}, \varepsilon), x \in C \cap B(\bar{x}, \varepsilon) \), and \( \|p^*\| \leq \varepsilon \) with \( p^* \in N_C^*(x) \). We have already seen in Section 2 that \( p^* \in N_C^*(x) \) if and only if \( p^* \in \partial_p \psi_C(x) \). If \( p^* \in N_C^*(x) \) and \( \|p^*\| \leq \varepsilon r t \), then \( r^{-1}t^{-1}p^* \in N_C^*(x) \) with \( \|r^{-1}t^{-1}p^*\| \leq \varepsilon \), hence
\[ \psi_C(x') \geq \psi_C(x) + \langle J[J^*(r^{-1}t^{-1}p^*) - r^{-1}(x' - x)], x' - x \rangle, \]
\[ \psi_C(x') \geq \psi_C(x) + \langle J[J^*(p^*) - t(x' - x)], x' - x \rangle, \]
which means that the function \( \psi_C \) is \( J \)-plr at \( \bar{x} \). The proof is complete.

We will need another result concerning \( J \)-hypomonotone set-valued mappings. It will be one of the key steps of our development of the proof of Theorem 3.5. First recall that a set-valued mapping \( T : X \rightrightarrows X^* \) is bounded when its range \( T(X) := \cup_{x \in X} T(x) \) is a bounded set in \( X^* \).
Lemma 2.7. Let $T : X \to X^*$ be a bounded set-valued mapping which is $J$-hypomonotone of degree $r$. Then for any $r > 2r$ we have that $(I + r^{-1}J^* \circ T)^{-1}$ is a single-valued mapping on its domain which is $\frac{1}{q}$-Hölder continuous on its intersection with any bounded subset.

Proof. Let us denote by $\mu$ any upper bound of $\{\|z\| : z \in T(x), x \in \text{Dom} T\}$. For any $r > 2\gamma$ and $\rho > 0$, take $x_i \in \text{Dom} (I + r^{-1}J^* \circ T)^{-1}$ with $\|x_i\| \leq \rho$, $i = 1, 2$. Choose any $y_i \in (I + r^{-1}J^* \circ T)^{-1}(x_i)$, i.e., $J[r(x_i - y_i)] \in T(y_i)$, $i = 1, 2$. Hence $\|x_i - y_i\| \leq \mu/r$. By assumption, for any $t \geq \gamma$, $0 \geq (J\{J^*(J[r(x_1 - y_1)]) - t(y_2 - y_1)\}) - J\{J^*(J[r(x_2 - y_2)]) - t(y_1 - y_2)\}, y_2 - y_1\)

Now for any $\lambda \in [0, 1]$ such that $\frac{\lambda}{2} > \gamma$, replacing $t$ in the above inequality by $rt\lambda$ where $t\lambda := \lambda/2$ we obtain

$$0 \geq (J(\lambda x_1 - t\lambda y_2 - (1 - t\lambda)y_2) - J(\lambda x_1 - t\lambda y_1 - (1 - t\lambda)y_2), x_1 - x_2 + (1 - 2t\lambda)(y_2 - y_1)) \quad \text{and similarly} \quad \|x_2 - t\lambda y_1 - (1 - t\lambda)y_2\| \leq \gamma. \quad \text{A first estimation of (I) is obtained by using (1), that is,}$$

$$(I) \geq K_\gamma \|x_1 - x_2 + (1 - 2t\lambda)(y_2 - y_1)\|^q.$$

To proceed further in the estimation, we need to consider two cases.

The first case is when $(1 - 2t\lambda)\|y_1 - y_2\| > \|x_1 - x_2\|$. In that case, we need to estimate below $\|a - b\|^q$ when $\|a\| > \|b\|$. Since $\|a - b\| \geq \|a\| - \|b\| > 0$, we derive $\|a - b\|^q \geq \|a\| - \|b\\|^q = \|a\|^q \left[1 - \frac{\|b\|}{\|a\|}\right]^q$. This leads us to consider the real-valued function $g(s) = \|s\|^q + qs$ on the interval $s \in [0, 1]$. As the derivative $g'(s) = q[1 - s]^{q-1} + q$ is non-negative on this interval, the function $g$ is non-decreasing on $[0, 1]$ and then $g(s) \geq g(0) = 1$ for all $s \in [0, 1]$. Finally, $[1 - s]^{q} \geq 1 - qs$ for $s \in [0, 1]$. We conclude that

$$\|a - b\|^q \geq \|a\|^q \left[1 - \frac{\|b\|}{\|a\|}\right]^q \geq \|a\|^q \left[1 - q \frac{\|b\|}{\|a\|}\right] = \|a\|^q - q\|a\|^{q-1}\|b\|.$$

Using the latter we continue to estimate (I) by

$$(I) \geq K_\gamma \|y_1 - y_2\|^q - q(1 - 2t\lambda)^{q-1}\|y_1 - y_2\|^{q-1}\|x_1 - x_2\| \geq \gamma_1 \|y_1 - y_2\|^q - \gamma_2 \|x_1 - x_2\|,$$

where $\gamma_1, \gamma_2$ are some nonnegative constants, depending on $\lambda$. On the other hand, $\|x_1 - x_2\| \geq -\|J(x_1 - t\lambda y_2 - (1 - t\lambda)y_1) - J(x_2 - t\lambda y_1 - (1 - t\lambda)y_2)\|. \|x_2 - x_1\|$, $\|x_2 - x_1\| \geq -K_\gamma \|x_1 - x_2 + (1 - 2t\lambda)(y_2 - y_1)\|^{q-1}. \|x_2 - x_1\| \geq \gamma_3 \|x_2 - x_1\|,$
where we used (2) for the second estimation, and $\gamma_3$ is some nonnegative constant depending on $\lambda$. Finally, $0 \geq (I) + (II) \geq \gamma_1\|y_1 - y_2\|^q - (\gamma_2 + \gamma_3)\|x_1 - x_2\|$ and hence for some constant $\gamma' > 0$ that depends on $\lambda$,

$$\|y_1 - y_2\| \leq \gamma'\|x_1 - x_2\|^{1/q}.$$ 

The second case is when $(1 - 2t\lambda)\|y_1 - y_2\| \leq \|x_1 - x_2\|$. Observing that $\|x_1 - x_2\| \leq (2\rho)^{1-\frac{1}{q}}\|x_1 - x_2\|^{\frac{1}{q}}$, we see that in both cases we have that $\|y_1 - y_2\| \leq \gamma''\|x_1 - x_2\|^{1/q}$ for some constant $\gamma'' > 0$, so $(I + r^{-1}J^* \circ T)^{-1}$ is a single-valued mapping on its domain and it is $\frac{1}{q}$-Hölder continuous on the intersection of its domain with the set $\rho\mathcal{B}$.

$\square$

### 3. Local Moreau envelopes

Several properties of $d_{\lambda}^C$ and $P_C$ will be derived from corresponding ones (with their own interest) concerning the so-called local Moreau envelope of a function. Here we will give the definition and properties of local Moreau envelopes. Let $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lsc function and $W \subset X$ be a nonempty closed subset where $f$ is bounded from below and finite at some point. The **local Moreau envelope of index** $\lambda > 0$ of $f$ (relative to $W$), is defined as

$$e_{\lambda,W}f(x) := \inf_{y \in W} \left\{ f(y) + \frac{1}{2\lambda}\|x - y\|^2 \right\}. \quad (14)$$

We fix $W$ with the above property and we will write, when there is no risk of confusion, $e_{\lambda}f$ instead of $e_{\lambda,W}f$. Note that the infimum in (14) may be seen as taken over all $X$ for the function $\tilde{f}$ given by $\tilde{f}(x) = f(x)$ if $x \in W$ and $\tilde{f}(x) = +\infty$ otherwise. It is easy to see that the functions $e_{\lambda}f$ are everywhere defined and Lipschitz on bounded subsets. As usual we will consider the set

$$P_{\lambda}f(x) := \{y \in W : e_{\lambda}f(x) = f(y) + \frac{1}{2\lambda}\|x - y\|^2\}.$$ 

Whenever there exists some $p_{\lambda}(x) \in P_{\lambda}f(x)$ one has by [19]

$$\partial_F e_{\lambda}f(x) \subset \{\lambda^{-1}J(x - p_{\lambda}(x))\} \cap \partial_F \tilde{f}(p_{\lambda}(x)), \quad (15)$$

hence $P_{\lambda}f(x)$ is either empty or a singleton thanks to the one-to-one property of the mapping $J$. We know by Theorem 11 of [7] that the infimum is attained whenever $x$ is a point of Fréchet subdifferentiability of $e_{\lambda}f$. Denoting by $G_{\lambda}$ the subset of $X$ where $e_{\lambda}f$ is Fréchet subdifferentiable, we obtain for any $x \in G_{\lambda}$ that $P_{\lambda}f(x) = \{p_{\lambda}(x)\}$ and $\partial_F e_{\lambda}f(x) = \{\lambda^{-1}J(x - p_{\lambda}(x))\}$. Note that $G_{\lambda}$ is dense in $X$ according to the result in [35] and [40] concerning the density of subdifferentiability points.

When $P_{\lambda}f(x) = \{p_{\lambda}(x)\}$ is a singleton, we will write sometimes $P_{\lambda}f(x)$ in the place of $p_{\lambda}(x)$.

In the proof of the next lemma we follow an idea due to Borwein and Giles from [7]. The lemma will be used in the proof of Proposition 4.3.

**Lemma 3.1.** Let $f : X \to \mathbb{R} \cup \{+\infty\}$ be a lsc function bounded from below on $W$ and with $W \cap \text{dom } f \neq \emptyset$. Then the following assertions are equivalent:

(a) $\partial_F e_{\lambda}f(x) \neq \emptyset$;
Proof. Obviously (b) implies (a). Now suppose that (a) holds. As we have seen above, \( P_f(x) \) is single-valued with a unique element \( p_\lambda(x) \) and \( \partial F e_\lambda f(x) = \{ \lambda^{-1} J(x - p_\lambda(x)) \} \).

Then, for any \( \varepsilon > 0 \) there exists some \( \delta > 0 \) such that for any \( t \in [0, \delta] \) and for any \( y \in \mathbb{B} \)

\[
\langle \lambda^{-1} J(x - p_\lambda(x)), y \rangle \leq e_\lambda f(x + ty) - e_\lambda f(x) + \varepsilon t,
\]

hence,

\[
t^{-1}[e_\lambda f(x + ty) - e_\lambda f(x)] - \langle \lambda^{-1} J(x - p_\lambda(x)), y \rangle \geq -\varepsilon.
\]

At the same time, taking \( \delta \) smaller if necessary and using the definition of \( e_\lambda f \) and the fact that the function \( \frac{1}{2}\| \cdot \|_2^2 \) is Fréchet differentiable with

\[
J(x - p_\lambda(x)) = \nabla (\frac{1}{2}\| \cdot \|_2^2)(x - p_\lambda(x)),
\]

we have for any \( y \in \mathbb{B} \)

\[
e_\lambda f(x + ty) - e_\lambda f(x) \leq f(p_\lambda(x)) + \frac{1}{2\lambda} \| x + ty - p_\lambda(x) \|_2^2 - f(p_\lambda(x)) - \frac{1}{2\lambda} \| x - p_\lambda(x) \|_2^2 \\
\leq \langle \lambda^{-1} J(x - p_\lambda(x)), ty \rangle + \varepsilon,
\]
i.e.,

\[
t^{-1}[e_\lambda f(x + ty) - e_\lambda f(x)] - \langle \lambda^{-1} J(x - p_\lambda(x)), y \rangle \leq \varepsilon.
\]

Combining (16) and (17) we obtain the Fréchet differentiability of \( e_\lambda f \) at \( x \) as well as the equality \( \nabla F e_\lambda f(x) = \lambda^{-1} J(x - p_\lambda(x)) \).

The differentiability of the Moreau envelopes is also related to their regularity. This connection given by the equivalence between assertions (a) and (b) of the next lemma will be needed in Proposition 4.3. The lemma also establishes in view of Theorem 3.5 the differentiability of \( e_\lambda f \) under the single valuedness and continuity of \( P_f \). Before giving its statement, let us recall that a function \( f \) is Fréchet regular at \( x \) provided \( \partial F f(x) = \partial F f(x) \), where \( \partial F f(x) \) stands for the Clarke subdifferential.

Lemma 3.2. Under the assumptions of Lemma 3.1, for any open subset \( U \) of \( X \), the equivalences (a) \( \Leftrightarrow \) (b) and (c) \( \Leftrightarrow \) (d) hold for the following properties:

(a) \( e_\lambda f \) is Fréchet regular on \( U \);
(b) \( e_\lambda f \) is Fréchet differentiable on \( U \) and its Fréchet derivative \( \nabla F e_\lambda f : U \to X^* \) is norm-to-weak* continuous;
(c) \( e_\lambda f \) is continuously Fréchet differentiable on \( U \) (and hence (a) and (b) hold);
(d) \( P_\lambda f \) is a single-valued norm-to-norm continuous mapping on \( U \).

In any one of these cases, \( e_\lambda f \) is Fréchet differentiable on \( U \) with \( \nabla F e_\lambda f(x) = \lambda^{-1} J(x - P_\lambda f(x)) \).

Proof. (a) \( \Rightarrow \) (b): If \( \partial F e_\lambda f = \partial F e_\lambda f \) on \( U \), then we have that \( \partial F e_\lambda f(x) \neq \emptyset \) for any \( x \in U \) and, hence, \( e_\lambda f \) is Fréchet differentiable on \( U \) from Lemma 3.1. Moreover, \( \partial C e_\lambda f(x) = \)
By Mordukhovich and Shao [35], we know that \( \lambda \) is norm-to-weak* upper semicontinuous of \( \partial C e_{\lambda} f \) we have that \( \nabla^F e_{\lambda} f \) is norm-to-weak* continuous.

(b) \( \Rightarrow \) (a): Conversely, if \( e_{\lambda} f \) is Fréchet differentiable and norm-to-weak* continuous on \( U \), we have that \( \partial F e_{\lambda} f (x) = \{ \nabla^F e_{\lambda} f (x) \} = \partial_C e_{\lambda} f (x) \) for any \( x \in U \), where for a locally Lipschitz continuous function \( g : X \to \mathbb{R} \) the limiting subdifferential \( \partial_L g \) is defined as the weak* sequential outer limit

\[
\lim_{y \to x}^* \partial_F g(y) := \{ w^* - \limsup_{y \to x} \partial_F g(y) : x^* \in \partial_F g(x), x \to x \}.
\]

By Mordukhovich and Shao [35], we know that \( \partial C g(x) = \overline{\partial}^* \partial_L g(x) \), where \( \overline{\partial}^* \) denotes the weak* closed convex hull in \( X^* \). Thus, we obtain that \( \partial_F e_{\lambda} f (x) = \partial_C e_{\lambda} f (x) \) for \( x \in U \), which is the assertion (a).

(c) \( \Rightarrow \) (d): The continuous differentiability of \( e_{\lambda} f \) on \( U \) implies via Lemma 3.1 the single valuedness and norm-to-norm continuity of \( P_{\lambda} f \), i.e., the implication holds.

(d) \( \Rightarrow \) (c): Assume now that \( P_{\lambda} f \) is a single-valued norm-to-norm continuous mapping on \( U \). This continuity property along with (15) and (18) gives \( \partial_C e_{\lambda} f (x) = \{ \lambda^{-1} J(x - P_{\lambda} f(x)) \} \) which entails that \( e_{\lambda} f \) is Gâteaux differentiable on \( U \) with \( \nabla^G e_{\lambda} f (x) = \lambda^{-1} J(x - P_{\lambda} f(x)) \). The norm-to-norm continuity of \( P_{\lambda} f \) once again yields the existence of \( \nabla^F e_{\lambda} f \) as well as its norm-to-norm continuity on \( U \). The proof of the lemma is then complete. \( \square \)

In the remainder of this section, we fix a point \( \overline{x} \in \text{dom } f \) and \( \rho > 0 \) such that \( f \) is bounded from below over \( B[\overline{x}, 4\rho] \) and hence we also fix \( W = B[\overline{x}, 4\rho] \). Note that according to the lower semicontinuity of \( f \) one always has some \( \rho > 0 \) with the desired property. So it is natural to write \( e_{\lambda, \rho, \overline{x}} f (x) \) in place of \( e_{\lambda, W} f (x) \) and when \( \overline{x} \) and \( \rho \) with the above mentioned properties are fixed, it will be convenient to keep as above for index only \( \lambda \) since this will not cause any confusion.

By the useful localization lemma (see [44], Lemma 4.2), there exists some \( \lambda_0 > 0 \) such that for all \( \lambda \in [0, \lambda_0] \)

\[
P_{\lambda} f (x) \subset B(\overline{x}, 3\rho) \quad \text{for all } x \in U := B(\overline{x}, \rho).
\]

So, for any \( x \in U \cap G_{\lambda} \) the unique element \( p_{\lambda}(x) \) of \( P_{\lambda} f (x) \) belongs to \( B(\overline{x}, 3\rho) \) and then by (15)

\[
\nabla^F e_{\lambda} f (x) = \lambda^{-1} J(x - p_{\lambda}(x)) \in \partial_F f (p_{\lambda}(x)) \quad \forall x \in U \cap G_{\lambda}
\]

and moreover

\[
\| x - p_{\lambda}(x) \| \leq \| x - \overline{x} \| + \| \overline{x} - p_{\lambda}(x) \| < \rho + 3\rho = 4\rho.
\]

In fact, we can make (20) more precise by proving in the following lemma that the stronger inclusion \( \nabla^F e_{\lambda} f (x) \in \partial_C f (p_{\lambda}(x)) \) holds for \( x \in U \cap G_{\lambda} \).

**Lemma 3.3.** For any \( \lambda \in [0, \lambda_0] \), \( x \in U \cap \text{Dom } P_{\lambda} \), and \( p_{\lambda}(x) \in P_{\lambda} f (x) \), we have that \( \lambda^{-1} J(x - p_{\lambda}(x)) \in \partial_C f (p_{\lambda}(x)) \). In other words, for any \( x \in U \) and any \( \lambda \in [0, \lambda_0] \),

\[
P_{\lambda} f (x) \subset (I + \lambda J^\ast \circ \partial_C f)^{-1}(x).
\]
Proof. Fix any $0 < \lambda \leq \lambda_0$, $x \in U \cap \text{Dom } P_\lambda$, and $p_\lambda(x) \in P_\lambda f(x)$. Then,

$$f(p_\lambda(x)) + (2\lambda)^{-1}\|x - p_\lambda(x)\|^2 \leq f(y) + (2\lambda)^{-1}\|x - y\|^2, \quad \forall y \in W;$$

that is,

$$(2\lambda)^{-1}\|x - p_\lambda(x)\|^2 - (2\lambda)^{-1}\|x - y\|^2 \leq f(y) - f(p_\lambda(x)), \quad \forall y \in W.$$  

Since $p_\lambda(x) \in B[\bar{x}, 3\rho]$ the last inequality holds true in particular for all $y \in B[p_\lambda(x), \rho]$. Let us set $p := \lambda^{-1}(x - p_\lambda(x))$. From the last inequality we have

$$2^{-1}\lambda\|p\|^2 - (2\lambda)^{-1}\|x - y\|^2 \leq f(y) - f(p_\lambda(x)), \quad \forall y \in B[p_\lambda(x), \rho],$$

which entails

$$\frac{\lambda^2}{2}\|p\|^2 - \frac{1}{2}\|\lambda p + p_\lambda(x) - y\|^2 \leq \lambda[f(y) - f(p_\lambda(x))], \quad \forall y \in B[p_\lambda(x), \rho],$$
or,

$$\lambda^2\|p\|^2 - \|\lambda p + p_\lambda(x) - y\|^2 \leq 2\lambda[\beta - f(p_\lambda(x))],$$

$$\forall (y, \beta) \in \text{epi } f \text{ with } y \in B[p_\lambda(x), \rho].$$

Adding $\lambda^2$ to both sides yields

$$\lambda^2\|p\|^2 - \|\lambda p + p_\lambda(x) - y\|^2 + \lambda^2 \leq 2\lambda[\beta - f(p_\lambda(x))] + \lambda^2,$$

$$\forall (y, \beta) \in \text{epi } f \text{ with } y \in B[p_\lambda(x), \rho],$$

and using the inequality $2\lambda[\beta - f(p_\lambda(x))] + \lambda^2 \leq [\beta - f(p_\lambda(x)) + \lambda]^2$ we obtain that

$$\lambda^2\|p\|^2 + \lambda^2 \leq \|\lambda p + p_\lambda(x) - y\|^2 + [\beta - f(p_\lambda(x)) + \lambda]^2,$$

$$\forall (y, \beta) \in \text{epi } f \text{ with } y \in B[p_\lambda(x), \rho].$$

So, we obtain that for all $(y, \beta) \in \text{epi } f$ with $y \in B[p_\lambda(x), \rho]$

$$\|\lambda(p, -1)\| \leq \|(p_\lambda(x), f(p_\lambda(x)))\| + \lambda(p, -1) - (y, \beta).$$

By (7) this inequality entails that $(p, -1) \in N_{\text{epi } f}(p_\lambda(x), f(p_\lambda(x)))$, which gives (see Section 2) that $J(p) \in \partial_p f(p_\lambda(x))$. This means that

$$\lambda^{-1}J(x - p_\lambda(x)) \in \partial_p f(p_\lambda(x)),$$

which entails the inclusion of the lemma. \hfill \Box

Remark 3.4. (a) In the case when the lsc function $f$ is the indicator function $\psi_C$ of a non-empty closed set $C$, the above conclusions hold for $W = X$ and any $\lambda > 0$ or for $\rho = +\infty$, any $\bar{x} \in C$, and any $\lambda > 0$. Further with $\rho = +\infty$ one has $e_\lambda f(x) = \frac{1}{2\lambda}d_C^2(x)$ and $P_\lambda f(x) = P_C(x)$ for all $x \in X$.

(b) Still with $f = \psi_C$, for any $\bar{x} \in C$, any $\rho \in [0, +\infty[$, and any $\lambda > 0$ one has $e_\lambda f(x) = \frac{1}{2\lambda}d_{C \cap W}^2(x)$ and $P_\lambda f(x) = P_{C \cap W}(x)$ for all $x \in X$.

But for any $x \in B[\bar{x}, 2\rho]$ and any $y \in C \setminus W$,

$$\|x - y\| \geq \|y - \bar{x}\| - \|x - \bar{x}\| > 4\rho - 2\rho = 2\rho \geq \|x - \bar{x}\| \geq d_{C \cap W}(x).$$

Hence, for $x \in B[\bar{x}, 2\rho]$, $d_{C \cap W}(x) = d_C(x)$ and $P_{C \cap W}(x) = P_C(x)$. Therefore, $e_\lambda f(x) = \frac{1}{2\lambda}d_C^2(x)$ and $P_\lambda f(x) = P_C(x)$ for any $x \in U := B(\bar{x}, \rho)$. 
Recall that a function \( g \) is of class \( C^{1,\alpha} \) on an open set \( U \subset X \) when it is differentiable on \( U \) and the derivative \( \nabla g \) is locally \( \alpha \)-Hölder continuous on \( U \).

**Theorem 3.5.** Let \( f : X \to \mathbb{R} \cup \{+\infty\} \) be a lsc function which is \( J \)-plr at \( \bar{x} \in \text{dom } f \) with positive real numbers \( \varepsilon \) and \( r \), such that \( \varepsilon < 1 < \frac{1}{r} \). Let \( \rho \in (0, \frac{r}{\varepsilon}) \) be fixed in such a way that \( f \) is bounded from below on \( B[\bar{x}, 4\rho] \). Then there exists \( \lambda_0 > 0 \) such that for any \( \lambda \in [0, \lambda_0] \) the map \( x \mapsto P_\lambda f(x) \) is single-valued on \( U := B(\bar{x}, \rho) \) with, for some constant \( \gamma \geq 0 \),

\[
\|p_\lambda(x) - p_\lambda(x')\| \leq \gamma \|x - x'\|^\frac{1}{2}, \quad \forall x, x' \in U,
\]

where \( p_\lambda \) is given by \( P_\lambda f(y) = \{p_\lambda(y)\} \) for any \( y \in U \). Moreover, for each \( \lambda \in [0, \lambda_0] \) the function \( e_\lambda f \) is of class \( C^{1,\alpha} \) on \( U \) with \( \alpha := q^{-1}(s-1) \) and \( \nabla e_\lambda f(x) = \lambda^{-1} J(x - p_\lambda(x)) \) for all \( x \in U \).

**Proof.** Let \( \lambda_0 \) be given by the analysis of (19) above for \( \rho \) fixed as in the statement of the theorem. We will work with arbitrary fixed \( \lambda \in [0, \lambda_0] \). Put \( c := r\varepsilon \) and \( T_{ct} := (\partial p_\lambda f)_{x, ct} \) for any \( t \geq 0 \). The proof is divided in three steps.

**Step 1.** Let us prove that \( P_\lambda f \) is \( \frac{1}{q} \)-Hölder continuous on \( U \cap \text{Dom } P_\lambda f \).

We have from Definition 2.4 and from (12) that the set-valued mapping \( T_{ct} \) is \( J \)-hypomonotone of degree \( t \) for any \( t \geq 0 \). Hence, for \( t_{\lambda} := c/(4\lambda) \), the set-valued mapping \( T_{t_{\lambda}} \) is \( J \)-hypomonotone of degree \( \tau := 1/(4\lambda) \). As \( \lambda^{-1} > 2\tau \), Lemma 2.7 entails that \((I + \lambda J^* \circ T_{t_{\lambda}})^{-1} \) is a single-valued mapping on its domain and this mapping is \( \frac{1}{q} \)-Hölder continuous on the intersection of its domain with any bounded subset of \( X \). From Lemma 3.3, we have that \( P_\lambda f(x) \subset (I + \lambda \partial p_\lambda f)^{-1}(x) \) for any \( x \in U \). We claim that we even have

\[
P_\lambda f(x) \subset (I + \lambda J^* \circ T_{t_{\lambda}})^{-1}(x) \quad \text{for any } x \in U.
\]

Indeed, fixing any \( x \in U \cap \text{Dom } P_\lambda f \) and \( p_\lambda(x) \in P_\lambda f(x) \), we know that \( p_\lambda(x) \in B[\bar{x}; 3\rho] \). So \( \|p_\lambda(x) - \bar{x}\| < \varepsilon \), and

\[
\|\lambda^{-1} J(x - p_\lambda(x))\| \leq \lambda^{-1}\|x - p_\lambda(x)\| \leq \lambda^{-1}(\|x - \bar{x}\| + \|\bar{x} - p_\lambda(x)\|) \leq 4\rho\lambda^{-1} \leq (c\lambda^{-1})/4 = t_{\lambda}.
\]

Hence, as also \( \lambda^{-1} J(x - p_\lambda(x)) \in \partial p_\lambda f(p_\lambda(x)) \), we have that \( \lambda^{-1} J(x - p_\lambda(x)) \in T_{t_{\lambda}}(p_\lambda(x)) \), which proves the claim. Therefore we obtain that \( P_\lambda f \) is a single-valued \( \frac{1}{q} \)-Hölder continuous mapping on \( U \cap \text{Dom } P_\lambda f \), that is, there exists some constant \( \gamma \geq 0 \) such that for all \( x, x' \in U \cap \text{Dom } P_\lambda f \)

\[
\|p_\lambda(x) - p_\lambda(x')\| \leq \gamma \|x - x'\|^\frac{1}{2}.
\]

**Step 2.** Let us prove that \( U \subset \text{Dom } P_\lambda f \).

The proof now is similar to that of [3] or [4]. Take any \( x \in U \) and fix some integer \( k \geq 1 \) with \( B(x, 1/k) \subset U \). According to the density of the Fréchet subdifferentiability points of \( e_\lambda f \), for any integer \( n \geq k \) there exists some point \( x_n \in G_\lambda \cap B(x, 1/n) \). By (24), for any integers \( n, m \geq k \),

\[
\|p_\lambda(x_n) - p_\lambda(x_m)\| \leq \gamma \|x_n - x_m\|^\frac{1}{2}.
\]

Hence, \( (p_\lambda(x_n))_n \) is a Cauchy sequence. Denote by \( z_\lambda \) its limit. By the definition of \( p_\lambda(x_n) \) we have

\[
f(p_\lambda(x_n)) + \frac{1}{2\lambda}\|x_n - p_\lambda(x_n)\|^2 \leq f(y) + \frac{1}{2\lambda}\|x_n - y\|^2, \quad \forall y \in W.
\]
Since $f$ is lsc, the latter implies
\[ f(z_\lambda) + \frac{1}{2\lambda} \|x - z_\lambda\|^2 \leq f(y) + \frac{1}{2\lambda} \|x - y\|^2, \quad \forall y \in W. \]

This means that $z_\lambda \in P_{\lambda f}(x)$, which yields $U \cap \text{Dom} P_{\lambda f} = U$. Hence (24) holds for all $x, x' \in U$ and, through step 1, $P_{\lambda f}$ is a single-valued $\frac{1}{q}$-Hölder continuous mapping on $U$. Then by Lemma 3.2, the envelope $e_\lambda f$ is continuously Fréchet differentiable on $U$ with
\[ \nabla^F e_\lambda f(x) = \lambda^{-1} J(x' - p_\lambda(x)) \] for any $x \in U$.

**Step 3.** We will prove that $e_\lambda f$ is of class $C^{1,\alpha}$ on $U$ with $\alpha = q^{-1}(s - 1)$. Let us take any $x, x' \in U$ and, for $r := 4\rho$, use (2) to estimate
\[
\begin{align*}
\|\nabla^F e_\lambda f(x) - \nabla^F e_\lambda f(x')\| &= \lambda^{-1} \|J(x - p_\lambda(x)) - J(x' - p_\lambda(x'))\| \\
&\leq \lambda^{-1} K_1' \|x - p_\lambda(x) - x' + p_\lambda(x')\|^{s-1} \\
&\leq \lambda^{-1} K_1' \|x - x'\| + \gamma \|x - x'\|^{\frac{s}{2}} \leq \lambda^{-1} K_1'(1 + \gamma)^{s-1} \|x - x'\|^{\frac{s}{2}},
\end{align*}
\]

where the third inequality is due to (22) and the last one to the fact that $\|x - x'\| < 1$. The proof of the theorem is then complete.

We now state in the next proposition the relation obtained between the proximal mappings and some truncations of the subdifferential of a $J$-plr function.

**Proposition 3.6.** Under the assumptions of Theorem 3.5, one has for all $\lambda \in [0, \lambda_0]$ and $x \in U$
\[ P_{\lambda f}(x) = (I + \lambda J^* \circ T_{t_\lambda})^{-1}(x), \]
where $t_\lambda := \varepsilon r/(4\lambda)$ and $T_{t_\lambda} := (\partial_p f)_\pi(x, t_\lambda)$.

**Proof.** The inclusion of the first member in the second one is (23) of Theorem 3.5, and the reverse one follows from the inclusion $U \subset \text{Dom} P_{\lambda f}$ established in step 2 of the same proof since $(I + \lambda J^* \circ T_{t_\lambda})^{-1}$ is at most single-valued as we saw in step 1 above.

In the next corollary and throughout the paper (like for $P_{\lambda f}(x)$), when $P_{C^\sigma}(x) = \{p(x)\}$ is a singleton, we will make no distinction between $P_C(x)$ and $p(x)$.

**Corollary 3.7.** Let $C \subset X$ be a non-empty closed set such that its indicator function $\psi_C$ is $J$-plr at $x \in C$ with positive real numbers $\varepsilon$ and $r$ satisfying $\varepsilon < 1 < \frac{1}{\gamma}$. Then for $\rho = \frac{\varepsilon r}{16}$ the mapping $x \mapsto P_C(x)$ is single-valued on $U = B(x, \rho)$ and for some constant $\gamma \geq 0$
\[ \|P_C(x) - P_C(x')\| \leq \gamma \|x - x'\|^\frac{1}{2}, \quad \forall x, x' \in U. \] (25)

Further, the function $d_C^2$ is of class $C^{1,\alpha}$ on $U$ with $\alpha = q^{-1}(s - 1)$ and
\[ \nabla d_C^2(x) = 2J(x - P_C(x)) \] for all $x \in U$.

**Corollary 3.8.** Under the assumptions of Corollary 3.7, we have that
\[ P_C(x) = (I + J^* \circ N_C^{\sigma})^{-1}(x) \quad \forall x \in U, \]
where $\sigma := \varepsilon r/4$ and the set-valued mapping $N_C^{\sigma}$ is defined by (13).
Proof. Taking $\rho = \frac{\varepsilon r}{4}$ as in the statement of Corollary 3.7, since $r < 1$ it is easily checked for $T := \partial \psi_C$ that for all $x \in U = B(x, \rho)$

$$(I + J^* \circ T_{x, \rho})^{-1}(x) = (I + J^* \circ N_{C}^{-\varepsilon r/4})^{-1}(x).$$

So it suffices to apply Proposition 3.6 with $\lambda = 1$ to $f = \psi_C$, keeping in mind Remark 3.4(b).

4. Characterizations of prox-regular sets

In this section we will give different characterizations of prox-regularity of a set.

Lemma 4.1. Let $C \subset X$ be a closed subset. Then the single valuedness and norm-to-weak continuity of the projection mapping $P_C$ over an open set $U$ imply its norm-to-norm continuity on $U$.

Proof. Let $u_n \xrightarrow{n \to \infty} u$ and $P_C(u_n) \xrightarrow{n \to \infty} P_C(u)$. From the Lipschitz continuity of the distance function, $\|u_n - P_C(u_n)\| = d_C(u_n) \xrightarrow{n \to \infty} d_C(u) = \|u - P_C(u)\|$. By the Kadec property of the norm, $P_C(u_n) \xrightarrow{n \to \infty} P_C(u)$. □

The following proposition establishes that the continuity of the metric projection mapping to a closed set $C$ is equivalent to the continuous differentiability of the distance function $d_C$, as shown in the Hilbert setting in [39], where it is proved that those properties characterize the prox-regularity of a set in a Hilbert space. Its proof follows directly from Lemma 3.2 with $f = \psi_C$.

Proposition 4.2. Let $C \subset X$ be a closed set and $U \subset X$ be an open set. Then the following are equivalent:

(a) $P_C$ is single-valued and norm-to-norm continuous on $U$;

(b) $d_C$ is of class $C^1$ on $U$.

In fact these properties are equivalent to the only Fréchet subdifferentiability of the distance function as we can see from the following proposition.

Proposition 4.3. For any closed set $C \subset X$ and any open set $U$ of $X$ the following are equivalent:

(a) $d_C$ is continuously differentiable on $U \setminus C$;

(b) $\partial F d_C(x)$ is non-empty for all $x \in U$;

(c) $\partial F d_C^2(x)$ is non-empty at all points $x$ in $U$;

(d) $d_C$ is Fréchet differentiable on $U \setminus C$;

(e) $d_C$ is Fréchet regular on $U \setminus C$;

(f) $d_C$ is Gâteaux differentiable on $U \setminus C$ with $\|\nabla_G d_C(x)\| = 1$ for all $x \in U \setminus C$.

Proof. (a) $\Rightarrow$ (b) is obvious since one always has $0 \in \partial F d_C(u)$ for any $u \in C$.

(b) $\Rightarrow$ (c) follows from the fact that for any $x^* \in \partial F d_C(x)$, one has $2d_C(x)x^* \in \partial F d_C^2(x)$ according to Lemma 3.9 in [39].
(c) \(\Rightarrow\) (d): By Lemma 3.1 and Remark 3.4(a) we have that \(d^2_C\) is Fréchet differentiable on \(U\), hence so is \(d_C\) on \(U \setminus C\).

(d) \(\Rightarrow\) (a): It is clear that (d) entails (b) and hence (c). From Lemma 3.1 and Remark 3.4(a) we get the Fréchet differentiability of \(d^2_C\) on \(U\). The latter implies that \(P_C\) is single-valued on \(U\) and that

\[
\nabla^F d^2_C(x) = 2J(x - P_C(x)) \quad \text{for any } x \in U.
\]

So, it remains to prove the norm-to-norm continuity of \(P_C\) over \(U\) and we will obtain that of \(\nabla^F d^2_C\). Take any \(x_0 \in U\), and \(U \ni x_n \xrightarrow{n \to \infty} x_0\). Then we also have that

\[
\|x_n - P_C(x_n)\| = d_C(x_n) \xrightarrow{n \to \infty} d_C(x_0) = \|x_0 - P_C(x_0)\|
\]

which entails that the sequence \((P_C(x_n))_n\) is bounded. Taking if necessary a subsequence, we may suppose that \(P_C(x_n) \xrightarrow{w} z\) for some \(z \in X\). As \(\|x_0 - P_C(x_n)\| \xrightarrow{n \to \infty} \|x_0 - P_C(x_0)\|\), having in mind the Kadec property of the norm, it suffices to prove that

\[
\|x_0 - z\| = \|x_0 - P_C(x_0)\|
\]

(27)
to get that \(P_C(x_n) \xrightarrow{n \to \infty} z\), and hence that \(z \in C\). Then, using (27) and the fact that \(P_C(x_0)\) is single-valued, we will have that \(P_C(x_0) = \{z\}\), so \(P_C\) is norm-to-norm continuous at \(x_0\). To this end, following an idea of Borwein and Giles from [7], let us set \(t_n^2 := \|x_0 - P_C(x_n)\|^2 - d^2_C(x_0)\). If \(t_n = 0\) then \(P_C(x_n) = P_C(x_0)\) due to the single-valuedness of \(P_C\), and there would be nothing to prove if this equality holds for infinitely many \(n\), so we may suppose that \(t_n > 0\) for any integer \(n\). Fix any \(\varepsilon > 0\). From the Fréchet differentiability of \(d^2_C\) at \(x_0\) it follows that

\[
\langle \nabla^F d^2_C(x_0), P_C(x_n) - x_0 \rangle \leq \frac{d^2_C(x_0 + t_n(P_C(x_n) - x_0)) - d^2_C(x_0)}{t_n} + \frac{\varepsilon}{4}
\]

\[
\leq \frac{\|x_0 + t_n(P_C(x_n) - x_0) - P_C(x_n)\|^2 - d^2_C(x_0)}{t_n} + \frac{\varepsilon}{4}
\]

\[
\leq \frac{(1 - t_n^2)\|x_0 - P_C(x_n)\|^2 - d^2_C(x_0)}{t_n} + \frac{\varepsilon}{4}
\]

and hence for \(n\) large enough

\[
\langle \nabla^F d^2_C(x_0), P_C(x_n) - x_0 \rangle \leq \frac{\|x_0 - P_C(x_n)\|^2 - d^2_C(x_0)}{t_n} - 2\|x_0 - P_C(x_n)\|^2 + \frac{\varepsilon}{2}
\]

\[= t_n - 2\|x_0 - P_C(x_n)\|^2 + \frac{\varepsilon}{2}
\]

\[\leq -2d^2_C(x_0) + \varepsilon.
\]

Passing to the limit, we obtain \(\langle \nabla^F d^2_C(x_0), x_0 - z \rangle \geq 2d^2_C(x_0)\), or,

\[
\langle 2J(x_0 - P_C(x_0)), x_0 - z \rangle \geq 2\|x_0 - P_C(x_0)\|^2,
\]
which entails that \(|x_0 - z| \geq |x_0 - P_C(x_0)|\). Since \(|x_n - P_C(x_n)| \leq |x_n - P_C(x_0)|\),

one has that \(\liminf_{n \to \infty} |x_n - P_C(x_n)| \leq \lim_{n \to \infty} |x_n - P_C(x_0)|\), and hence, by the weak lower semicontinuity of the norm, one gets \(|x_0 - z| \leq |x_0 - P_C(x_0)|\). Finally, \(|x_0 - z| = |x_0 - P_C(x_0)|\), that is, (27), and hence the implication \((d) \Rightarrow (a)\) holds.

The implications \((e) \Rightarrow (d)\) and \((a) \Rightarrow (e)\) follow from Lemma 3.2 and the equivalence \((d) \iff (f)\) is a direct consequence of Theorem 2.4 of Fitzpatrick [27]. The proof of the proposition is then complete. 

In addition to Proposition 4.3 we state the following theorem providing a weak derivability condition on \(d_C\) under which \(P_C\) is continuous, supposing it is nonempty-valued. It is a direct consequence of Theorem 2.4 in Fitzpatrick [27] as observed in Corollary 2 of Borwein, Fitzpatrick and Giles [6]. Note that in those works, the framework is beyond the uniform convexity. Further, Fitzpatrick’s important condition of Fréchet differentiability concerns general functions and not merely the distance functions. The result of the theorem will be used in the proof of Theorem 4.9.

Recall that, for \(v \in X\), a function \(f : X \to \mathbb{R}\) has a Gâteaux directional derivative at a point \(x\) in the full direction \(v\) provided that the limit \(\lim_{t \to 0} t^{-1}[f(x + tv) - f(x)]\) exists and is finite.

**Theorem 4.4.** Let \(C \subset X\) be a closed set and \(x \in X \setminus C\) be such that \(P_C(x) \neq \emptyset\). If \(d_C\) has a Gâteaux directional derivative at \(x\) in the full direction \(x - p(x)\) for some \(p(x) \in P_C(x)\), then \(d_C\) is Fréchet differentiable at \(x\).

Another interest of this result will appear in the proof of Theorem 5.10.

We now proceed to establish two lemmas. The first one is a key result proved in [39, Lemma 3.3] in the Hilbert context. The proof is valid in our setting, and we sketch the main parts below.

**Lemma 4.5.** Let \(C\) be a closed subset of \(X\). Assume that \(d_C\) is Fréchet differentiable on a neighbourhood of a point \(\overline{u} \notin C\). Then there exists \(\delta > 0\) such that whenever \(u \in B(\overline{u}, \delta)\) and \(P_C(u) = x\), there exists some \(t > 0\) such that the point \(u_t := u + t(u - x)\) likewise has \(P_C(u_t) = x\).

**Proof.** By Propositions 4.3 and 4.2, there exists \(\varepsilon > 0\) such that \(P_C\) is single-valued and norm-to-norm continuous on \(B(\overline{u}, 2\varepsilon)\), with \(d_C\) continuously Fréchet differentiable on this ball as well. For each \(u \in B(\overline{u}, \varepsilon)\) and each \(t > 0\) put \(u_t := u + t(u - P_C(u))\). Following the proof of Lemma 3.3 in [39], we find out some positive numbers \(\delta < \varepsilon\) and \(s < 1\) such that for all \(u \in B(\overline{u}, \delta)\) one has \(d_C(u) \geq \delta\), \(sd_C(u) < \delta\) and \(d_C(u_s) > d_C(u)\). Fix now \(u \in B(\overline{u}, \delta)\) and consider the closed set \(D := \{w \in X : d_C(w) \geq d_C(u_s)\}\). As \(u \notin D\), according to Lau’s theorem (see [30]) there is a sequence \(D \ni y_n \quad \underset{n \to \infty}{\longrightarrow} \quad u\) with \(P_D(y_n) \neq \emptyset\).

Choosing \(w_n \in P_D(y_n)\) we have \(d_C(w_n) = d_C(u_s)\) (because \(w_n\) is a boundary point of \(D\)). For all \(n\) large enough, \(w_n \in B(\overline{u}, 2\delta)\) since

\[\|y_n - w_n\| = d_D(y_n) \leq \|y_n - u_s\| \quad \underset{n \to \infty}{\longrightarrow} \quad \|u - u_s\| = s\|u - P_C(u)\| = sd_C(u) < \delta.\] 

(28)

Consequently \(d_C\) is Fréchet differentiable at \(w_n\) and by (26) we have

\[\nabla^F d_C(w_n) = J(w_n - P_C(w_n))/d_C(w_n)\quad \text{and} \quad \|\nabla^F d_C(w_n)\| = 1.\]
Therefore, the half-space \( E := \{ v \in X : \langle -\nabla^F d_C(w_n), v \rangle \leq 0 \} \) gives the Clarke tangent cone to \( D \) at \( w_n \) (see [14]) and hence its negative polar cone \(-[0, \infty] \langle \nabla^F d_C(w_n) \rangle\) is the Clarke normal cone to \( D \) at \( w_n \). The nonzero functional \( J(y_n - w_n) \) being a proximal normal functional to \( D \) at \( w_n \), it belongs to the Clarke normal cone to \( D \) at \( w_n \). Consequently, there exists some \( \lambda_n > 0 \) such that \( J(y_n - w_n) = -\lambda_n \nabla^F d_C(w_n) \) which entails
\[
y_n - w_n = -\lambda_n (w_n - P_C(w_n))/d_C(w_n) \quad \text{and} \quad \lambda_n = \| y_n - w_n \|.
\]
For \( n \) large enough, we have by (28) that \( \lambda_n < \delta \) and hence
\[
\lambda_n < \delta \leq d_C(u) < d_C(u_s) = d_C(w_n).
\]
It follows that for \( \alpha_n := \lambda_n/d_C(w_n) \) we have \( \alpha_n \in \[0, 1[ \) and \( y_n = (1 - \alpha_n)w_n + \alpha_n P_C(w_n) \). Hence, \( P_C(y_n) = P_C(w_n) \) and
\[
\lambda_n = \| y_n - w_n \| = d_C(w_n) - d_C(y_n) = d_C(u_s) - d_C(y_n).
\]
Putting \( t_n := \frac{\alpha_n}{1 - \alpha_n} = \frac{d_C(u_s) - d_C(y_n)}{d_C(y_n)} \), we obtain \( w_n = y_n + t_n(y_n - P_C(y_n)) \). As \( (t_n)_n \) converges to \( t := (d_C(u_s) - d_C(u))/d_C(u) > 0 \), we have \( w_n \xrightarrow{n \to \infty} u \) and \( u \in B(\overline{\pi}, 2\delta) \) by (28) and by the inclusion \( u \in B(\overline{\pi}, \delta) \). So by continuity of \( P_C \) over \( B(\overline{\pi}, 2\delta) \) we get \( P_C(w_n) \xrightarrow{n \to \infty} P_C(u) \). But we also have \( P_C(w_n) = P_C(y_n) \xrightarrow{n \to \infty} P_C(u) \). Finally, for this number \( t \) we have \( P_C(u_t) = P_C(u) \) and hence the proof is complete. \( \square \)

The next lemma follows from the previous one.

**Lemma 4.6.** Let \( C \subset X \) be a closed subset of the space \( X \) and \( \overline{\pi} \in C \). If the mapping \( P_C \) is single-valued and norm-to-norm continuous in a neighbourhood \( U \) of \( \overline{\pi} \), then there exists some \( \varepsilon > 0 \) such that for all \( x \in C \cap B(\overline{\pi}, \varepsilon) \) and all \( p \in N_C(x) \) with \( p \neq 0 \) the equality \( P_C(x + \varepsilon \frac{p}{\| p \|}) = x \) holds.

**Proof.** Let \( P_C \) be single-valued and norm-to-norm continuous in \( B(\overline{\pi}, \delta) \). Take \( \varepsilon < \delta/2 \) and consider any non-zero \( p \in N_C(x) \) with \( \| x - \overline{\pi} \| < \varepsilon \). By definition of the proximal normal cone and by Lemma 1.1, there exists \( \lambda > 0 \) such that \( P_C(x + \lambda p) = x \). Set \( \lambda_s := \sup \{ \lambda \leq \varepsilon : P_C(x + \lambda \frac{p}{\| p \|}) = x \} \). By the continuity of \( P_C \) on \( B(\overline{\pi}, \delta) \) we have that \( P_C(x + \lambda_s \frac{p}{\| p \|}) = x \). Suppose that \( \lambda_s < \varepsilon \). As \( x + \lambda_s \frac{p}{\| p \|} \) belongs to the open set \( B(\overline{\pi}, \delta) \) where \( d_C \) is Fréchet differentiable according to Proposition 4.2, by Lemma 4.5 there exists \( \eta > 0 \) with \( \lambda_s + \eta \leq \varepsilon \) such that \( P_C(x + (\lambda_s + \eta) \frac{p}{\| p \|}) = x \). This gives a contradiction with the definition of \( \lambda_s \). Hence \( \lambda_s = \varepsilon \). \( \square \)

Lemma 4.6 allows us to establish the following proposition which prepares the theorem on characterizations of prox-regularity.

**Proposition 4.7.** Let \( C \subset X \) be a closed subset of the space \( X \). The following assertions are equivalent:

(a) \( C \) is prox-regular at \( \overline{\pi} \in C \);
(b) there exists $\varepsilon > 0$ such that the condition \[
 x = P_C(u), x \neq u \quad \text{and} \quad 0 < \|u - \overline{x}\| < \varepsilon
\] implies that $x = P_C(u')$ for $u' = x + \varepsilon \frac{u - x}{\|u - x\|}$.

(c) there exists $\varepsilon > 0$ such that $p \in N_C(x)$ with $x \in B(\overline{x}, \varepsilon)$ and $p \neq 0$ imply that
\[
 P_C(x + \varepsilon \frac{p}{\|p\|}) = x.
\]

**Proof.** (a) $\Rightarrow$ (b): If $C$ is prox-regular at $\overline{x}$, then $P_C$ is single valued and Hölder continuous in a neighbourhood of $\overline{x}$ according to Corollary 3.7. From the continuity of $P_C$, for the positive number $\varepsilon$ of Lemma 4.6, there exists $\varepsilon' \in ]0, \varepsilon[$ such that \[
 x = P_C(u), x \neq u \quad \text{and} \quad 0 < \|u - \overline{x}\| < \varepsilon
\] implies that $\|x - \overline{x}\| = \|P_C(u) - P_C(\overline{x})\| < \varepsilon$. Lemmas 4.6 and 1.1 ensure for $p = u - x$ that $P_C(x + \varepsilon' \frac{u - x}{\|u - x\|}) = x$.

(b) $\Rightarrow$ (c): Let us suppose that (b) holds with some $\varepsilon > 0$. If $\|x - \overline{x}\| < \varepsilon/2$ and $p \in N_C(x)$ with $p \neq 0$, then by definition of $N_C(x)$ and by Lemma 1.1 there exists some $\eta \in ]0, \varepsilon/2[$ such that $x = P_C(u)$, where $u := x + \eta \frac{p}{\|p\|}$. We have
\[
 \|u - \overline{x}\| \leq \|u - x\| + \|x - \overline{x}\| < \varepsilon/2 + \varepsilon/2,
\]
and from (b), $P_C(x + \varepsilon \frac{u - x}{\|u - x\|}) = x$. Hence, one obtains (c) with $\varepsilon/2$.

(c) $\Rightarrow$ (a): We suppose that (c) holds with some $\varepsilon > 0$. Let $0 \neq p^* \in N_{C^e}^*(x)$ with $\|x - \overline{x}\| < \varepsilon$ and $\|p^*\| < \varepsilon$. There exists $u \notin C$ such that $(\frac{p^*}{\|p^*\|}, u - x) = \|u - x\| = d_C(u)$.

Thus, $u - x \in N_C(x)$ and $\frac{p^*}{\|p^*\|} = J(\frac{u - x}{\|u - x\|})$. We have by (c) that $P_C(x + \varepsilon \frac{u - x}{\|u - x\|}) = x$, so $P_C(x + \frac{\varepsilon}{\|p^*\|} J^*(p^*)) = x$. Now, for all $s \leq 1$ (since $1 \leq \frac{\varepsilon}{\|p^*\|}$), we have that $P_C(x + sJ^*(p^*)) = x$. By Definition 2.1 and by Proposition 2.2, the set $C$ is prox-regular at $\overline{x}$. \hfill $\square$

Now, following [38] and [39] we give a subdifferential characterization of the prox-regularity of a set in terms of the truncated cone (see (13)) of proximal normal functionals.

**Proposition 4.8.** A set $C \subset X$ is prox-regular at $\overline{x} \in C$, if and only if, for some $\varepsilon, \rho > 0$, the set-valued mapping $N_{C^e}^*: X \rightrightarrows X^*$ that assigns to each $x \in X$ the truncated cone of proximal normal functionals $N_{C^e}^*(x)$ is J-hypomonotone of degree $\rho$ on $B(\overline{x}, \varepsilon)$.

**Proof.** By Proposition 2.6, if $C$ is prox-regular at $\overline{x}$ then, for some $\varepsilon > 0$ and $\rho > 0$, the truncated normal functional cone mapping $N_{C^e}^*$ is J-hypomonotone of degree $\rho$ on $B(\overline{x}, \varepsilon)$. Conversely, suppose that $N_{C^e}^*$ is J-hypomonotone of degree $\rho$. Then the argument of Theorem 3.5 or Corollary 3.7 works as well (since it only makes use of the J-hypomonotonicity of the truncation of $\partial_p f$), to get that $P_C$ is single-valued and continuous on a neighbourhood of $\overline{x}$. It just remains to invoke Lemma 4.6 and Proposition 4.7 to conclude. \hfill $\square$

Now we can state the theorem giving several characterizations of the prox-regularity of a set. Recall first that the (lower) Dini subdifferential of a locally Lipschitz continuous function $f : X \to \mathbb{R}$ at a point $x$ is defined by
\[
 \partial^- f(x) := \{ x^* \in X^* : \langle x^*, h \rangle \leq \liminf_{t \downarrow 0} t^{-1} [f(x + th) - f(x)], \forall h \in X \}.
\]
Theorem 4.9. Let $C \subset X$ be a closed set. The following are equivalent:

(a) $C$ is prox-regular at $\bar{x}$;
(b) $P_C$ is single-valued and norm-to-norm $\frac{1}{q}$-H"older continuous on some neighbourhood $U$ of the point $\bar{x}$;
(c) $P_C$ is single-valued and norm-to-weak continuous on some neighbourhood $U$ of $\bar{x}$;
(d) there exists $\varepsilon > 0$ such that $p \in N_C(x)$ with $x \in B(\bar{x}, \varepsilon)$ and $p \neq 0$ implies that $P_C(x + \varepsilon \frac{p}{\|p\|}) = x$;
(e) there exists $\varepsilon > 0$ such that the condition $x = P_C(u), x \neq u$ implies that $x = P_C(u')$ for $u' = x + \varepsilon \frac{u - x}{\|u - x\|}$;
(f) $d_C^2$ is of class $C^{1,\alpha}$ on some neighbourhood $U$ of $\bar{x}$ with $\alpha = q^{-1}(s - 1)$;
(g) $d_C$ is Fréchet differentiable on $U \setminus C$ for some neighbourhood $U$ of $\bar{x}$;
(h) for some neighbourhood $U$ of $\bar{x}$, the function $d_C$ is Gâteaux differentiable on $U \setminus C$ with $\|\nabla G_{d_C}(x)\| = 1$ for all $x \in U \setminus C$;
(i) $d_C$ is Fréchet subdifferentiable on $U$ for some neighbourhood $U$ of $\bar{x}$;
(j) $d_C$ is Fréchet regular on $U \setminus C$ for some neighbourhood $U$ of $\bar{x}$;
(k) $P_C$ is nonempty-valued on $U$ and $d_C$ is Dini subdifferentiable on $U$ for some neighbourhood $U$ of $\bar{x}$;
(l) the indicator function $\psi_C$ is J-plr at $\bar{x}$;
(m) there exist $\varepsilon, \rho > 0$ such that the truncated normal functional cone mapping $N_C^{\varepsilon \rho}$ is $J$-hypomonotone of degree $\rho$ on $B(\bar{x}, \varepsilon)$.

If $C$ is weakly closed, one has one more equivalent condition

(n) $P_C$ is single-valued on some neighbourhood $U$ of $\bar{x}$.

Proof. First we will establish all the equivalences without specifying the Hölder character of the continuity in (b) and (f). The proof follows the scheme:

$$(m) \iff (a) \Rightarrow (l) \Rightarrow (f) \iff (j) \iff (h) \iff (i) \iff (g) \iff (k)$$

$$(c) \iff (b) \Rightarrow (d) \iff (e) \iff (a).$$

$(m) \iff (a)$ is Proposition 4.8.
$(a) \Rightarrow (l)$ is established in Proposition 2.6.
$(l) \Rightarrow (f)$ follows from Corollary 3.7.
$(f) \iff (j) \iff (h) \iff (i) \iff (g)$ is Proposition 4.3.
$(g) \Rightarrow (k)$: Assume that $(g)$ holds. This obviously ensures the Dini subdifferentiability of $d_C$ on $U \setminus C$ and since one always has $0 \in \partial^- d_C(x)$ for all $x \in C$, we obtain that $d_C$ is Dini subdifferentiable on $U$. The nonvacuity of $P_C$ on $U$ follows from the above implication $(g) \Rightarrow (f)$ and from Proposition 4.2.
$(k) \Rightarrow (g)$: For any $x \in U \setminus C$, there exists some $x^*$ in the Dini subdifferential $\partial^- d_C(x)$ of $d_C$ at $x$. Choose $p(x) \in P_C(x)$. By the definition of Dini subdifferential, for any $\varepsilon > 0$, there is some $\delta > 0$ such that, for any $t \in [0, \delta]$, one has

$$\langle x^*, p(x) - x \rangle \leq t^{-1}[d_C(x + t(p(x) - x)) - d_C(x)] + \varepsilon \quad (29)$$

...
and hence
\[ \langle x^*, x - p(x) \rangle \geq t^{-1}[d_C(x) - d_C(x + t(p(x) - x))] - \varepsilon \]
\[ \geq t^{-1}[\|x - p(x)\| - \|x + t(p(x) - x) - p(x)\|] - \varepsilon. \]

Then, for any \( \varepsilon > 0 \), using the equality \( \nabla(\| \cdot \|^2)(x - p(x)) = 2J(x - p(x)) \) and taking some \( t > 0 \) small enough, we obtain
\[ \langle x^*, x - p(x) \rangle \geq \frac{J(x - p(x))}{\|x - p(x)\|} \|x - p(x)\| - 2\varepsilon \]
the last inequality being due the fact that \( \langle J(y), y \rangle = \|y\|^2 \). Therefore,
\[ \|x - p(x)\| \leq \langle x^*, x - p(x) \rangle \leq \liminf_{t \downarrow 0} t^{-1}[d_C(x + t(x - p(x)) - d_C(x)] \]
\[ \leq \limsup_{t \downarrow 0} t^{-1}[d_C(x + t(x - p(x)) - d_C(x)] \leq \|x - p(x)\| \]
(the second inequality coming from \( x^* \in \partial^- d_C(x) \)), so
\[ \lim_{t \downarrow 0} t^{-1}[d_C(x + t(x - p(x)) - d_C(x)] = \|x - p(x)\|. \]

Further observe (as in the proof of Corollary 2 in [6]) that for each \( t \in [-1, 0] \) one has \( p(x) \in P_C(x + t(x - p(x)) \) and hence
\[ t^{-1}[d_C(x + t(x - p(x)) - d_C(x)] = \|x - p(x)\|. \]
So \( \lim_{t \downarrow 0} t^{-1}[d_C(x + t(x - p(x)) - d_C(x)] = \|x - p(x)\| \), that is, \( d_C \) has a Gâteaux directional derivative in the full direction \( x - p(x) \). Consequently, \( (g) \) follows from Theorem 4.4.

\( (f) \Leftrightarrow (b) \) is Proposition 4.2.
\( (b) \Leftrightarrow (c) \) is Lemma 4.1.
\( (b) \Rightarrow (d) \) is Lemma 4.6.
\( (d) \Leftrightarrow (c) \Leftrightarrow (a) \) is Proposition 4.7.

Under the additional assumption, to see that we have \( (n) \Leftrightarrow (c) \) we need to prove the implication \( (n) \Rightarrow (c) \).

Let us take any \( u \in U \) and \( u_n \rightharpoonup u \). By weak compactness, taking if necessary a subsequence, we may suppose that \( P_C(u_n) \rightharpoonup_{n \to \infty} v \). From the weak lower semicontinuity of the norm, we have \( \|v - u\| \leq \liminf_{n \to \infty} \|u_n - P_C(u_n)\| \) and hence \( \|v - u\| \leq d_C(u) \).

Therefore, as \( C \) is weakly closed, \( v \in C \) and \( P_C(u) = v \). Thus, \( P_C(u_n) \rightharpoonup_{n \to \infty} P_C(u) \), which gives the norm-to-weak continuity of \( P_C \) on \( U \).

To conclude, we apply Corollary 3.7 to obtain \( (a) \Leftrightarrow (b) \Leftrightarrow (f) \) but now with the Hölder character of the continuity that holds on (possibly smaller) neighbourhood of \( x \). The proof is then complete.

\( \square \)
5. Characterizations of uniformly prox-regular sets

In this final section we proceed to the study of the global setting of positively reached or proximally smooth set $C$, corresponding (see [16]) to the continuous Fréchet differentiability of the distance function $d_C$ over all an open tube of uniform thickness around the set $C$. We still have most of the characterizations for these sets given in [26] for finite dimensional space and in [16] and [39] in Hilbert space. We also add the characterizations (c), (e), and (g).

**Definition 5.1.** Following our definition of prox-regular set (see Definition 2.1) and modifying slightly Definition 2.4 of [39], we will say that the closed set $C$ is uniformly $r$-prox-regular if whenever $x \in C$ and $p^* \in N_C^r(x)$ with $\|p^*\| < 1$, then $x$ is the unique nearest point of $C$ to $x + rJ^*(p^*)$.

For the subset $C$ of $X$, let us first recall the definitions of the $r$-enlargement of $C$

$$C(r) := \{x \in X : d_C(x) \leq r\},$$

the open $r$-tube around $C$

$$U_C(r) := \{x \in X : 0 < d_C(x) < r\},$$

and let us define the set of $r$-distance points to $C$

$$D_C(r) := \{x \in X : d_C(x) = r\}.$$

**Theorem 5.2.** Let $C \subset X$ be a closed set and $r > 0$. The following are equivalent:

(a) $C$ is uniformly $r$-prox-regular;
(b) $d_C$ is continuously differentiable on $U_C(r) \setminus C$;
(c) $d_C$ is Fréchet regular on $U_C(r) \setminus C$;
(d) $d_C$ is Fréchet differentiable on $U_C(r) \setminus C$;
(e) $d_C$ is Gâteaux differentiable on $U_C(r) \setminus C$ with $\|\nabla^G d_C(x)\| = 1$ for all $x \in U_C(r) \setminus C$;
(f) $\partial d_C$ is nonempty-valued at all points in $U_C(r)$;
(g) $P_C$ and $\partial^* d_C$ are nonempty-valued at all points in $U_C(r)$;
(h) $d_C^2$ is $C^1$ on $U_C(r)$ with locally Hölder continuous derivative mapping;
(i) $P_C$ is single-valued and locally Hölder continuous on $U_C(r)$;
(j) $P_C$ is single-valued and norm-to-weak continuous on $U_C(r)$;
(k) For any non-zero $p \in N_C(x)$ with $x \in C$ one has $x \in P_C(x + r\frac{p}{\|p\|})$;
(l) If $u \in U_C(r)$ and $x = P_C(u)$, then $x \in P_C(u')$ for $u' = x + r\frac{u - x}{\|u - x\|}$.

If $C$ is weakly closed, one has the additional equivalent condition

(m) $P_C$ is single-valued on $U_C(r)$.

**Proof.** We will follow the scheme:

$$(a) \iff (k) \iff (l) \implies (i) \implies (h) \uparrow \downarrow$$

$$(j) \iff (b) \iff (c) \iff (d) \iff (e) \iff (f) \uparrow$$

$$(g) \ .$$
(k) $\Leftrightarrow$ (l) is obvious and here below each one will be considered. (k) $\Rightarrow$ (a) follows from Lemma 4.1. (a) $\Rightarrow$ (k): Fix any nonzero $p \in N_C(x)$ and take $p_n := p/(\|p\| + \frac{1}{n})$. For any $x' \in C$, (a) entails $\|x' - (x + ry)\| \geq r\|p\|$ which yields after taking the limit $\|x' - (x + r\frac{p}{\|p\|})\| \geq r$. The latter means that $x \in P_C(x + r\frac{p}{\|p\|})$, which is (k).

(b) $\Leftrightarrow$ (c) $\Leftrightarrow$ (d) $\Leftrightarrow$ (e) $\Leftrightarrow$ (f) follows from Proposition 4.3.

(d) $\Leftrightarrow$ (g) results from Theorem 4.4 like in the proof of the similar equivalence in Theorem 4.9.

(b) $\Rightarrow$ (j) is a consequence of Proposition 4.2 and Lemma 4.1. (b) $\Rightarrow$ (l): Let $u \in U_C(r)$ and $x = P_C(u)$. Since (b) holds, according to Lemma 4.5 there exists some $t_0 > 0$ such that $P_C(u_t) = x$ for all $u_t := u + t(u - x)/\|u - x\|$ with $0 < t < t_0$. As in [39] one may consider the number $\lambda_0$ given by the supremum over all $t \in [0, r - d_C(u)]$ such that $x \in P_C(u_t)$. Using the equivalence (note that $x \in C$ and $\|x - u_t\| = d_C(u) + t$)

$$x \in P_C(u_t) \Leftrightarrow \forall x' \in C, \|x' - u_t\| \geq d_C(u) + t,$$

it is easily seen that the supremum $\lambda_0$ is attained. We now claim that $\lambda_0 = r - d_C(u)$. Assume the contrary, i.e., $\lambda_0 < r - d_C(u)$. Then one would have on the one hand $x \in U_C(r)$ and on the other hand $x = P_C(u_{\lambda_0})$ because of the assumptions (b) and Proposition 4.2. Applying Lemma 4.5 again one would obtain a contradiction with the supremum property of $\lambda_0$. So the equality $\lambda_0 = r - d_C(u)$ holds. As $u_t$ can be written in the form $u_t = x + (d_C(u) + t)(u - x)/\|u - x\|$, taking $t = \lambda_0$ gives (l).

(l) $\Rightarrow$ (i): We will proceed in five steps.

**Step 1.** For any $x^* \in N^*_{C^r}(x) = N^*_{C}(x) \cap r\mathbb{R}^*$ with $x \in C$ and any $\alpha \in ]0, 1[$, from (k) $\Leftrightarrow$ (l) one has $P_C(x + r\frac{J^*x^*}{\|x^*\|}) \ni x$. This means that, for any $x' \in C$,

$$\|x + r\alpha\frac{J^*x^*}{\|x^*\|} - x\| \leq \|x + r\alpha\frac{J^*x^*}{\|x^*\|} - x'\|.$$

Besides, as $J = \nabla(\|\cdot\|)^2$, one also has

$$\frac{1}{2}\|x + r\alpha\frac{J^*x^*}{\|x^*\|} - x'\|^2 + \langle J(x - x' + r\alpha\frac{J^*x^*}{\|x^*\|}), x' - x \rangle \leq \frac{1}{2}\|r\alpha\frac{J^*x^*}{\|x^*\|}\|^2.$$

So $\langle J(J^*(x^*) - \frac{\|x^*\|}{r}\frac{x^*}{r}(x - x)), x' - x \rangle \leq 0$. It is possible to take any $\alpha$ in $]0, \|x^*\|]$. Hence, whenever $x_i \in C, x^*_i \in N^*_{C^r}(x_i), i = 1, 2$, and $t \geq 1$, one has

$$\langle J(J^*(x^*_1) - t(x_2 - x_1)), x_2 - x_1 \rangle \leq 0$$

and

$$\langle J(J^*(x^*_2) - t(x_1 - x_2)), x_1 - x_2 \rangle \leq 0.$$

By adding, one obtains

$$\langle J(J^*(x^*_1) - t(x_2 - x_1)) - J(J^*(x^*_2) - t(x_1 - x_2)), x_1 - x_2 \rangle \leq 0$$

which is the $J$-hypomonotonicity of $N^*_{C^r}$ of degree $t$ for any $t \geq 1$. 

Step 2. For any $\alpha \in [0,1/2]$, we have by step 1 and by Lemma 2.7 that the set-valued mapping $(I + J^* \circ N_C^{\alpha})^{-1}$ is $\frac{1}{q}$-Hölder continuous on the intersection of its domain with any bounded subset. We also have, for any $r' > 0$,

$$P_C(x) \subset (I + J^* \circ N_C^{\alpha})^{-1}(x) \quad \text{for any } x \in U_C(r'). \quad (30)$$

Indeed, for any $x \in U_C(r')$, the inclusion $y \in P_C(x)$ entails that $J(x - y) \in N_C^{\alpha}(y)$, and $\|y - x\| < r'$ so $J(x - y) \in N_C^{\alpha}(y)$. So we have that for any $\alpha \in [0,1/2]$, $P_C$ is $\frac{1}{q}$-Hölder continuous on the intersection of any bounded set with $\text{Dom } P_C \cap U_C(\alpha r)$. Then by the arguments of step 2 in the proof of Theorem 3.5, $P_C$ is also nonempty, single-valued on $U_C(\alpha r)$. As $\alpha$ can be made as close as one wants to $\frac{1}{2}$, $P_C$ is nonempty, single-valued, locally $\frac{1}{q}$-Hölder continuous on $U_C(r/2)$.

Step 3. Step 3 corresponds to the two following lemmas. The first one completes the result of Lemma 3.1 of Bounkhel-Thibault [10]. As usual the line segment between two points $u, v \in X$ will be denoted by $[u,v]$, that is, $[u,v] := \{tu + (1-t)v : t \in [0,1]\}$.

Lemma 5.3. Let $C$ be a nonempty closed subset of a normed vector space $(Y, \| \cdot \|)$. Let $\rho > 0$ and $u \notin C(\rho)$. Then the following hold:

(a) $d_C(u) = \rho + d_{C(\rho)}(u) = \rho + d_{D_C(\rho)}(u)$;
(b) If $u_0 \in P_C(u)$ and $y_0 \in [u_0, u] \cap D_C(\rho)$, then $y_0 \in P_C(u)$;
(c) If $y \in P_C(\rho)(u)$ and $z \in P_C(y)$, then $z \in P_C(u)$. Further, if $P_C(\rho)(u) = \{y\}$ and $z \in P_C(y)$, then $y \in [z, u]$ and $P_C(u) = \{z\}$.

Proof. (a) For all $y \in C(\rho)$

$$d_C(u) \leq d_C(y) + \|u - y\| \leq \rho + \|u - y\|$$

hence

$$d_C(u) \leq \rho + d_{C(\rho)}(u) \leq \rho + d_{D_C(\rho)}(u). \quad (31)$$

Fix any $\varepsilon > 0$ and choose $u_\varepsilon \in C$ with $\|u - u_\varepsilon\| \leq d_C(u) + \varepsilon$. Since $d_C(u_\varepsilon) = 0$ and $d_C(u) > \rho$ we may choose $y_\varepsilon \in [u_\varepsilon, u] \cap D_C(\rho)$ and hence

$$d_C(u) + \varepsilon \geq \|u - u_\varepsilon\| = \|u - y_\varepsilon\| + \|y_\varepsilon - u_\varepsilon\| \geq d_{D_C(\rho)}(u) + d_C(y_\varepsilon) = d_{D_C(\rho)}(u) + \rho.$$

Combining this with (31) we obtain

$$d_C(u) = \rho + d_{C(\rho)}(u) = \rho + d_{D_C(\rho)}(u). \quad (32)$$

(b) Assume now that $u_0 \in P_C(u)$ and $y_0 \in [u_0, u] \cap D_C(\rho)$. Then $u_0 \in P_C(y_0)$ and by (32)

$$\|u - y_0\| + \rho = \|u - y_0\| + d_{D_C(\rho)}(y_0) = \|u - y_0\| + \|y_0 - u_0\| = \|u - u_0\| = \rho + d_{C(\rho)}(u)$$

and hence $\|u - y_0\| = d_{C(\rho)}(u)$, i.e., $y_0 \in P_C(\rho)(u)$.

(c) Assume that $y \in P_C(\rho)(u)$ and $z \in P_C(y)$. Then

$$\|u - z\| \leq \|u - y\| + \|y - z\| = d_{C(\rho)}(u) + d_C(y) \leq d_{C(\rho)}(u) + \rho = d_C(u)$$

(the last equality being due to (32)) and hence $z \in P_C(u)$.

Assume now that $P_C(\rho)(u) = \{y\}$. Taking $y' \in [z, u] \cap D_C(\rho) \neq \emptyset$, we have by (b) that $y' \in P_C(\rho)(u)$ and hence $y = y' \in [z, u]$. If there exists $z' \neq z$ with $z' \in P_C(u)$, then one sees that $z' \notin u + [0, +\infty[z - u]$ and by (b) for $y'' \in [z', u] \cap D_C(\rho) \neq \emptyset$ (hence $y'' \neq u$) one would have $y'' \in P_C(\rho)(u)$ and hence $y'' = y \in [z, u]$ which would contradict $z' \notin u + [0, +\infty[z - u)$. This completes the proof of the lemma.
Lemma 5.4. If $C$ satisfies the assertion (l) of Theorem 5.2 with parameter $r$ and $P_C$ is nonempty, single-valued on $U_C(\alpha r)$ for some $\alpha \in [0,1]$, then for any $\alpha' \in [0,\alpha]$, the set $C(\alpha') := \{ x \in X : d_C(x) \leq \alpha' \}$ satisfies (l) with parameter $r(1-\alpha')$.

Proof. Take $u \in U_{C(\alpha r)}(r(1-\alpha'))$ and put $r' := d_C(u)$. Note that $0 < d_{C(\alpha r)}(u) < r(1-\alpha')$ and hence by (a) of Lemma 5.3 one has $\alpha' r < d_C(u) < r$, which implies in particular $u \in U_C(r)$. Suppose that $P_{C(\alpha r)}(u) = \{ y \}$. We have to prove that $y \in P_{C(\alpha r)}(y + r(1-\alpha')\frac{u-y}{\|u-y\|})$. Observing that $y \in U_C(\alpha r)$, we may put $z := P_C(y)$ according to the assumption on $P_C$ over $U_C(\alpha r)$. By (c) of Lemma 5.3, we have $z \in P_C(u)$. Since $d_C(z) = 0$ and $d_C(u) > \alpha' r$, we may take $y_1 \in [z,u] \cap D_C(\alpha' r) \neq \emptyset$. The assertion (b) of Lemma 5.3 says that $y_1 \in P_C(\alpha' r)(u)$ and hence $y_1 = y$. Now, since $y_1 \in U_C(r)$ and $z = P_C(y_1)$ we have by (l) that $P_C(u') \ni z$ for

$$u' := z + r \frac{y_1 - z}{\|y_1 - z\|} = z + r \frac{u - z}{\|u - z\|}.$$

This entails by (b) of Lemma 5.3 again that $P_{C(\alpha' r)}(u') \ni y$ since (recall that $y = y_1$)

$$y \in [z,u] \cap D_C(\alpha' r) \subset [z,u'] \cap D_C(\alpha' r).$$

Further, since $\|u' - y\| = \|u' - z\| - \|y - z\| = r - \alpha' r$ (the second equality being due to the definition of $u'$ and to the inclusion $y \in D_C(\alpha' r)$) we see that

$$u' = y + (r - \alpha' r) \frac{u - y}{\|u - y\|}.$$

So, we obtain that $C(\alpha' r)$ satisfies (l) with parameter $r(1-\alpha')$, and the proof of the lemma is complete.

\[\square\]

Step 4. For $\alpha \in [0,1]$, let us consider the property

$$\mathcal{P}(\alpha) \begin{cases} C \text{ satisfies (l) with parameter } r \text{ and} \\ P_C \text{ is single-valued, locally Hölder continuous on } U_C(\alpha r) \end{cases}$$

We claim that $\mathcal{P}(\alpha) \Rightarrow \mathcal{P}(\frac{\alpha + 1}{2})$.

Suppose that $\mathcal{P}(\alpha)$ holds. From step 3 and steps 1-2, we have that for any $\alpha' \in [0,\alpha[$,

$$P_{C(\alpha' r)} \text{ is single-valued, locally Hölder continuous on } U_{C(\alpha' r)}(r(1-\alpha')) = \frac{r(1-\alpha')}{2}, \quad (33)$$

Take any $u \in U_{C(\alpha' r)}(\frac{r(1-\alpha')}{2})$ such that $r' := d_C(u) > \alpha' r$. By (a) of Lemma 5.3 we have $d_{C(\alpha' r)}(u) = r' - \alpha' r$, and so

$$u \in U_{C(\alpha' r)}(\frac{r(1-\alpha')}{2}) \quad (34)$$

since $r' - \alpha' r < \frac{r(1-\alpha')}{2}$ because of the inclusion $u \in U_{C(\alpha' r)}(\frac{r(1-\alpha')}{2})$. We may then put $y := P_{C(\alpha' r)}(u)$ according to (33) and put $z := P_C(y)$ according to the second assumption in $\mathcal{P}(\alpha)$. Then by (c) of Lemma 5.3 we have $z = P_C(u)$ and so $P_C(u) = z = P_C \circ P_{C(\alpha' r)}(u)$. So
for any $\alpha' \in [0, \alpha]$, (33), (34), and $P(\alpha)$ ensure that $P_C$ is single-valued and locally Hölder continuous on $U_C(\alpha'r + \frac{r(1-\alpha')}{2}) \setminus C(\alpha'r)$. By assumption it is also locally Hölder continuous on $U_C(\alpha r)$. So $P_C$ is single valued, locally Hölder continuous on $U_C(\alpha'r + \frac{r(1-\alpha')}{2})$ for any $\alpha' \in [0, \alpha]$ and hence also on $U_C(\alpha r + \frac{r(1-\alpha)}{2}) = U_C(\frac{\alpha+1}{2} r)$. This establishes the claim and finishes the proof of step 4.

**Step 5.** Define $(\alpha_n)$ by $\alpha_0 = 1/2$, $\alpha_{n+1} = (\alpha_n + 1)/2$. We have $\alpha_n \to 1$ and by step 4, $P(\alpha_n) \Rightarrow P(\alpha_{n+1})$. As $P(\alpha_0)$ is true by step 1, we have $P(1)$, that entails (i).

(i) $\Rightarrow$ (h): This implication follows from Lemma 3.2 and Remark 3.4.

(h) $\Rightarrow$ (d) is obvious.

Since the additional equivalence (m) can be established like in Theorem 4.9, the proof is now complete.

The following proposition gives the expression of the metric projection mapping in terms of the normal cone.

**Proposition 5.5.** Under the assumptions of Theorem 5.2, one has for all $x \in U_C(r)$

$$\nabla^F d_C(x) = J(x - P_C(x))/d_C(x) \quad \text{and} \quad P_C(x) = (I + J^* \circ N_C^r)^{-1}(x).$$

**Proof.** The equality concerning the derivative follows easily from the theorem above and from the expression of $\nabla e_{\alpha} f(x)$ in Lemma 3.1. Let us prove the equality concerning the metric projection mapping. We know by (30) that $P_C(x) \subset (I + J^* \circ N_C^r)^{-1}(x)$ for all $x \in U_C(r)$, so it is enough to check that $(I + J^* \circ N_C^r)^{-1}$ is at most single-valued on $U_C(r)$. Suppose that $y_1, y_2$ are in $(I + J^* \circ N_C^r)^{-1}(x)$ with $x \in U_C(r)$, that is, $J(x - y_i) \in N_{C}^r(y_i)$, $i = 1, 2$. Then $P_C(x) = y_1 = y_2$ by (k).


The uniform prox-regularity also entails the $J$-hypomonotonicity of the truncated normal functional cone.

**Proposition 5.6.** Under the assumptions of Theorem 5.2, we also have

(n) **The truncated normal functional cone mapping $N_C^r$ is $J$-hypomonotone of degree $t$ for any $t \geq 1$.**

Conversely, (n) entails the assertions of Theorem 5.2 with parameter $r/2$ instead of $r$.

**Proof.** See steps 1 and 2 in the proof of Theorem 5.2.

The following corollary gives several characterizations of convex sets. The condition (k) in the corollary is Vlasov’s extension (see [46]) to Banach space with rotund dual of the known result proved by Asplund in Hilbert space (see [1]). The characterization (f) is exactly Theorem 18 of Borwein, Fitzpatrick and Giles [6]. Theorem 18 in [6] was established in the more general case where the dual space is merely rotund and it was, in some sense, a generalization of Theorem 3.6 of Fitzpatrick [27] where both the norm and the dual norm were assumed to be Fréchet differentiable away from the origins. Note also that the characterization (h) was explicitly given by Borwein, Fitzpatrick and Giles [6, Theorem 17] (with directional Gâteaux derivability as in Theorem 4.4 instead of the Dini subdifferentiability), in the larger context of Banach space $Y$ with rotund dual $Y^*$. Both
Theorems 17 and 18 in [6] are derived by the authors by proving that any closed subset of a Banach space \( Y \) such that
\[
\limsup_{\|y\|\to 0} \frac{d_C(x + y) - d_C(x)}{\|y\|} = 1 \quad \text{for all } x \in Y \setminus C
\]
is almost convex and hence, according to a result due to Vlasov [46], convex whenever \( Y^* \) is rotund for its dual norm.

In our corollary, the requirement (X5) is imposed for a large part because of characterizations (b), (i), (j), (m), (n).

**Corollary 5.7.** Let \( C \subset X \) be a closed set. The following are equivalent:

(a) \( C \) is convex;
(b) \( d_C \) is continuously \( \infty \)-prox-regular, i.e., uniformly \( r \)-prox-regular for any real number \( r > 0 \);
(c) \( d_C \) is continuously differentiable on \( X \setminus C \);
(d) \( d_C \) is Fréchet regular on \( X \setminus C \);
(e) \( d_C \) is Fréchet differentiable on \( X \setminus C \);
(f) \( d_C \) is Gâteaux differentiable on \( X \setminus C \) with \( \|\nabla^G d_C(x)\| = 1 \) for all \( x \in X \setminus C \);
(g) \( \partial_F d_C(x) \neq \emptyset \) for all \( x \in X \);
(h) \( P_C(x) \neq \emptyset \) and \( \partial^- d_C(x) \neq \emptyset \) for all \( x \in X \);
(i) \( d_C^2 \) is \( C^1 \) on \( X \) with locally Hölder continuous derivative mapping on \( X \);
(j) \( P_C \) is single-valued and locally Hölder continuous on \( X \);
(k) \( P_C \) is single-valued and norm-to-norm continuous on \( X \);
(l) \( P_C \) is single-valued and norm-to-weak continuous on \( X \);
(m) For any \( p \in N_C(x) \) with \( x \in C \) one has \( x \in P_C(x + p) \);
(n) If \( u \in X \setminus C \) and \( x = P_C(u) \), then \( x \in P_C(u') \) for \( u' = x + r(u - x) \) and any \( r > 0 \).

**Proof.** The equivalence between all the assertions from (b) to (n) is easily seen to follow from Theorem 5.2. The implication \((a) \Rightarrow (g)\) is obvious according to the convexity of the continuous function \( d_C \) under \((a)\). By Proposition 5.6, the condition \((g)\) entails that \( N_{C^*}^r \) is J-hypomonotone of degree 1 on \( U_C(r) \) for any \( r > 0 \). Fix any \( x, y \in C \) and any \( x^* \in N_{C^*}^r(x), y^* \in N_{C^*}^r(y) \). By definition of J-hypomonotonicity of degree 1 for all \( s > 0 \) large enough
\[
\langle J[J^*(sx^*) - (y - x)] - J[J^*(sy^*) - (x - y)], x - y \rangle \geq 0,
\]
or
\[
\langle J[J^*(x^*) - \frac{1}{s}(y - x)] - J[J^*(y^*) - \frac{1}{s}(x - y)], x - y \rangle \geq 0.
\]
Using the continuity of \( J \) and \( J^* \) and passing to the limit when \( s \) goes to \( +\infty \) we obtain
\[
\langle x^* - y^*, x - y \rangle \geq 0.
\]
This means that \( N_{C^*}^r \) is monotone and hence by [18] (see also [19, 20]) the set \( C \) is convex, that is, \((a)\). The proof of the corollary is then complete. \( \square \)
In the remainder of the paper, we will give, for an \( r \)-prox-regular set \( C \), some properties of the \( \rho \)-enlargement \( C(\rho) \) with \( \rho \in ]0, r[ \) and of the set of \( \rho \)-external points to \( C \)

\[
E_C(\rho) := \{ u \in X : d_C(u) \geq \rho \}.
\]

The first result concerns the proximal normal cone to the \( \rho \)-enlargement of \( C \). In its statement we will denote by \( N^C_S \) the Clarke normal cone to a set \( S \) and by \( \mathbb{R}_+ \) the set of all non-negative real numbers.

**Proposition 5.8.** Assume that \( C \) is uniformly \( r \)-prox-regular. Then, for any \( \rho \in ]0, r[ \) and any \( y \in D_C(\rho) \),

\[
N^{\text{cl}}_{C(\rho)}(y) = N^{\text{cl}}_{C(\rho)}(y) = \mathbb{R}_+ \nabla^F d_C(y) \subset N^{\text{cl}}_C(P_C(y)).
\]

**Proof.** Fix \( y \in D_C(\rho) \). From Lemma 5.4 and Theorem 5.2, the set \( C(\rho) \) is uniformly \((r - \rho)\)-prox-regular and \( P_C(\rho) \) is single-valued on \( U_C(r) \). To see that \( \nabla^F d_C(y) \) actually belongs to \( N^{\text{cl}}_{C(\rho)}(y) \), put

\[
u := y + \epsilon(y - P_C(y)),
\]

where \( \epsilon \) is small enough that \( d_C(u) < r \). As \( P_C(u) = P_C(y) \) by Theorem 5.2(l), we have

\[
d_C(u) = \|u - P_C(y)\| = \|y + \epsilon(y - P_C(y)) - P_C(y)\| = (1 + \epsilon)\|y - P_C(y)\| = (1 + \epsilon)\rho > \rho.
\]

Then by Lemma 5.3(b), since \( P_C(\rho) \) is single-valued on \( U_C(r) \), one has \( y = P_C(\rho)(u) \). So \( u - y \in N_{C(\rho)}(y) \) and hence \( y - P_C(\rho) \in N_{C(\rho)}(y) \) which entails \( \nabla^F d_C(y) \in N^C_{C(\rho)}(y) \).

Further, as \( C(\rho) = \{ x \in X : d_C(x) \leq d_C(y) \} \) because \( y \in D_C(\rho) \), we know by Clarke [14, Theorem 2.4.7 and Corollary 1] that \( N^C_{C(\rho)} = \mathbb{R}_+ \nabla^F d_C(y) \) and hence

\[
\mathbb{R}_+ \nabla^F d_C(y) \subset N^C_{C(\rho)}(y) \subset N^C_{C(\rho)}(y) = \mathbb{R}_+ \nabla^F d_C(y).
\]

So it remains to see that the inclusion \( \mathbb{R}_+ \nabla^F d_C(y) \subset N^C_{C(\rho)}(y) \) follows from \( \nabla^F d_C(y) = \frac{y - P_C(y)}{\|y - P_C(y)\|} \in N^C_{C(\rho)}(y) \).

Before establishing the second result, let us prove the following lemma which has its own interest.

**Lemma 5.9.** Assume that \( C \) is uniformly \( r \)-prox-regular. Then for any \( \rho \in ]0, r[ \) and \( y \in U_C(\rho) \) one has

\[
d_C(y) + d_{E_C(\rho)}(y) = \rho.
\]

**Proof.** Fix \( y \in U_C(\rho) \) and put \( x := P_C(y) \) according to (i) of Theorem 5.2. Then for \( u := x + \rho \frac{y - x}{\|y - x\|} \) one has \( x \in P_C(u) \) by Theorem 5.2(k) and hence \( u \in D_C(\rho) \subset E_C(\rho) \) and

\[
d_C(y) + d_{E_C(\rho)}(y) \leq \|y - x\| + \|y - u\| = \|u - x\| = \rho.
\]

For any \( z \in E_C(\rho) \) we have

\[
\|z - y\| \geq \|z - P_C(y)\| - \|y - P_C(y)\| \geq d_C(z) - d_C(y) \geq \rho - d_C(y)
\]

hence

\[
d_{E_C(\rho)}(y) \geq \rho - d_C(y).
\]

It follows from (37) and (38) that \( d_C(y) + d_{E_C(\rho)}(y) = \rho \). \( \square \)
From this lemma we see, on the one hand, through Theorem 5.2(d) that if $C$ is uniformly $r$-prox-regular, then for any $\rho \in ]0, r[$, the set $E_{C(\rho)}$ is uniformly $\rho$-prox-regular, because $d_{E_{C(\rho)}}(.) = \rho - d_{C}(.)$ and $U_{C}(\rho) = U_{E_{C(\rho)}}(\rho)$. On the other hand, the lemma allows us to retrieve the following characterization of uniform $r$-prox-regularity given by Clarke, Stern and Wolenski [16] in the context of Hilbert space. Their proof is different and it relies on the analysis of an appropriate infimum value function. In our characterization below, the additional nonvacuity of $P_{C}(y)$ is not required (compare with [16, Theorem 4.1(c)]).

**Theorem 5.10.** A closed set $C$ is uniformly $r$-prox-regular for some $r > 0$ if and only if

$$d_{C}(y) + d_{E_{C(r)}}(y) = r \quad \text{for all } y \in U_{C(r)}. \quad (39)$$

**Proof.** The fact that (39) is implied by the uniform $r$-prox-regularity of $C$ follows from Lemma 5.9 with $\rho = r$. Assume now that (39) holds and consider any $y \in U_{C(r)}$ for which $P_{C}(y)$ is a singleton, say $P_{C}(y) = x$. Then, for any $y' \in ]x, y[$, one has $P_{C}(y') = x$. This yields for any non zero $t \in ]-1, 1[, \|y-y'\|$

$$t^{-1}[d_{C}(y' + t(y' - x))] - d_{C}(y')] = t^{-1}[\|y + t(y' - x) - x\| - \|y' - x\|] = \|y' - x\|,$$

which entails that $d_{C}$ has a Gâteaux directional derivative in the full direction $y' - x$ and hence by Theorem 4.4 the function $d_{C}$ is Fréchet differentiable at $y'$. Thus by (39) the function $d_{E_{C(r)}}$ is also differentiable at $y'$. We then deduce (see the formula for $\nabla_{e_{\lambda}} f$ in Lemma 3.1) that $P_{E_{C(r)}}(y')$ is a singleton that will be denoted by $u'$. Using successively the inclusion $u' \in D_{C(r)}$ and (39) we obtain

$$r \leq \|x - u'\| \leq \|y' - x\| + \|y' - u'\| = r,$$

so $y' \in ]x, u'[ \ (see \ (4)) \ and \ P_{C}(u') \ni x$. By Theorem 5.2(l), this means that $C$ is uniformly $r$-prox-regular. \hfill \Box
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