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Let Ω be a bounded open convex set in R
n and let φ : Γ := ∂Ω → R be a function defined on its boundary.

The lower bounded slope condition (on φ) is a hypothesis recently introduced by Clarke [3], who has
shown its relevance to regularity theory in the calculus of variations. It corresponds to a weaker version of
the traditional bounded slope condition, which also appears in the theory of elliptic differential equations.
In this paper, we study the regularity properties of these functions and give intrinsic characterizations of
them. Semiconvexity turns out to be a central tool in the proofs.

1. Introduction

Hilbert-Haar theory is one of the classical approaches to regularity in the multiple integral
calculus of variations. The classical version of the Hilbert-Haar theorem can be stated as
follows. Let n ≥ 2, F : Rn → R be a convex function, and Ω a bounded open set in R

n.
Let φ : Γ = ∂Ω → R be a function which satisfies a Bounded Slope Condition (BSC) of
rank Q. The BSC of rank Q is the requirement that given any point γ on the boundary,
there exist two affine functions

y 7→ 〈ζ−γ , y − γ〉+ φ(γ), y 7→ 〈ζ+γ , y − γ〉+ φ(γ)

agreeing with φ at γ whose slopes satisfy |ζ−γ |, |ζ
+
γ | ≤ Q and such that

〈ζ−γ , γ
′ − γ〉+ φ(γ) ≤ φ(γ′) ≤ 〈ζ+γ , γ

′ − γ〉+ φ(γ) ∀γ′ ∈ Γ.

Then the functional I : u 7→
∫

Ω
F (∇u) has a minimum over all the Lipschitz functions

which assume the boundary values φ on Γ.

When Hilbert or Haar gave their versions of this theorem (with F (p) = |p|2, see [14]; with
n = 2, see [9]), they used a three point condition which is equivalent to the BSC (when
n = 2). Hartman and Nirenberg [13] formulated the BSC (after Rado had done it for
n = 2, see [21] and [22]) and Stampacchia [23] coined the term BSC and gave the first
proof of the Hilbert-Haar theorem in dimensions greater than 2. The BSC has also been
used in the context of elliptic pde’s (see [11], [24] and [6]).

Miranda published in [19] (see also [8] and [20]) the proof of the Hilbert-Haar theorem as
stated above. One drawback of this theorem is that the BSC hypothesis is quite restrictive.
First, if φ is not the restriction of a linear function, it implies that Ω is convex. Indeed,
the BSC hypothesis implies the existence of a supporting hyperplane at any point γ of Γ,
namely:

{γ′ ∈ R
n : 〈ζ−γ − ζ+γ , γ

′ − γ〉 = 0}.
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Secondly, the BSC hypothesis forces φ to be a Lipschitz function and to be affine on
any segment in Γ. Additionally, Hartman [10] has shown that if Γ is smooth, then any φ
satisfying the BSC must be smooth. (A precise statement appears below.)

All this has led Clarke [3] to introduce a new property so as to generalize Hilbert-Haar
theory to a wider class of boundary functions, namely those functions which satisfy the
so-called Lower Bounded Slope Condition (LBSC). The aim of this article is to understand
how wide this class is and to characterize it.

Definition 1.1. The function φ : Γ → R is said to satisfy the LBSC of rank Q if given
any x ∈ Γ, there exists an affine function

y 7→ 〈ζx, y − x〉+ φ(x)

with |ζx| ≤ Q such that

〈ζx, y − x〉+ φ(x) ≤ φ(y) ∀y ∈ Γ.

The following proposition gives a first characterization of functions satisfying the LBSC.

Proposition 1.2. The function φ : Γ → R satisfies the LBSC if and only if it is the
restriction to Γ of a (finite) convex function.

In contrast, it is known that functions satisfying the BSC are precisely those which coincide
on Γ with a convex function and also with a concave function (see [10]). The proof of
Proposition 1.2 is given in Section 3.

Actually, the proof will show that φ satisfies the LBSC of rank Q if and only if it is
the restriction to Γ of a convex function which is globally Lipschitz of rank Q. As an
example, one can show that the functions satisfying the LBSC on a square are the Lipschitz
functions which are convex on each side of the square (see [1] for a proof).

We can also define the Upper Bounded Slope Condition (UBSC) which is satisfied by
φ : Γ → R exactly when −φ satisfies the LBSC. Note that φ satisfies the BSC if and only
if φ satisfies the LBSC and the UBSC.

Though the BSC forces boundary functions to be affine on flat parts of the boundary, it
becomes more interesting when Ω is sufficiently curved.

Definition 1.3. A convex set Ω is said to be uniformly convex if, for some ǫ > 0, for
every point γ on the boundary, there exists a unit vector bγ ∈ R

n such that

〈bγ, γ
′ − γ〉 ≥ ǫ|γ′ − γ|2, ∀γ′ ∈ Γ.

Miranda’s Theorem [19] states that when Ω is uniformly convex, then any φ of class C2

(and actually C1,1 is enough) satisfies the BSC. We can prove an analogue of this for
functions satisfying the LBSC. The LBSC requires only the minoration inequality of the
two inequalities defining the BSC. In that sense, the LBSC is a one-sided BSC. It turns
out that the one-sided C1,1 regularity (that is regularity required only “from below�) is
exactly semiconvexity (or equivalently, up to sign, semiconcavity, a familiar and useful
property in pde’s, see [2]).
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Definition 1.4. Let S be a subset of Rm. The function u : S ⊂ R
m → R is said to

be semiconvex if there exists a lower semicontinuous function which is nonincreasing
ω : R+ → R

− such that limρ→0+ ω(ρ) = 0 and

λu(x) + (1− λ)u(y)− u(λx+ (1− λy)) ≥ λ(1− λ)|x− y|ω(|x− y|)

for any x, y ∈ S such that [x, y] ⊆ S and for any λ ∈ [0, 1]. We call such an ω a modulus
of semiconvexity for u on S.

We say that a function is locally semiconvex if it is semiconvex on every compact subset
of its domain of definition. A function is said to be [locally] semiconcave if its negative is
[locally] semiconvex.

Finally, if ω is of the form −C| · | where C ≥ 0, we say that u is linearly semiconvex.

This definition implies that convex functions are semiconvex functions with a vanishing
modulus of semiconvexity ω = 0. Actually, u is linearly semiconvex on an open convex
set S with modulus of convexity −C| · | if and only if u + C/2| · |2 is convex on S (see
[2], Proposition 1.1.3). Semiconvex functions share with convex functions the property of
being locally Lipschitz.

Then we have the following:

Proposition 1.5. When Ω is uniformly convex, φ satisfies the LBSC if and only if it is
the restriction to Γ of a function which is locally linearly semiconvex on R

n.

See Section 3 for a proof of Proposition 1.5.

In 1966, Hartman [10] found a converse to Miranda’s earlier result.

Theorem 1.6. Let Ω be a bounded open convex set and φ a function on Γ = ∂Ω satisfying
a BSC. If Γ is C1, then φ is C1. If Γ is C1,λ for some λ ∈]0, 1], then φ is C1,λ.

A function on an open set A ⊂ R
n is said to be of class C1,λ if it has continuous first

order partial derivatives which are uniformly Hölder [or Lipschitz] continuous of order
λ, 0 < λ < 1 [or λ = 1] on closed balls in A. A hypersurface Γ ⊂ R

n is said to be of class
C1,λ if for any x ∈ Γ, there exists a parametrization ρ : V → Γ ∩ U ∋ x (that is V is
an open set in R

n−1, U is an open set in R
n containing x and ρ is an immersion and a

homeomorphism onto its image) which is of class C1,λ. Finally, φ : Γ → R is said to be
C1,λ if for any such parametrization ρ : V → U, φ◦ρ is of class C1,λ.We will give in Section
3 a (new) short proof of Theorem 1.6, based on the natural link between the LBSC and
semiconvexity. But it is a natural question to ask whether such a result still holds if one
replaces (for φ) BSC by LBSC and C1,λ by semiconvexity. The map φ : Γ → R is said to
be [linearly] semiconvex if φ ◦ ρ is locally [linearly] semiconvex on the open set V ⊂ R

n−1

(in the sense of Definition 1.4) for any parametrization ρ : V → U ∩ Γ. We will prove in
Section 3 the following:

Theorem 1.7. Let Ω be a bounded open convex set, Γ := ∂Ω being C1,1 and φ a function
on Γ. If φ satisfies the LBSC, then φ is linearly semiconvex. If moreover Ω is uniformly
convex, then the converse is true; that is, if φ is linearly semiconvex, then φ satisfies the
LBSC.



122 P. Bousquet / On the Lower Bounded Slope Condition

The first part of the theorem is the counterpart for LBSC functions of Theorem 1.6. The
last assertion does not coincide with Proposition 1.5 as it is of a local nature. It is a
general principle in convexity theory that local properties are simultaneously global (see
for instance Claim 3.7 in the proof of Theorem 1.7). This is not the case for semiconvexity
on hypersurfaces in R

n.

Even if the two articles [10], [12] deal with the BSC, most of the proofs stated there are
valid for the LBSC. We enumerate some of these results (for the LBSC) in Section 2 as
well as a new result concerning continuity of minimizers in the multiple integral calculus
of variations, see Theorem 2.4 below.

In Section 3, we prove Proposition 1.2 and 1.5 as well as Theorem 1.6 and Theorem
1.7, and underline the local nature of the LBSC. In Section 4, we will provide intrinsic
characterizations of the LBSC in terms of subgradients of φ.

2. Some further results

We state now some further results about the LBSC, which can be deduced from the proofs
appearing in [10] and [12]. In Section 3, Theorem 2.2 will be used to show that a particular
example of a function φ does not satisfy the LBSC.

The proof by Hartman of Theorem 1.6 has a geometrical flavour, and one of the main
results in [10] states an equivalence between the BSC and the n + 1 points condition.
(Actually, the case n = 2 had been known for a long time, see [7] for a proof in this case.)
We say that φ satisfies an n+1 points condition [with constant K] if for every set of n+1
points x0, ...xn of Γ, there is a hyperplane z = 〈a, x〉+ c =

∑n
h=1 a

hxh + c in R
n+1 which

passes through the points (x, z) = (xj, φ(xj)) for j = 0, ..., n and satisfies

|a| := (
n∑

k=1

|ak|2)1/2 ≤ K.

It is easy to see that the same proof as in [12], Theorem 3.1 yields a similar result for
functions satisfying the LBSC:

Proposition 2.1. The function φ satisfies the LBSC if and only if there exists S ∈ R

such that for every set of n + 1 linearly independent points x0, ...xn in Γ, the couple
(a, c) ∈ R

n × R defined by

φ(xi) = 〈a, xi〉+ c ∀i = 0, ..., n

satisfies 〈a, x〉+ c ≥ S,∀x ∈ Ω.

In other words, any hyperplane in R
n+1 passing through the points (xi, φ(xi)) lies above

the horizontal hyperplane z = S on Ω. The proof of this Lemma is based on a quite
effective characterization of functions satisfying the LBSC, which we now describe (see
[10], Corollary 2.1 which holds for BSC functions but whose proof is also valid for LBSC
functions).

Let x∗ ∈ Ω be fixed and x0, x1 be distinct points in Γ. By a point x01 of Γ between x0
and x1 is meant a point of the form x01 = x∗ + λ(x0 − x∗) + µ(x1 − x∗) with λ, µ > 0.
In the 2 dimensional plane π defined by the three points x∗, x0, x1, introduce rectangular
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coordinates (ξ, η) with x∗ as origin such that if (ξ0, η0), (ξ1, η1) denote the coordinates of
x0, x1 respectively, then

ξ0 η0
ξ1 η1

> 0

(in other words, the basis defining the coordinates (ξ, η) has the same orientation in π as
the basis (x0 − x∗, x1 − x∗)). Then we have

Theorem 2.2. Let Ω ⊂ R
n be a bounded open convex set, φ : Γ = ∂Ω → R, and x∗ ∈ Ω.

Then φ satisfies a LBSC if and only if there exists a number S such that for z∗ ≤ S, the
inequality

ξ0 η0 φ(x0)− z∗

ξ01 η01 φ(x01)− z∗

ξ1 η1 φ(x1)− z∗
≥ 0 (1)

holds for all points x0, x1 ∈ Γ and points x01 between them,(ξ0, η0), (ξ1, η1) and (ξ01, η01)
being the coordinates of x0, x1, x01 respectively.

Two years later, Hartman [12] made another significant contribution to the understanding
of the BSC. Let Ω be a bounded open convex set. Let Λ(Γ) be the set of all those φ : Γ → R

such that φ is continuous on Γ and on every line segment l ⊂ Γ, φ|l is the restriction of an
affine function. Then

Theorem 2.3. The set of all those φ satisfying the BSC is dense in Λ(Γ) for the uniform
norm.

This result enabled Hartman to generalize Miranda’s Theorem [19] concerning generalized
solutions of the Dirichlet boundary value problem for the minimal surface equation and a
continuous boundary function on a uniformly convex set. Actually, as seen by Hartman,
this theorem and its proof still hold when Ω is an arbitrary bounded open convex set and
φ is in the closure in C0(Γ) of the set of those functions satisfying the BSC. Indeed, the
proof of Miranda’s theorem is based on an approximation procedure and the Hilbert-Haar
theorem. It is a striking feature of the Hilbert-Haar theory, that applying it to a sequence
of problems can give useful information for a limit problem, associated with a boundary
function which does not satisfy the BSC or the LBSC (see [19], [18] and [15]). We give
here a regularity result of this kind in the multiple integral Calculus of Variations. To our
knowledge, this result is new.

Theorem 2.4. Let Ω be a bounded open convex set in R
n, φ ∈ Λ(Γ) and I(u) :=

∫

Ω
F (∇u).

Here, F is a strictly convex function on R
n. We consider the problem of minimizing I

over the functions u ∈W 1,1(Ω) that assume boundary values φ. If u is a solution, then it
is continuous on Ω̄.

Proof. Let φi be a sequence of functions satisfying the BSC and uniformly converging
to φ on Γ (Theorem 2.3 provides the existence of this sequence). The Hilbert-Haar
theorem yields the existence of a Lipschitz function ui which minimizes I relative to all
Lipschitz functions having value φi on Γ. Mariconda and Treu [16] have shown that no
Lavrentiev phenomenon can occur; that is, ui minimizes I over all v ∈ W 1,1

0 (Ω) + φ. To
see this, apply main theorem in [4] which yields the existence of a bounded function k
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which is a measurable selection of the convex subgradient of F along ∇ui(x), that is,
k(x) ∈ ∂F (∇ui(x)) a.e. on Ω, such that

∫

Ω

〈k(x),∇η(x)〉 dx = 0 ∀η ∈ C∞
c (Ω)

and then (as k is bounded) this remains true for any η ∈W 1,1
0 (Ω). So

I(ui + η) ≥ I(ui) +

∫

Ω

〈k(x),∇η(x)〉 dx = I(ui)

in view of the definition of the convex subgradient.

Now, u and ui being minimizers of I, we can apply the comparison principle stated in
[17] to deduce

|u(x)− ui(x)| ≤ ||φ− φi||L∞(Γ) ∀x ∈ Ω.

So, the sequence ui is a Cauchy sequence in C0(Ω̄) which converges to a continuous
representative of u. This completes the proof.

The proof of Theorem 2.3 by Hartman (see Proposition 3.5 in [12]) shows in particular
that:

Theorem 2.5. The set of those functions φ : Γ → R satisfying the LBSC is dense (for
the uniform norm) in the subset of those continuous functions which are convex on any
line segment l ⊂ Γ.

3. The Lower Bounded Slope Condition and Semiconvexity

First, we show the characterization of the LBSC given in the Introduction which makes
a link between the LBSC and convexity.

Proof of Proposition 1.2. If φ is the restriction to Γ of a convex function φ̃ defined on
R

n, then for every x ∈ Γ, there exists ζ in the convex subgradient of φ̃ at x, ζ ∈ ∂φ̃(x),
which means

φ̃(y) ≥ φ̃(x) + 〈ζ, y − x〉 ∀y ∈ R
n.

Since a convex function is locally Lipschitz, there exists some Q ≥ 0 such that φ̃ is Q
Lipschitz on a neighborhood of Ω̄, which implies ∂φ̃(x) ⊂ B̄(0, Q). Hence, there exists
Q ≥ 0 such that for every x ∈ Γ, there exists ζ ∈ R

n such that

φ(y) ≥ φ(x) + 〈ζ, y − x〉 ∀y ∈ Γ,

which is the LBSC of rank Q. Conversely, if φ satisfies the LBSC of rank Q, then let us
define

Φ(y) := sup
x∈Γ

(φ(x) + 〈ζx, y − x〉),

where ζx ∈ R
n is such that

φ(y) ≥ φ(x) + 〈ζx, y − x〉 ∀y ∈ Γ

and |ζx| ≤ Q. Then, the supremum is finite and no greater than φ(y). Moreover, for any
y ∈ Γ, φ(y) = φ(y) + 〈ζy, y − y〉, so that Φ(y) ≥ φ(y). So φ is the restriction to Γ of Φ,
which is a convex function as the supremum of affine functions.
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Proposition 1.5 improves this result when Ω is uniformly convex.

Proof of Proposition 1.5. The only if part is obvious in view of the fact that convex
functions are semiconvex, and in view of Proposition 1.2. It does not require the uniform
convexity of Ω. Conversely, if φ is the restriction to Γ of a locally linearly semiconvex
function φ̃ : Rn → R, then there exists C,Q ≥ 0 such that for all x ∈ Γ, there exists
ζx ∈ B̄(0, Q) satisfying

φ(y) ≥ φ(x) + 〈ζx, y − x〉 − C|y − x|2 ∀y ∈ Γ.

(see [2], Propositions 3.3.1 and 3.3.4). Here, ζx is a Frechet subgradient to φ̃ at x,−C| · |
is a modulus of semiconvexity on some neighborhood of Ω̄ and Q is a Lipschitz constant
for φ̃ on this neighborhood. Furthermore by uniform convexity, there exists ǫ > 0 and a
unit vector bx ∈ R

n such that

〈bx, y − x〉 ≥ ǫ|y − x|2 ∀y ∈ Γ.

When put together, these inequalities imply

φ(y) ≥ φ(x) + 〈ζx −
C

ǫ
bx, y − x〉 ∀y ∈ Γ.

Therefore φ satisfies the LBSC of rank Q+ C
ǫ
. This completes the proof.

As said before, semiconvexity is a useful tool to deal with the LBSC. The two following
propositions will be crucial in the sequel (the first one is exactly Theorem 3.3.7 in [2]
whereas the second one corresponds to Proposition 2.1.12 and its proof there).

Proposition 3.1. If u : V → R, with V open, is both semiconvex and semiconcave in
V, then u ∈ C1(V ). Moreover, if the moduli of semiconvexity and semiconcavity of u both
have the form ω(r) = Crα, for the same α ∈]0, 1], then u ∈ C1,α(V ).

The same is true when semiconvex [semiconcave] is replaced by locally semiconvex [locally
semiconcave] and the moduli of semiconvexity [semiconcavity] depend on the compact
subset S ⊂ V. Recall that C1,α in this article means the derivative is Hölderian on any
closed ball in V (and not necessarily globally on V ).

Proposition 3.2. Let u : A → R be a locally semiconvex function on an open set A
and ρ : V → A a function of class C1 on an open set V of Rn−1. Then u ◦ ρ is locally
semiconvex on V. More precisely, if S is a compact subset of V, such that co[ρ(S)] ⊂ A,
then L1ω2(·) + ω1(L2·) is a modulus of semiconvexity of u ◦ ρ on S where ω2 [resp. ω1] is
the modulus of continuity of Dρ on S [resp. the modulus of semiconvexity of u on co[ρ(S)]
and L1 [resp. L2] a Lipschitz constant for u on ρ(S) [resp. of ρ on S].

Theorem 1.6 is an easy consequence of the properties satisfied by semiconvex functions.

Proof of Theorem 1.6. Let ρ : V → U be a parametrization of class C1,λ. We must
show that φ ◦ ρ is of class C1,λ. Since φ satisfies the LBSC, it is the restriction of a
convex function φ : Rn → R. Let S be any compact subset of V and let L ∈ R be a
Lipschitz constant for φ on a neighborhood of co[ρ(S)]. Then, thanks to Proposition 3.2,
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φ ◦ ρ = φ ◦ ρ is semiconvex on S, a modulus of semiconvexity being LωS where ωS is the
modulus of continuity of Dρ on S. Using now the fact that φ is UBSC, we can find in a
similar way that there exists Ľ ∈ R such that φ ◦ ρ is semiconcave on S with modulus of
semiconcavity ĽωS.

Since ρ is C1,λ, the modulus of continuity of Dρ on S is of the form ωS(r) = CSr
λ with

some CS ≥ 0. Proposition 3.1 then implies that φ ◦ ρ is of class C1,λ on intS. This shows
that φ ◦ ρ is C1,λ on V and completes the proof.

Proof of Theorem 1.7. If Γ is C1,1 and φ satisfies the LBSC, then φ is the restriction
to Γ of a convex function φ̃ : Rn → R, so that φ ◦ ρ = φ̃ ◦ ρ is locally linearly semiconvex
for any parametrisation ρ : V ⊂ R

n → U ∩ Γ (thanks to Proposition 3.2). This means
that φ is linearly semiconvex.

The converse is not so straightforward, as the semiconvexity of φ is a local property and
the LBSC appears (as far as its definition is concerned) as a global property (involving
all of Γ).

Definition 3.3. If U is an open set in R
n, we say that φ|U satisfies the LBSC if there

exists Q ≥ 0 such that for any x ∈ U ∩ Γ, there exists ζx ∈ B̄(0, Q) such that φ(y) ≥
φ(x) + 〈ζx, y − x〉,∀y ∈ Γ ∩ U.

Fix some x∗ in Ω. For each x ∈ Γ, there exists a parametrization ρ : V ⊂ R
n−1 → U∩Γ ∋ x

which is C1,1. Moreover,

Claim 3.4. For any x ∈ ρ(V ), there exists U1 ⊂ U, V1 ⊂ V̄1 ⊂ V, with V1 an open convex
set and U1 an open set, ψ : U1 → V1 of class C1,1 such that

ρ ◦ ψ(x′) = x′ ∀x′ ∈ Γ ∩ U1, ψ ◦ ρ(v′) = v′ ∀v′ ∈ V1. (2)

This Claim is an easy consequence of the Inverse Function Theorem applied to the function
ρ̃ : (v, t) ∈ V×R 7→ ρ(v)+tn where n is any vector inR

n not belonging toDρ(ρ−1(x))Rn−1.
There exist ǫ > 0, an open convex set V1 in R

n−1 containing ρ−1(x), and an open set U0

in R
n containing x such that ρ̃ is a C1,1 diffeomorphism from V1×]− ǫ, ǫ[ onto U0. Define

an open set U1 ⊂ U0 such that U1 ∩ Γ = ρ(V1), and ψ := Π ◦ ρ̃−1 : U1 → V1, where

Π : (v1, ...vn−1, t) ∈ R
n−1 × R → (v1, ..., vn−1) ∈ R

n−1.

Then (2) holds.

For any x ∈ ρ(V ), and U1, V1, ψ as in the Claim, φ◦ρ is linearly semiconvex and Lipschitz
on V1. Hence, φ ◦ ρ ◦ψ is locally linearly semiconvex on U1. As φ ◦ ρ ◦ψ = φ on Γ∩U1, we
see that φ is the restriction to Γ∩U1 of a locally linearly semiconvex function defined on
U1. Therefore, using the fact that Ω is uniformly convex (exactly as in Proposition 1.5),
φ|Ux

satisfies the LBSC for any open set Ux satisfying x ∈ Ux ⊂ Ūx ⊂ U1.

When x runs through Γ, the corresponding sets Ux constitute a covering of the compact
set Γ. We extract from this covering a finite one which we will denote for ease of notation
U1, .., Um, and correspondingly Ξ1, ...,Ξm, will denote the following open subsets of Rn :

Ξi := {x∗ + t(x− x∗) : t > 0, x ∈ Ui}.

Finally, Γi will denote Ui ∩ Γ. Theorem 1.7 will be then a direct consequence of the
following Lemma, which is of independent interest.
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Lemma 3.5. If for any i = 1, ...,m, φ|Ui
satisfies the LBSC of rank Qi, then φ satisfies

the LBSC.

We now prove this Lemma. For each z∗ ∈ R
−, we consider the function (as in [10])

τz∗ : x ∈ R
n → z = z∗ + t[φ(x0)− z∗] (3)

where (t, x0) is defined as:

if x 6= x∗, x0 is the unique point of Γ of the form x∗+s(x−x∗), with s > 0 and t is defined
by x = x∗ + t(x0 − x∗);

if x = x∗, we set t = 0 (and x0 any point in Γ). In the notation of [3], x0 = πΓ(x∗|x) and
t = |x− x∗|/dΓ(x∗|x).

Claim 3.6. For any i = 1, ...,m, if φ|Ui
satisfies the LBSC of rank Qi, then there exists

Ni ∈ R such that for any z∗ ≤ Ni, τz∗|Ξi
is convex.

This claim is a local one-sided version of Theorem 2.1 in [10].

Proof of Claim 3.6. For every x ∈ Γi, there exists ζx ∈ B̄(0, Qi) such that φ(y) ≥
φ(x)+ < ζx, y − x >=: vx(y) , ∀y ∈ Γi. There exists a number Ni ≤ −||φ||∞ (depending
only on ||φ||L∞ , Qi, diamΩ, where the latter denotes supx,y∈Ω |x−y| ) such that vx(x∗) ≥ Ni

for any x ∈ Γi. Let z∗ ≤ Ni. Let ax 6= 0 be in the convex cone to Ω at x and µx ≥ 0 such
that

vx(x∗) + 〈µxax, x∗ − x〉 = z∗

(µx certainly exists because < ax, x∗ − x >< 0). Then we claim that

τz∗(y) = sup
x∈Γi

(vx(y) + 〈µxax, y − x〉) ∀y ∈ Ξi.

Indeed, let x0 ∈ Γi, t ≥ 0 and y = x∗ + t(x0 − x∗). Then

τz∗(y) = z∗ + t(φ(x0)− z∗) = vx0
(y) + 〈µx0

ax0
, y − x0〉

≤ sup
x∈Γi

(vx(y) + 〈µxax, y − x〉).

And for any x ∈ Γi,

vx(y) + 〈µxax, y − x〉 = (1− t)(vx(x∗) + 〈µxax, x∗ − x〉)

+t(vx(x0)
︸ ︷︷ ︸

≤φ(x0)

+ 〈µxax, x0 − x〉
︸ ︷︷ ︸

≤0

)

≤ (1− t)z∗ + tφ(x0).

Hence, τz∗ is a convex function on Ξi as the supremum of affine functions (though Ξi

might not be convex). The conclusion of the Claim follows from that.
We can now finish the proof of Lemma 3.5. Indeed, setting N := min1≤i≤mNi, we have
for any z∗ ≤ N, that τz∗|Ξi

is convex.

The following remark is useful.
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Claim 3.7. Let I be a nontrivial interval of R and f : I → R a locally convex function,
in the following sense: for any x ∈ I, there exists ǫ > 0 such that f restricted to (x −
ǫ, x+ ǫ) ∩ I is convex. Then f is convex on I.

This is a well known fact which we admit. Now let x, x′ be two points in R
n. If x∗ ∈ (x, x′),

then τz∗|(x∗,x) is affine and so is τz∗|(x∗,x′), with τz∗(x∗) ≤ τz∗(x), τz∗(x
′). Then τz∗|(x,x′) is

convex. In the other case, (x, x′) 6∋ x∗ and then (x, x′) =
⋃

i∈{1,...,m}((x, x
′) ∩ Ξi)), so that

τz∗|(x,x′) is locally convex, hence convex. As the restriction of τz∗ to any straight line is
convex, τz∗ itself is convex. This shows that φ is the restriction to Γ of a convex function,
and thus satisfies the LBSC.

Let us give an application of these results. The following example is used in [3] to show
that even for the Dirichlet Lagrangian on the open disk, minimizers are not necessarily
globally Lipschitz when the boundary function satisfies only the LBSC (but local Lipschitz
continuity in the interior is obtained). We now show that the function involved satisfies
the LBSC but not the BSC.

Example 3.8. Let Ω ⊂ R
2 be the unit disc and

φ : (x, y) ∈ Γ 7→ −
π2

6
+
π

2
θ −

θ2

4
.

where θ ∈ [0, 2π[ is such that (x, y) = (cos θ, sin θ). Then φ is a Lipschitz function satisfying
the LBSC but not the BSC.

We will use ρ : θ ∈ R 7→ (cos θ, sin θ), which is a parametrization when restricted to any
interval of length less than 2π.We have then φ◦ρ : θ 7→ −π2

6
+ π

2
θ− θ2

4
when the right hand

side is extended by 2π periodicity all over R. The derivative of φ ◦ ρ has a discontinuity
at each point of the form 2kπ, k ∈ Z. On Γ\{(1, 0)}, φ is smooth so that φ restricted to
Γ\[1/2,+∞[×R satisfies the LBSC (see the proof of Proposition 1.5). To show that φ
satisfies the LBSC, it is enough to check that there exists σ ≥ 0 such that

∀θ0 ∈]− π, π[,∃ζ ∈ B̄(0, π/2)

such that for any θ ∈]− π, π[

φ ◦ ρ(θ) ≥ φ ◦ ρ(θ0)+ < ζ, θ − θ0 > −σ|θ − θ0|
2

which is equivalent to verifying four cases

π

2
(θ − θ0)−

θ2

4
+
θ20
4

︸ ︷︷ ︸

(π
2
−

θ0
2
)(θ−θ0)−

1

4
(θ−θ0)2

≥ 〈ζ, θ − θ0〉 − σ|θ − θ0|
2 ∀θ, θ0 ∈ [0, π[,

π

2
(−θ + θ0)−

θ2

4
+
θ20
4

︸ ︷︷ ︸

(−π

2
−

θ0
2
)(θ−θ0)−

1

4
(θ−θ0)2

≥ 〈ζ, θ − θ0〉 − σ|θ − θ0|
2 ∀θ, θ0 ∈]− π, 0],

π

2
(θ + θ0)−

θ2

4
+
θ20
4

≥ 〈ζ, θ − θ0〉 − σ|θ − θ0|
2 ∀θ ∈ [0, π[, θ0 ∈]− π, 0],
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π

2
(−θ − θ0)−

θ2

4
+
θ20
4

≥ 〈ζ, θ − θ0〉 − σ|θ − θ0|
2 ∀θ0 ∈ [0, π[, θ ∈]− π, 0].

In the third case,

π

2
(θ + θ0)−

θ2

4
+
θ20
4

= πθ0 + (θ − θ0)(
π

2
−
θ0
2
)−

1

4
(θ − θ0)

2

≥ −π(θ − θ0) + (θ − θ0)(
π

2
−
θ0
2
)−

1

4
(θ − θ0)

2

= (θ − θ0)(−
π

2
−
θ0
2
)−

1

4
(θ − θ0)

2.

In the last case, similarly,

π

2
(−θ − θ0)−

θ2

4
+
θ20
4

≥ (
π

2
−
θ0
2
)(θ − θ0)−

(θ − θ0)
2

4
.

When θ0 ≥ 0, (that is, in the first and the last case), we can take ζ = π
2
− θ0

2
and when

θ0 ≤ 0, (the second and third case), we can take ζ = −π
2
− θ0

2
. When θ0 = 0, any of these

two values of θ0 will do.

Let us show now that −φ does not satisfy the LBSC, by contradicting Theorem 2.2.
For any ǫ > 0, fix x0 = (cos ǫ,− sin ǫ), x01 = (1, 0) and x1 = (cos ǫ, sin ǫ). Then with
x∗ = (0, 0),

ξ0 η0 −φ(x0)
ξ01 η01 −φ(x01)
ξ1 η1 −φ(x1)

ξ0 η0 1
ξ01 η01 1
ξ1 η1 1

=
(π

2

6
− π

2
ǫ+ ǫ2

4
) sin ǫ− π2

6
sin ǫ cos ǫ

sin ǫ(1− cos ǫ)

=
π2

6
sin ǫ(1− cos ǫ) + (−π

2
ǫ+ ǫ2

4
) sin ǫ

sin ǫ(1− cos ǫ)

=
π2

6
+

−πǫ
2
+ ǫ2

4

1− cos ǫ

As 1−cos ǫ ∼ ǫ2

2
, ǫ→ 0, the last term tends to −∞ when ǫ→ 0. This prevents Hartman’s

criterion (1) from holding. So −φ does not satisfy the LBSC, and φ fails to satisfy the
BSC.

4. Subgradients

The aim of this section is to give intrinsic characterizations (i.e. without any parametri-
zation) for a function φ : Γ → R to satisfy the LBSC. This characterization is in term
of subgradients. Using the same ideas will enable us to improve Lemma 3.5 to give a
pointwise (rather than local) condition for a function to satisfy the LBSC.
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If f : Rn → R∪{+∞} is a lower semicontinuous function, we define dom f := {x : f(x) <
+∞}.We say that ζ is a proximal subgradient of f at x ∈ dom f, and we note ζ ∈ ∂Pf(x),
if there exists η > 0 and σ ≥ 0 such that

f(y) ≥ f(x) + 〈ζ, y − x〉 − σ|y − x|2 ∀y ∈ B(x, η).

When f is convex, proximal subgradients coincide with convex subgradients.

We mention here some properties of proximal subgradients that will be used in the sequel
(see [5] for proofs of these properties; the hypotheses stated here are far from being
optimal).

First, consider the indicator function IΓ of a C1,1 hypersurface Γ ⊂ R
n, that is IΓ(x) = 0

if x ∈ Γ and is +∞ elsewhere. Then, for any x ∈ Γ, the set of proximal subgradients of
IΓ at x is the normal to the hypersurface Γ at x,NΓ(x).

If f : U → R is a Lipschitz function on an open convex U, then f is convex if and only if
for any x, x′ ∈ U,

〈ζ − ζ ′, x− x′〉 ≥ 0 ∀ζ ∈ ∂Pf(x) ∀ζ ′ ∈ ∂Pf(x
′).

When f is a Lipschitz function of Lipschitz rank K, then its proximal subgradients are
bounded by K.

Nonsmooth analysis also provides several sum rules. Suppose that f : Rn → R ∪ {+∞}
is a lower semicontinuous function and θ : Rn → R is a C1,1 function. If ζ ∈ ∂P (f + θ)(x),
then ζ −∇θ(x) ∈ ∂Pf(x).

If φ : Γ → R is a lower semicontinuous function, then we can extend it into a lower
semicontinuous function φ̃ : Rn → R ∪ {+∞} by setting φ(x) = +∞ whenever x 6∈ Γ.
Then a proximal subgradient ζ of φ at x ∈ Γ (we still note ζ ∈ ∂Pφ(x)) will be defined as
any proximal subgradient of φ̃ at x, that is: there exist σ ≥ 0, η > 0 such that

φ(y) ≥ φ(x) + 〈ζ, y − x〉 − σ|y − x|2 ∀y ∈ B(x, η) ∩ Γ.

We consider a bounded open set Ω which is supposed to be of class C1,1 and uniformly
convex. Then, the tangent plane to Ω at any x ∈ Γ is well-defined. For any ζ ∈ ∂Pφ(x),
we will note ζ̃ the tangential component of ζ, that is the orthogonal projection of ζ on
the tangent plane to Ω at x.

The main result of this section is

Theorem 4.1. Suppose Ω is a bounded open uniformly convex set of class C1,1 and con-
sider φ : Γ → R a Lipschitz function of rank K. Then φ satisfies the LBSC if and only if
for any x ∈ Γ, there is an open set Ux in R

n and some Q ≥ 0 such that

〈ζ̃ − ζ̃ ′, y − y′〉 ≥ −Q|y − y′|2, (4)

for any y, y′ ∈ Ux ∩ Γ and any ζ ∈ ∂Pφ(y), ζ
′ ∈ ∂Pφ(y

′).

To prove Theorem 4.1, we are going to apply Theorem 1.7 for one implication and Propo-
sition 1.5 for the other one. Suppose first that for any x0 ∈ Γ, there is an open set U in
R

n and some Q ≥ 0 such that

〈ζ̃ − ζ̃ ′, y − y′〉 ≥ −Q|y − y′|2 ∀y, y′ ∈ U ∩ Γ ∀ζ ∈ ∂Pφ(y), ζ
′ ∈ ∂Pφ(y

′).
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In view of the regularity of Γ, there exist open sets U1 ⊂ U, V ⊂ R
n−1 and ρ : V → Γ∩U1

of class C1,1 such that ρ is an immersion and a homeomorphism onto Γ∩U1. We can also
suppose (see Claim 3.4) that there exists ψ : U1 → V which is Lispchitz, C1,1 and satisfies

ψ ◦ ρ(v) = v ∀v ∈ V, ρ ◦ ψ(x) = x ∀x ∈ Γ ∩ U1.

Finally, shrinking V and U1 if necessary, we can suppose that ρ,Dρ are Lipschitz on coV
and similarly ψ,Dψ are Lipschitz on coU1. We will denote by R a Lipschitz constant for
all these functions on these sets. Then to show that φ satisfies the LBSC, it is enough
to prove that φ ◦ ρ is linearly semiconvex. We need first to link the subgradients of φ to
those of φ ◦ ρ, thanks to the following chain rule:

Lemma 4.2. For any v ∈ V, ξ ∈ ∂P (φ ◦ ρ)(v), there exists ζ ∈ ∂Pφ(ρ(v)) such that
ξ = Dρ(v)∗ζ = Dρ(v)∗ζ̃ .

Proof of Lemma 4.2. Let v ∈ V, ξ ∈ ∂P (φ ◦ ρ)(v). There exist η > 0, σ ≥ 0 such that

φ(ρ(v′))− φ(ρ(v))− 〈ξ, v′ − v〉 ≥ −σ|v′ − v|2

for any v′ ∈ B(v, η). Denote x′ = ρ(v′) and x = ρ(v) so that ψ(x′) = v′ and ψ(x) = v.
There exists F : U1 × U1 → R

n−1 uniformly bounded by R such that

ψ(y′)− ψ(y) = Dψ(y)(y′ − y) + F (y′, y)|y′ − y|2

for any y, y′ ∈ U1. This implies

φ(x′)− φ(x)− 〈Dψ(x)∗ξ, x′ − x〉

= φ(x′)− φ(x)− 〈ξ, ψ(x′)− ψ(x)〉 − |x′ − x|2〈ξ, F (x′, x)〉

= φ(ρ(v′))− φ(ρ(v))− 〈ξ, v′ − v〉 − |x′ − x|2〈ξ, F (x′, x)〉

≥ −σ|v′ − v|2 − |ξ||F (x′, x)||x′ − x|2

≥ −R(σ + |ξ|)|x′ − x|2

because ψ is Lipschitz of rank R and F bounded by R. This inequality holds for any
x′ ∈ ρ(B(v, η)) which is a neighborhood of x in Γ. It follows that Dψ(x)∗ξ ∈ ∂Pφ(x). Let
ζ := Dψ(x)∗ξ. Then

Dρ(v)∗ζ = Dρ(v)∗ ◦Dψ(x)∗ξ = D(ψ ◦ ρ)(v)∗ξ.

Moreover, for any w ∈ V, ψ ◦ρ(w) = w, hence D(ψ ◦ρ)(v) = Id and so D(ψ ◦ρ)(v)∗ = Id.
We can conclude

Dρ(v)∗ζ = ξ.

Finally, Dρ(v)∗ζ = Dρ(v)∗ζ̃ , since the kernel of Dρ(v)∗ is exactly the normal NΓ(ρ(v)) to
the tangent plane to Ω at ρ(v).

The lemma is proved.

We will also use the following well known result for semiconvex functions on open sets of
R

n−1.
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Lemma 4.3. Let θ : V ⊆ R
n−1 → R be a Lipschitz function on an open set V. We

suppose that there exists Q ≥ 0 such that for any v, v′ ∈ V satisfying [v, v′] ⊂ V, we have

〈ξ′ − ξ, v′ − v〉 ≥ −Q|v′ − v|2 ∀ξ ∈ ∂P θ(v), ξ
′ ∈ ∂P θ(v

′). (5)

Then θ is linearly semiconvex on V.

Proof. Consider the function θQ := θ + Q/2| · |2. Then on any convex subset of V, θ is
linearly semiconvex if θQ is convex. Note also that ζ ∈ ∂P θQ(x) if and only if ζ − Qx ∈
∂P θ(x). Hence, inequality (5) means

〈ξ′ − ξ, v′ − v〉 ≥ 0 ∀ξ ∈ ∂P θQ(v), ξ
′ ∈ ∂P θQ(v

′),

which implies the convexity of θQ on any convex subset of V. Hence θ is semiconvex on
any convex subset of V, with the same modulus of semiconvexity −Q| · |. This implies the
semiconvexity of θ on V. Lemma 4.3 is proved.

We can now show that φ ◦ ρ is linearly semiconvex. Let v, v′ ∈ V such that [v, v′] ⊂ V,
ξ′ ∈ ∂Pφ ◦ ρ(v

′), ξ ∈ ∂Pφ ◦ ρ(v). Let us estimate < ξ′− ξ, v′− v > . Thanks to Lemma 4.2,
there exist ζ ∈ ∂Pφ(ρ(v)), ζ

′ ∈ ∂Pφ(ρ(v
′)) such that

ξ = Dρ(v)∗ζ̃ , ξ′ = Dρ(v′)∗ζ̃ ′.

There exists a function E : V × V → R
n bounded by R such that

ρ(w)− ρ(w′) = Dρ(w′)(w − w′) + E(w,w′)|w − w′|2 (6)

for any w,w′ ∈ V. With w′ = v′ and w = v, we get

ρ(v′)− ρ(v) + E(v, v′)|v − v′|2 = Dρ(v′)(v′ − v).

With w′ = v and w = v′, we get

ρ(v′)− ρ(v)− E(v′, v)|v − v′|2 = Dρ(v)(v′ − v).

Thus, using (4),

〈ξ′ − ξ, v′ − v〉 = 〈Dρ(v′)∗ζ̃ ′ −Dρ(v)∗ζ̃ , v′ − v〉

= 〈ζ̃ ′, Dρ(v′)(v′ − v)〉 − 〈ζ̃ , Dρ(v)(v′ − v)〉

= 〈ζ̃ ′, ρ(v′)− ρ(v)〉 − 〈ζ̃ , ρ(v′)− ρ(v)〉

+〈ζ̃ ′, E(v, v′)|v − v′|2〉+ 〈ζ̃ , E(v′, v)|v − v′|2〉

≥ −Q|ρ(v′)− ρ(v)|2 − 2RK|v − v′|2

≥ −(QR2 − 2RK)|v′ − v|2

(Q is given by (4), R is a Lipschitz constant for ρ on V,K is a Lipschitz constant for φ
on Γ. Finally, E is bounded by R on V × V.)

Apply now Lemma 4.3 to conclude that φ ◦ ρ is linearly semiconvex on V, and so φ
restricted to ρ(V ) satisfies the LBSC. As in the proof of Theorem 1.7, we infer from this
fact that φ satisfies the LBSC.
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Let us now prove the converse. We could reverse the arguments of the first part of the
proof but here is a different strategy. Suppose that φ satisfies the LBSC. Then φ is the
restriction to Γ of a convex function φ̄ : Rn → R. Let IΓ be the indicator function of Γ.
Let φ̃ := φ̄+ IΓ. Then for any x ∈ Γ, ∂Pφ(x) = ∂P φ̃(x) (by definition of ∂Pφ(x)).

The limiting sum rule (see [5], Proposition 10.1) shows that for any x ∈ Γ, ζ ∈ ∂Pφ(x),
there exist ν ∈ NΓ(x), λ ∈ ∂φ̄(x) (recall that for a convex function, proximal subgradients
are convex subgradients) such that

ζ = ν + λ.

Considering the orthogonal projection of this equality on the tangent hyperplane to Γ at
x, we have:

ζ̃ = λ̃.

Hence, to show that inequality (4) holds, it is enough to show that for any x ∈ Γ, there
exist an open set Ux in R

n and some Q ≥ 0 such that

〈λ̃− λ̃′, y − y′〉 ≥ −Q|y − y′|2 (7)

for any y, y′ ∈ Γ ∩ Ux, and λ ∈ ∂φ̄(y), λ′ ∈ ∂φ̄(y′). For any λ ∈ ∂φ̄(x), note that λ− λ̃ ∈
NΓ(x). Then, inequality (7) is an easy consequence of the following:

Lemma 4.4. For any x ∈ Γ, there is an open set Ux in R
n and some Q0 ≥ 0 such that

for any y, y′ ∈ Γ ∩ Ux, and any ν ∈ NΓ(y), ν
′ ∈ NΓ(y

′), we have

〈ν − ν ′, y − y′〉 ≤ Q0(|ν|+ |ν ′|)|y − y′|2.

Suppose that Lemma 4.4 is true. Then, let y ∈ Γ and Ux, Q0 as in the lemma. For any
y, y′ ∈ Γ ∩ Ux, and λ ∈ ∂φ̄(y), λ′ ∈ ∂φ̄(y′), we have (with ν = λ− λ̃ , ν ′ = λ′ − λ̃′)

〈λ̃− λ̃′, y − y′〉 ≥ 〈λ− λ′, y − y′〉 − 〈ν − ν ′, y − y′〉

≥ 0−Q0(|ν|+ |ν ′|)|y − y′|2 (because φ̄ is convex)

≥ −Q|y − y′|2 (for some Q ≥ 0).

The last line follows from the fact that φ̄ is Lipschitz on a neighborhood of Γ, which implies
that its convex subgradients are locally bounded and so are the normal components of
these. Then inequality (7) holds provided that we show Lemma 4.4.

Let x ∈ Γ and ρ : V → Ux a parametrization near x as in the first part of the proof of
Theorem 4.1. Then for any y = ρ(v), y′ = ρ(v′), ν ∈ NΓ(y), ν

′ ∈ NΓ(y
′), we have:

〈ν − ν ′, y − y′〉 = 〈ν − ν ′, ρ(v)− ρ(v′)〉

= 〈ν, ρ(v)− ρ(v′)〉 − 〈ν ′, ρ(v)− ρ(v′)〉

≤ 〈ν,Dρ(v)(v − v′)〉 − 〈ν ′, Dρ(v′)(v − v′)〉

+R(|ν|+ |ν ′|)|v − v′|2 (thanks to (6) )

≤ R(|ν|+ |ν ′|)|v − v′|2

because ν is in the kernel of Dρ(v)∗ and the same is true for ν ′, Dρ(v′)∗.

Finally, using the fact that ψ|Γ = ρ−1 is R Lipschitz on Ux, we find

〈ν − ν ′, y − y′〉 ≤ R2(|ν|+ |ν ′|)|y − y′|2,

which is the desired estimate with Q0 = R2.
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The developments above lead to the following result, which significantly improves Lemma
3.5, as it shows that merely a pointwise condition guarantees the LBSC.

Proposition 4.5. Let Ω be a uniformly convex bounded open set of class C1,1.We suppose
that φ : Γ → R is continuous and there exists Q ≥ 0 such that for any x ∈ Γ, there exists
ζ ∈ B̄(0, Q) satisfying

φ(y) ≥ φ(x) + 〈ζ, y − x〉

for any y ∈ Γ near x. Then φ satisfies the LBSC.

Proof. It is enough to show that if ρ : V → Γ is a parametrization as in the proof of
Theorem 4.1, then φ ◦ ρ is linearly semiconvex. For any v ∈ V, there exists ζ ∈ B̄(0, Q)
such that

φ ◦ ρ(v′)− φ ◦ ρ(v) ≥ 〈ζ, ρ(v′)− ρ(v)〉

for any v′ near v. Set ξ := Dρ(v)∗ζ. We have

φ ◦ ρ(v′)− φ ◦ ρ(v) ≥ 〈ξ, v′ − v〉 − σ|v′ − v|2

for any v′ near v, (σ does depend only on Q and on the modulus of continuity of Dρ). Set
θ : V → R, θ = φ ◦ ρ. Then θ satisfies the hypotheses of the following lemma.

Lemma 4.6. Let θ : V → R be a continuous function. We suppose there exists σ ≥ 0
such that for any v ∈ V, there exists ξ ∈ R

n, satisfying

θ(v′) ≥ θ(v) + 〈ξ, v′ − v〉 − σ|v′ − v|2

for any v′ near v. Then, θ is linearly semiconvex on V.

This lemma concludes the proof of the proposition. Let us now prove it. Set g := θ+σ|·|2.
Then for any v ∈ V, there exists ξ ∈ R

n, such that

g(v′) ≥ g(v) + 〈ξ + 2σv, v′ − v〉

for any v′ near v, so that g is convex. Then θ = g− σ| · |2 is linearly semiconvex, and the
lemma is proved.

In Proposition 4.5, the continuity assumption is necessary in view of the following example:
Ω is the unit disc in R

2 and φ : (cos θ, sin θ) 7→ θ ∈ [0, 2π[. Furthermore, the existence of
some a priori rank Q is unavoidable, as shown by the following example; here, Ω is the
unit disc in R

2 and Γ the unit circle.

Example 4.7. There exists φ ∈ C1(Γ), such that for any x ∈ Γ, there exists some ζ ∈ R
n

satisfying

φ(y) ≥ φ(x) + 〈ζ, y − x〉 ∀y ∈ Γ, (8)

and yet φ does not satisfy the LBSC.

Proof. There exists g ∈ C1(R) ∩ C2(R− 2πZ), 2π periodic, nonnegative, which is equal
to g(θ) := |θ|3(sin1

θ
+ 1) on a neighbourhood of 0 when θ 6= 0 and vanishes at 0. Set

φ(cosθ, sinθ) := g(θ). The map g is nonnegative on a neighbourhood of 0 hence (1, 0) is
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a global minimum of φ. Therefore, φ(y) ≥ φ(1, 0) + 〈(0, 0), y − (1, 0)〉 for any y ∈ Γ. On
Γ−{(1, 0)}, φ is C2 so that for any ε > 0, φ restricted to Γ∩ ]−∞, 1− ε[×R satisfies the
LBSC (Ω being uniformly convex). To sum up, φ satisfies (8). Let us show that φ does
not satisfy the LBSC. Let x = (cos θ, sin θ) ∈ Γ near (1, 0) with θ > 0 and ζ ∈ R

n such
that (8) holds. Then the tangential component of ζ is

ζ̃ = g′(θ) = 3θ2(sin
1

θ
+ 1)− θ cos

1

θ

and the normal component must satisfy (as a direct consequence of (8))

ζ ≥
g(θ′)− g(θ)− g′(θ) sin(θ′ − θ)

cos(θ′ − θ)− 1

for any θ′ ∈ R. When θ > 0, the right hand side tends to −g′′(θ) = −6θ(sin 1/θ + 1) +
1/θ sin 1/θ + 4 cos 1/θ when θ′ → θ. Since −g′′( 2

(4n+1)π
) → +∞ when n → +∞, we infer

that ζ cannot be majorized, hence φ does not satisfy the LBSC.
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