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1. Introduction

Let E be a real Banach space, C a nonempty subset of E, and f a function of E×E into
R ∪ {−∞,∞} such that f(x, x) = 0 for all x ∈ C. Then the equilibrium problem (with
respect to C) is formulated as follows: find x̄ ∈ C such that

f(x̄, y) ≥ 0 for all y ∈ C.

In this case, such a point x̄ ∈ C is called a solution to the problem. The equilibrium
problem has been widely discussed in the literature. For example, existence results of
solutions were obtained in [6], [19], [4] and [7], while some methods for finding a solution
were studied in [8], [13], [5] and [18]; see also [3] and references therein. On the other
hand, let A be a maximal monotone operator on E. If 0 ∈ Ax, then x is called a zero
of A. It is known that the problem of finding such a point is one of the most important
problems in convex analysis and mathematical optimization; see, for instance, [12], [17],
[14], [9], [10] and [11].
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The main purpose of this paper is to investigate a relationship between the problem of
finding a solution of the equilibrium problem and the problem of finding a zero of a
maximal monotone operator. Roughly speaking, in this paper, we assert that these two
problems are equivalent under some conditions.

In the next section, we treat some definitions and notions of geometrical properties of a
Banach space. The convexity, monotonicity, and semicontinuity for extended real-valued
functions are also introduced.

In §3, using existence results due to Blum and Oettli [4], we deal with the resolvent for
a maximal monotone function f , where f is the objective function of a given equilibrium
problem. Then we construct a maximal monotone operator for f , and moreover, we see
that the resolvent of the maximal monotone operator coincides with that of f . We also
examine the reverse: for a given maximal monotone operator, we provide a method of
constructing a maximal monotone function and prove that their resolvents are identical.

The last section is devoted to studying a one-to-one correspondence between a maximal
monotone operator and a maximal monotone function for an equilibrium problem. We
construct a bijective mapping from the family of all maximal monotone operators having
a fixed nonempty closed convex effective domain to the family of maximal monotone
functions satisfying certain conditions.

2. Preliminaries

Throughout this paper, N denotes the set of positive integers, R the set of real numbers,
E a real Banach space with norm ‖ · ‖, E∗ the dual of E, 〈x, ξ∗〉 the value of ξ∗ ∈ E∗ at
x ∈ E. The set of extended real numbers is denoted by [−∞,∞] = R ∪ {−∞,∞}. Let
us define a+∞ = ∞+ a = ∞ and a+ (−∞) = −∞+ a = −∞ if a ∈ R, and

−(∞) = −∞ and −(−∞) = ∞.

The (normalized) duality mapping J of E into 2E
∗

is defined by

Jx = {x∗ ∈ E∗ : 〈x, x∗〉 = ‖x‖2 = ‖x∗‖2E∗}

for x ∈ E. It is known that

‖x‖2 − ‖y‖2 ≤ 2 〈x− y, x∗〉 (1)

holds for all x, y ∈ E and x∗ ∈ Jx. It is also known that the duality mapping J of E is
surjective if E is reflexive.

The norm ‖ · ‖ of E is said to be Gateaux differentiable if the limit

lim
t→0

‖x+ ty‖ − ‖x‖

t

exists for all x, y ∈ E with ‖x‖ = ‖y‖ = 1. In this case a Banach space E is said to
be smooth. We know that the duality mapping J is single-valued and norm-to-weak*
continuous if E is smooth. A Banach space E is said to be strictly convex if ‖x+ y‖ < 2
for all x, y ∈ E whenever ‖x‖ = ‖y‖ = 1 and x 6= y. It is known that the duality mapping
J of E is injective, that is, Jx∩ Jy = ∅ for all x, y ∈ E with x 6= y if E is strictly convex;
see [20] for more details.
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Let φ be a function of E into [−∞,∞]. The effective domain {x ∈ E : φ(x) < ∞} of φ
is denoted by D(φ). A function φ is said to be convex if

φ(λx+ (1− λ)y) ≤ λφ(x) + (1− λ)φ(y) (2)

for all x, y ∈ E and λ ∈ (0, 1) such that the right hand side is well defined. A convex
function φ is said to be proper if φ(x) > −∞ for all x ∈ E and there is y ∈ E such that
φ(y) < ∞. A function φ is said to be lower semicontinuous if the set {x ∈ E : φ(x) ≤ l}
is closed in E for all l ∈ R. We know that if a function φ is lower semicontinuous, then

xn → x implies φ(x) ≤ lim inf
n→∞

φ(xn);

see, for example, [2, 20].

Remark 2.1. Let φ : E → [−∞,∞] be a lower semicontinuous and convex function. If
there is y ∈ E such that φ(y) ∈ R, then φ(x) > −∞ for all x ∈ E. In fact, let {λn} be a
sequence in (0, 1) such that λn → 0. If φ(z) = −∞, then

φ(λnz + (1− λn)y) ≤ λnφ(z) + (1− λn)φ(y) = −∞

for every n ∈ N. Since φ is lower semicontinuous, we have that

φ(y) ≤ lim inf
n→∞

φ(λnz + (1− λn)y) = −∞.

This is a contradiction. So, we have that φ(x) > −∞ for all x ∈ E.

Let φ be a function of E into [−∞,∞]. The function φ∗ : E∗ → [−∞,∞] defined by

φ∗(x∗) = sup
x∈E

(〈x, x∗〉 − φ(x))

for x∗ ∈ E∗ is called the conjugate function of φ. The biconjugate function φ∗∗ : E →
[−∞,∞] of φ is defined by

φ∗∗(x) = sup
x∗∈E∗

(〈x, x∗〉 − φ∗(x∗))

for x ∈ E. We know that if φ is proper, lower semicontinuous, and convex, then φ∗∗ = φ;
see [2, 21].

For a nonempty subset C of a Banach space E, the indicator function iC : E → [−∞,∞]
for C is defined by

iC(x) =

{

0 if x ∈ C;

∞ if x /∈ C.

Let f be a function of E ×E into [−∞,∞] and C a nonempty subset of E. We say that
f is monotone with respect to C if

f(x, y) ≤ −f(y, x)

for all x, y ∈ C. In this case, if f(u, v) > −∞ for all u, v ∈ C, then f(x, y) ∈ R for
all x, y ∈ C. Indeed, suppose that f(y, x) = ∞ for some x, y ∈ C. Then, from the
monotonicity of f , we have

−∞ < f(x, y) ≤ −f(y, x) = −(∞) = −∞,

which is a contradiction. Therefore we see that f(y, x) ∈ R.
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Remark 2.2. Let C be a nonempty subset of a Banach space E and f a function of
E × E into [−∞,∞]. Suppose that f(x, x) = 0 and f(x, ·) : E → [−∞,∞] is lower
semicontinuous and convex for all x ∈ C. In this case it follows from Remark 2.1 that
f(x, y) > −∞ for all x ∈ C and y ∈ E. In addition, assuming that f is monotone with
respect to C, we conclude that f(x, y) ∈ R for all x, y ∈ C.

Let C be a nonempty subset of E. A function f : E×E → [−∞,∞] is said to be maximal
monotone with respect to C if, for every x ∈ C and x∗ ∈ E∗,

f(x, y) + 〈y − x, x∗〉 ≥ 0 for all y ∈ C

whenever 〈z − x, x∗〉 ≥ f(z, x) for all z ∈ C; see [4].

Let A be a multi-valued mapping of E into E∗. For convenience, we regard a multi-valued
mapping A as its graph {(x, x∗) ∈ E × E∗ : x∗ ∈ Ax}. That is, (x, x∗) ∈ A if and only
if x∗ ∈ Ax. The effective domain of A is denoted by D(A), that is, D(A) = {x ∈ E :
Ax 6= ∅}. A multi-valued mapping A is said to be monotone if 〈x− y, x∗ − y∗〉 ≥ 0 for all
(x, x∗) ∈ A and (y, y∗) ∈ A. A multi-valued mapping A is said to be a maximal monotone
operator if A is monotone and its graph is not properly contained in the graph of any
other monotone operator of E × E∗. It is known that a monotone operator A ⊂ E × E∗

is maximal monotone if and only if

(x, x∗) ∈ E × E∗ and 〈x− y, x∗ − y∗〉 ≥ 0 for all (y, y∗) ∈ A

imply (x, x∗) ∈ A; see, for instance, [2, 20]. We also know the following.

Lemma 2.3 (Rockafellar [15]). Let E be a strictly convex, smooth, and reflexive Ba-

nach space and A ⊂ E × E∗ a monotone operator. Then A is maximal monotone if and

only if R(J + rA) = E∗ for all r > 0, where R(J + rA) is the range of J + rA.

Let E be a strictly convex, smooth, and reflexive Banach space and A ⊂ E×E∗ a maximal
monotone operator. Let r > 0 and x ∈ E be given. Using Lemma 2.3, we know that
there exists a unique xr ∈ D(A) such that Jx ∈ Jxr + rAxr. Thus we may define a
single-valued mapping Jr : E → D(A) by Jrx = xr, that is, Jr = (J + rA)−1J . Such a
mapping Jr is said to be the resolvent of A for r. The set of all zeros of A is denoted by
A−10, that is, A−10 = {x ∈ E : Ax ∋ 0}. It is known that A−10 = F (Jr) for all r > 0,
where F (Jr) is the set of fixed points of Jr. It is also known that

1

r
(J − JJr)x ∈ AJrx (3)

for all r > 0 and x ∈ E; see, for example, [9, 10, 11].

Let E be a Banach space, C a nonempty subset of E, and f a function of E × E into
[−∞,∞] such that f(x, x) = 0 for all x ∈ C. The solution set of an equilibrium problem
(with respect to C) is denoted by EP(f). Namely,

EP(f) = {z ∈ C : f(z, y) ≥ 0 for all y ∈ C}.

3. Resolvents and Maximal Monotonicity

We first discuss the existence of resolvents of a maximal monotone function. The following
theorem is essentially due to Blum and Oettli [4, Corollary 1].
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Theorem 3.1. Let E be a smooth and reflexive Banach space and C a nonempty closed

convex subset of E. Let f be a function of E×E into [−∞,∞] that satisfies the following

conditions:

(F1) f(x, x) = 0 for all x ∈ C;

(F2) f is monotone with respect to C;

(F3) f(x, ·) is lower semicontinuous and convex for all x ∈ C;

(F4) f is maximal monotone with respect to C.

Then for every x∗ ∈ E∗, there exists z ∈ C such that

0 ≤ f(z, y) +
1

2
‖y‖2 −

1

2
‖z‖2 − 〈y − z, x∗〉

for all y ∈ C.

Remark 3.2. The assumption for f of [4, Corollary 1] is stronger than that of Theo-
rem 3.1. However, it is not hard to prove this theorem by using the techniques developed
in [4].

If, in addition to the hypotheses of Theorem 3.1, E is strictly convex, then it is easy to
see that such z is unique for each x∗ ∈ E∗. Thus we have the following theorem, which is
also essentially obtained in [4]. We give the proof for the sake of completeness.

Theorem 3.3. Let E be a smooth, strictly convex, and reflexive Banach space and C a

nonempty closed convex subset of E. Let f be a function of E × E into [−∞,∞] that
satisfies (F1), (F2), (F3) and (F4) in Theorem 3.1. Then for every x∗ ∈ E∗, there exists

a unique point z ∈ C such that

0 ≤ f(z, y) + 〈y − z, Jz − x∗〉

for all y ∈ C.

Proof. Let x∗ ∈ E∗ be fixed. From the consequence of Theorem 3.1, it follows that there
exists a point z ∈ C such that

0 ≤ f(z, y) +
1

2
‖y‖2 −

1

2
‖z‖2 − 〈y − z, x∗〉

for all y ∈ C. Note that f(z, y) ∈ R for all y ∈ C by Remark 2.2. Thus the monotonicity
of f implies that

f(y, z) ≤
1

2
‖y‖2 −

1

2
‖z‖2 − 〈y − z, x∗〉 (4)

for all y ∈ C. Let zt = (1 − t)z + ty ∈ C for y ∈ C and t ∈ (0, 1). Then it is clear that
zt ∈ C for all t ∈ (0, 1). By (4) and (1), we have

f(zt, z) ≤
1

2
‖zt‖

2 −
1

2
‖z‖2 − 〈zt − z, x∗〉

≤ 〈zt − z, Jzt〉 − 〈zt − z, x∗〉

= 〈zt − z, Jzt − x∗〉 = t 〈y − z, Jzt − x∗〉 .

(5)
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Note that f(zt, z), f(zt, y) and f(y, zt) ∈ R because of Remark 2.2 and the fact that
y, z, zt ∈ C. Using (F1 ), (F3 ), (5) and (F2 ), we obtain

0 = f(zt, zt)

≤ (1− t)f(zt, z) + tf(zt, y)

≤ (1− t)t 〈y − z, Jzt − x∗〉+ tf(zt, y)

≤ (1− t)t 〈y − z, Jzt − x∗〉+ t(−f(y, zt)).

Therefore we get
f(y, zt) ≤ (1− t) 〈y − z, Jzt − x∗〉

for all y ∈ C and t ∈ (0, 1). Since J is norm-to-weak* continuous and since limt→0 zt = z
and f(y, ·) is lower semicontinuous, we conclude that

f(y, z) ≤ lim inf
t→0

f(y, zt) ≤ lim inf
t→0

(1− t) 〈y − z, Jzt − x∗〉 = 〈y − z, Jz − x∗〉

for all y ∈ C. Consequently, (F4 ) implies that

f(z, y) + 〈y − z, Jz − x∗〉 ≥ 0

for all y ∈ C. On the other hand, it follows from (1) that if z ∈ C and f(z, y) +
〈y − z, Jz − x∗〉 ≥ 0 for all y ∈ C, then

0 ≤ f(z, y) +
1

2
‖y‖2 −

1

2
‖z‖2 − 〈y − z, x∗〉

for all y ∈ C. Since E is strictly convex, such z is unique. So, we conclude the desired
result.

Using Theorem 3.3, we immediately obtain the following:

Corollary 3.4. Let E be a smooth, strictly convex, and reflexive Banach space and C a

nonempty closed convex subset of E. Let f be a function of E × E into [−∞,∞] that
satisfies (F1 ), (F2 ), (F3 ) and (F4 ) in Theorem 3.1. Then for every x ∈ E and r > 0,
there exists a unique point zr ∈ C such that

0 ≤ f(zr, y) +
1

r
〈y − zr, Jzr − Jx〉 (6)

for all y ∈ C.

Proof. Let x ∈ E and r > 0 be given. Note that a function rf also satisfies the conditions
from (F1 ) to (F4 ). Therefore, for Jx ∈ E∗, there exists a unique point zr ∈ C such that

0 ≤ rf(zr, y) + 〈y − zr, Jzr − Jx〉

for all y ∈ C. This completes the proof.

Under the same assumptions in Corollary 3.4, for every r > 0, we may define a single-
valued mapping Fr : E → C by

Frx =

{

z ∈ C : 0 ≤ f(z, y) +
1

r
〈y − z, Jz − Jx〉 for all y ∈ C

}

(7)



K. Aoyama, Y. Kimura, W. Takahashi / Maximal monotone operators and ... 401

for x ∈ E, which is called the resolvent of f for r.

Next, we study a relationship between a maximal monotone operator and a maximal
monotone function. For a given maximal monotone function f , we introduce a method of
constructing the maximal monotone operator Af whose resolvent coincides with that of
f .

Theorem 3.5. Let E be a real Banach space and C a nonempty subset of E. Let f be a

function of E × E into [−∞,∞] that satisfies the following conditions:

(F1 ) f(x, x) = 0 for all x ∈ C;

(F2 ) f is monotone with respect to C;

(F3 ) f(x, ·) is lower semicontinuous and convex for all x ∈ C.

Let Af be a multi-valued mapping of E into E∗ defined by

Afx =

{

{x∗ ∈ E∗ : f(x, y) ≥ 〈y − x, x∗〉 for all y ∈ C} if x ∈ C;

∅ if x /∈ C.
(8)

Then EP(f) = A−1
f 0 and Af is monotone. Moreover, suppose that E is smooth, strictly

convex, and reflexive and C is closed and convex. If f is maximal monotone with respect

to C, then Af is a maximal monotone operator and the resolvent Fr of f coincides with

the resolvent (J + rAf )
−1J of Af for each r > 0.

Proof. The equality EP(f) = A−1
f 0 is obvious from the definition of Af . We first prove

that Af is monotone. Let (x, x∗), (y, y∗) ∈ Af . By the definition of Af , we have

f(x, z) ≥ 〈z − x, x∗〉 and f(y, z) ≥ 〈z − y, y∗〉

for all z ∈ C. In particular we obtain

f(x, y) ≥ 〈y − x, x∗〉 and f(y, x) ≥ 〈x− y, y∗〉 . (9)

Note that, from Remark 2.2, f(x, y) and f(y, x) ∈ R. It follows from (F2 ) and (9) that

0 ≥ f(x, y) + f(y, x) ≥ 〈y − x, x∗〉+ 〈x− y, y∗〉 = −〈x− y, x∗ − y∗〉 .

Therefore we conclude that 〈x− y, x∗ − y∗〉 ≥ 0 for all (x, x∗), (y, y∗) ∈ Af . This means
that Af is monotone.

We next prove that Af is maximal monotone. Suppose that C is a closed convex subset
of a smooth, strictly convex, and reflexive Banach space E. Suppose that f is maximal
monotone with respect to C. Let r > 0 be given. From Lemma 2.3, it is enough to show
R(J + rAf ) ⊃ E∗, where R(J + rAf ) is the range of J + rAf . Let x

∗ ∈ E∗ be fixed. Since
E is reflexive and smooth, J is surjective and single-valued, that is, there exists x ∈ E
such that Jx = x∗. Let Fr be the resolvent of f for r > 0. Corollary 3.4 and (7) imply
that

f(Frx, y) +
1

r
〈y − Frx, JFrx− Jx〉 ≥ 0

for all y ∈ C, that is,

f(Frx, y) ≥

〈

y − Frx,
1

r
(Jx− JFrx)

〉
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for all y ∈ C. This shows (Jx− JFrx)/r ∈ AfFrx and hence

x∗ = Jx ∈ (J + rAf )Frx. (10)

This means that x∗ ∈ R(J + rAf ). Therefore we conclude that R(J + rAf ) ⊃ E∗ and Af

is a maximal monotone operator on E. According to (10), we have

(J + rAf )
−1Jx ∋ Frx

for all x ∈ E and r > 0. In this case, we know that the resolvent (J + rAf )
−1J of Af for

r is single-valued. Consequently,

(J + rAf )
−1Jx = Frx

for all x ∈ E and r > 0. It follows that the resolvent of f coincides with the resolvent of
Af . This completes the proof.

Remark 3.6. In Theorem 3.5, we can not guarantee D(Af ) = C. For the case of
D(Af ) = C, see §4.

We know from [1] that every reflexive Banach space has an equivalent strictly convex and
smooth norm. So, we have the following result.

Corollary 3.7. Let E be a reflexive Banach space and C a nonempty closed convex subset

of E. Let f be a function of E×E into [−∞,∞] that satisfies the conditions (F1 ), (F2 )
and (F3 ) in Theorem 3.5. Then, if f is maximal monotone with respect to C, then an

operator Af defined by (8) is maximal monotone.

Next, we construct a maximal monotone function fA from a given maximal monotone
operator A ⊂ E × E∗.

Theorem 3.8. Let E be a real Banach space and A ⊂ E×E∗ a monotone operator such

that the effective domain D(A) = {x ∈ E : Ax 6= ∅} is nonempty. Let fA be a function of

E × E into [−∞,∞] defined by

fA(x, y) =

{

sup{〈y − x, x∗〉 : x∗ ∈ Ax} if x ∈ D(A);

−∞ if x /∈ D(A)
(11)

for x, y ∈ E. Let EP(fA) be the solution set of an equilibrium problem of fA with respect

to D(A). Then A−10 ⊂ EP(fA) and the following are satisfied:

(F1 ) fA(x, x) = 0 for all x ∈ D(A);

(F2 ) fA is monotone with respect to D(A);

(F3 ) fA(x, ·) is lower semicontinuous and convex for all x ∈ D(A).

Moreover, if A is maximal monotone, then fA is maximal monotone with respect to D(A).
Furthermore, suppose that E is smooth, strictly convex, and reflexive. If D(A) is closed

and convex, then the resolvent of A coincides with the resolvent of fA.

Proof. The inclusion A−10 ⊂ EP(fA) and (F1 ) is trivial from the definition of fA.
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Let x ∈ D(A). Then Ax 6= ∅. Since a function φ(y) = 〈y − x, x∗〉 is affine and continuous
for every x∗ ∈ Ax, it follows that fA(x, ·) is convex and lower semicontinuous. This implies
(F3 ).

We next show (F2 ): Let x, y ∈ D(A) be given. Since A is monotone, we have

−〈x− y, y∗〉 ≥ 〈y − x, x∗〉

for all x∗ ∈ Ax and y∗ ∈ Ay. This implies that

inf{− 〈x− y, y∗〉 : y∗ ∈ Ay} ≥ sup{〈y − x, x∗〉 : x∗ ∈ Ax} = fA(x, y)

for all x, y ∈ D(A). Therefore fA(x, y) ∈ R for all x, y ∈ D(A). It is clear that

inf{− 〈x− y, y∗〉 : y∗ ∈ Ay} = − sup{〈x− y, y∗〉 : y∗ ∈ Ay} = −fA(y, x)

for all x, y ∈ D(A). From these facts, we obtain (F2 ).

Assuming that A is maximal monotone, we show that fA is maximal monotone with
respect to D(A). Let (x, ξ∗) ∈ D(A) × E∗ be fixed. Suppose that 〈z − x, ξ∗〉 ≥ fA(z, x)
for all z ∈ D(A). Then we have 〈z − x, ξ∗〉 ≥ 〈x− z, z∗〉 for all (z, z∗) ∈ A, and hence

〈z − x, z∗ − (−ξ∗)〉 ≥ 0

for all (z, z∗) ∈ A. Since A is maximal monotone, we conclude that (x,−ξ∗) ∈ A.
Therefore we obtain that

fA(x, y) = sup{〈y − x, x∗〉 : x∗ ∈ Ax} ≥ 〈y − x,−ξ∗〉

for all y ∈ E. Consequently, it follows that

fA(x, y) + 〈y − x, ξ∗〉 ≥ 0

for all y ∈ E. Hence, we deduce that fA is a maximal monotone function.

Suppose that E is smooth, strictly convex, and reflexive and D(A) is closed and convex.
From all observation above, using Corollary 3.4, we can define the resolvent Fr of fA for
each r > 0, that is,

Frx =

{

z ∈ D(A) : fA(z, y) +
1

r
〈y − z, Jz − Jx〉 ≥ 0 for all y ∈ D(A)

}

is a singleton for all x ∈ E and r > 0. On the other hand, let Jr be the resolvent of A for
r > 0. From (3) and the definition of fA, we obtain

fA(Jrx, y) = sup{〈y − Jrx, z
∗〉 : z∗ ∈ AJrx}

≥

〈

y − Jrx,
Jx− JJrx

r

〉

.

Consequently, we have

fA(Jrx, y) +
1

r
〈y − Jrx, JJrx− Jx〉 ≥ 0

for all x, y ∈ E. This means that Jrx ∈ Frx. Since each Frx is a singleton, we deduce
that Jrx = Frx for all x ∈ E. This completes the proof.

Remark 3.9. Let E be a reflexive Banach space and A ⊂ E × E∗ a maximal monotone
operator. Rockafellar [16] showed that the strong closure of D(A) is convex.

In §4, we also show that A−10 = EP(fA) under the same setting as Theorem 3.8.
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4. Maximal monotone operators and maximal monotone functions

In this section, we investigate a correspondence between a class of maximal monotone
operators and a class of maximal monotone functions.

Theorem 4.1. Let E be a reflexive Banach space, A ⊂ E × E∗ a monotone operator

which has a nonempty closed convex effective domain C = D(A), fA a function of E ×E
into [−∞,∞] induced by A with (11), and AfA a monotone operator induced by fA with

AfAx =

{

{x∗ ∈ E∗ : fA(x, y) ≥ 〈y − x, x∗〉 for all y ∈ C} if x ∈ C;

∅ if x /∈ C.
(12)

If A is maximal monotone, then AfA = A.

Proof. Suppose that A is maximal monotone. Let x ∈ E. If AfAx = ∅, then clearly
AfAx ⊂ Ax. Otherwise, there exists u∗ ∈ AfAx. Since fA is monotone by Theorem 3.8,
we have that for all (y, w∗) ∈ A,

〈y − x, u∗〉 ≤ fA(x, y) ≤ −fA(y, x) ≤ −〈x− y, w∗〉 = 〈y − x,w∗〉 .

Therefore we have 〈y − x, u∗〉 ≤ 〈y − x,w∗〉, or equivalently

〈y − x,w∗ − u∗〉 ≥ 0

for all (y, w∗) ∈ A. Since A is maximal monotone, we obtain that u∗ ∈ Ax and thus
AfAx ⊂ Ax for every x ∈ E. On the other hand, by Corollary 3.7 and Theorem 3.8,
we have that AfA is also maximal monotone if A is maximal monotone. Hence we have
AfA = A.

We also have the following corollary.

Corollary 4.2. Let E be a reflexive Banach space, A ⊂ E × E∗ a maximal monotone

operator which has a nonempty closed convex effective domain C = D(A), and fA a

function of E × E into [−∞,∞] induced by A with (11). Then, A−10 = EP(fA).

Proof. It follows from Theorem 4.1 that A−10 = A−1
fA
0. Therefore, using Theorem 3.5,

we have that

A−10 = A−1
fA
0 = EP(fA),

which completes the proof.

Next, we consider the conditions which imply that fAf
= f for a function f satisfying

(F1 ), (F2 ) and (F3 ) in Theorem 3.5. We first prove the following lemmas.

Lemma 4.3. For a monotone operator A ⊂ E×E∗ with a nonempty domain C = D(A),
let fA be a function induced by A with (11). Then,

(F5 ) fA(x, ty + (1 − t)x) = tfA(x, y) for x ∈ C, y ∈ E, t > 0, and fA(v, y) = −∞ for

v /∈ C and y ∈ E.



K. Aoyama, Y. Kimura, W. Takahashi / Maximal monotone operators and ... 405

Proof. Let x ∈ C, y ∈ E, and t > 0. Then we have that

fA(x, ty + (1− t)x) = sup
z∗∈Ax

〈ty + (1− t)x− x, z∗〉

= sup
z∗∈Ax

t 〈y − x, z∗〉

= t sup
z∗∈Ax

〈y − x, z∗〉

= tfA(x, y).

It is obvious from the definition of fA that fA(v, y) = −∞ for v /∈ C and y ∈ E.

Lemma 4.4. Let f be a function of E × E into [−∞,∞] and C a nonempty subset of

E satisfying (F1 ), (F2 ) and (F3 ) in Theorem 3.5. Let Af be a monotone operator on E
induced by f with (8). Suppose the following:

(F6 ) f(y, v) ≥ 〈v − y, w∗〉 for every v ∈ E whenever y ∈ C, w∗ ∈ E∗, and f(y, v) ≥
〈v − y, w∗〉 for every v ∈ C.

Then, for x ∈ C and z∗ ∈ E∗, z∗ ∈ Afx if and only if 〈x, z∗〉 = supv∈E(〈v, z
∗〉 − f(x, v)).

Proof. Suppose z∗ ∈ Afx. Then we have that f(x, v) ≥ 〈v − x, z∗〉 for all v ∈ C. By
assumption, it follows that f(x, v) ≥ 〈v − x, z∗〉 for all v ∈ E, or equivalently that

〈x, z∗〉 ≥ sup
v∈E

(〈v, z∗〉 − f(x, v)).

On the other hand, since f(x, x) = 0, it always holds that

sup
v∈E

(〈v, z∗〉 − f(x, v)) ≥ 〈x, z∗〉 − f(x, x) = 〈x, z∗〉 .

Hence we have that 〈x, z∗〉 = supv∈E(〈v, z
∗〉 − f(x, v)). Next, we suppose that 〈x, z∗〉 =

supv∈E(〈v, z
∗〉 − f(x, v)). Then it follows that

〈x, z∗〉 = sup
v∈E

(〈v, z∗〉 − f(x, v)) ≥ sup
v∈C

(〈v, z∗〉 − f(x, v))

and thus 〈x, z∗〉 ≥ 〈v, z∗〉 − f(x, v) for all v ∈ C. Therefore we obtain that f(x, v) ≥
〈v − x, z∗〉 for all v ∈ C, which implies that z∗ ∈ Afx. This completes the proof.

Theorem 4.5. Let f be a function of E×E into [−∞,∞], C a nonempty convex subset

of E, and Af an operator on E induced by f with (8). Suppose the conditions (F1 ), (F2 )
and (F3 ) in Theorem 3.5 and C = D(Af ). Then fAf

= f if and only if the following

conditions hold:

(F5 ) f(x, ty+ (1− t)x) = tf(x, y) for x ∈ C, y ∈ E, t > 0, and f(v, y) = −∞ for v /∈ C
and y ∈ E;

(F6 ) f(y, v) ≥ 〈v − y, w∗〉 for every v ∈ E whenever y ∈ C, w∗ ∈ E∗, and f(y, v) ≥
〈v − y, w∗〉 for every v ∈ C,

where fAf
is a function of E × E into [−∞,∞] defined by

fAf
(x, y) =

{

sup{〈y − x, x∗〉 : x∗ ∈ Afx} if x ∈ C;

−∞ if x /∈ C.
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Proof. Suppose that fAf
= f . Lemma 4.3 shows that (F5 ) holds. For (F6 ), suppose

x ∈ C and z∗ ∈ E∗ satisfy f(x, y) ≥ 〈y − x, z∗〉 for every y ∈ C. It follows from the
definition of Af that z∗ ∈ Afx. Thus we have that

f(x, y) = fAf
(x, y) = sup

w∗∈Afx

〈y − x,w∗〉 ≥ 〈y − x, z∗〉

for every y ∈ E. Hence (F6 ) holds.

Next, let us suppose that (F5 ) and (F6 ) hold. Let x ∈ C and define a function gx : E →
(−∞,∞] by gx(y) = f(x, y) for y ∈ E. Using (F5 ), we have that

inf
t>0

gx(x+ t(y − x))

t
= inf

t>0

f(x, ty + (1− t)x)

t

= inf
t>0

tf(x, y)

t

= f(x, y)

for every y ∈ E. Define hx : E → (−∞,∞] by hx(v) = inft>0 gx(x+tv)/t for v ∈ E. Then,
since hx(v) = f(x, v + x) and f satisfies the conditions (F1 ) and (F3 ) in Theorem 3.5,
one has that hx is proper, lower semicontinuous and convex. For z∗ ∈ E∗, it follows that

h∗

x(z
∗) = sup

v∈E

(〈v, z∗〉 − hx(v))

= sup
v∈E

(

〈v, z∗〉 − inf
t>0

gx(x+ tv)

t

)

= sup
v∈E

sup
t>0

(

〈v, z∗〉 −
gx(x+ tv)

t

)

= sup
t>0

sup
v∈E

1

t
(t 〈v, z∗〉 − gx(x+ tv))

= sup
t>0

1

t
sup
v∈E

(〈x+ tv, z∗〉 − gx(x+ tv)− 〈x, z∗〉)

= sup
t>0

1

t

(

sup
u∈E

(〈u, z∗〉 − gx(u))− 〈x, z∗〉

)

.

Since supu∈E(〈u, z
∗〉 − gx(u)) − 〈x, z∗〉 ≥ 〈x, z∗〉 − gx(x) − 〈x, z∗〉 = 0, it follows that

h∗

x(z
∗) ≥ 0. By Lemma 4.4 with the condition (F6 ), we get that

h∗

x(z
∗) = iAfx(z

∗) =

{

0 if z∗ ∈ Afx;

∞ if z∗ /∈ Afx.
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Hence we have that

f(x, y) = hx(y − x)

= h∗∗

x (y − x)

= sup
z∗∈E∗

(〈y − x, z∗〉 − h∗

x(z
∗))

= sup
z∗∈E∗

(〈y − x, z∗〉 − iAfx(z
∗))

= sup
z∗∈Afx

〈y − x, z∗〉

= fAf
(x, y),

for every y ∈ E. On the other hand, suppose that x /∈ C. Then we get from the definition
of fAf

and (F5 ) that

fAf
(x, y) = −∞ = f(x, y),

for every y ∈ E. Hence we get that fAf
= f , which completes the proof.

Lemma 4.6. Let E be a reflexive Banach space. For a maximal monotone operator

A ⊂ E × E∗ with a closed convex effective domain C, let fA be a function induced by A
with (11). Then, the following holds:

(F6 ) fA(y, v) ≥ 〈v − y, w∗〉 for every v ∈ E whenever y ∈ C, w∗ ∈ E∗, and fA(y, v) ≥
〈v − y, w∗〉 for every v ∈ C.

Proof. Let y ∈ C and w∗ ∈ E∗ and suppose that fA(y, v) ≥ 〈v − y, w∗〉 for every v ∈ C.
Then we have that w∗ ∈ AfAy by the definition of AfA . Using Theorem 4.1, we obtain
that A = AfA and hence w∗ ∈ Ay. Therefore we have that

fA(y, v) = sup
z∗∈Ay

〈v − y, z∗〉 ≥ 〈v − y, w∗〉

for every v ∈ E.

Now we summarize our results.

Theorem 4.7. Let C be a nonempty closed convex subset of a reflexive Banach space

E. Let M be the family of all maximal monotone operators with an effective domain C,

and let F be the family of all functions of E × E into [−∞,∞] satisfying the following

conditions:

(F1 ) f(x, x) = 0 for all x ∈ C;

(F2 ) f is monotone with respect to C;

(F3 ) f(x, ·) is lower semicontinuous and convex for all x ∈ C;

(F4 ) f is maximal monotone with respect to C;

(F5 ) f(x, ty+ (1− t)x) = tf(x, y) for x ∈ C, y ∈ E, t > 0, and f(v, y) = −∞ for v /∈ C
and y ∈ E;

(F6 ) f(y, v) ≥ 〈v − y, w∗〉 for every v ∈ E whenever y ∈ C, w∗ ∈ E∗, and f(y, v) ≥
〈v − y, w∗〉 for every v ∈ C.
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Define a function Φ : M → F by

Φ(A) = fA

for A ∈ M, where fA is a function induced by A with (11). Then Φ is an injection.

Moreover, let

F0 = {f ∈ F : D(Af ) = C}.

Then, Φ is a bijection of M onto F0.

Proof. Theorem 3.8, Lemma 4.3, and Lemma 4.6 guarantee that fA ∈ F and hence Φ is
well defined. Let A1, A2 ∈ M and suppose that Φ(A1) = Φ(A2). Then, by Theorem 4.1,
we have that

A1 = AfA1
= AΦ(A1) = AΦ(A2) = AfA2

= A2.

Hence Φ is a one-to-one mapping. We also have that Φ(A) ∈ F0 for every A ∈ M since
D(AΦ(A)) = D(A) = C.

On the other hand, let f ∈ F0. Then, it follows from Theorem 3.5 that Af is monotone.
Moreover, since f is maximal monotone, Af is also maximal monotone by Corollary 3.7.
By assumption, D(Af ) = C. Therefore one has that Af ∈ M. Theorem 4.5 implies that

f = fAf
= Φ(Af )

and hence Φ maps M onto F0.

In addition to the theorem above, suppose that E is smooth and strictly convex. Then,
it follows from Theorem 3.8 that Φ preserves the resolvents. Namely, the resolvent of A
coincides with the resolvent of Φ(A) for each A ∈ M.
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