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We introduce and study alternating minimization algorithms of the following type

(zo,90) € X X YV, a, p, v > 0 given,
(Tk,Yk) = (Tr+1,Y6) = (Tr+1, Ye41) as follows
Tpy1 = argmin{ (&) + 5Q(&, yr) + 511 — zpl?: e X}
Yrr = argmin{g(n) + 5Q(zx41,n) + 50 —wll> - n €V}

where X and ) are real Hilbert spaces, f : X — RU {400}, g : Y — R U {400} are closed convex
proper functions, @ : (z,y) € X x J — R™T is a nonnegative quadratic form (hence convex, but possibly
nondefinite) which couples the variables  and y. A particular important situation is the “weak cou-
pling” Q(z,y) = ||Az — By||* where A € L(X,Z), B € L(Y, Z) are continuous linear operators acting
respectively from X and ) into a third Hilbert space Z.

The “cost-to-move” terms || — z||? and ||n — y||* induce dissipative effects which are similar to friction
in mechanics, anchoring and inertia in decision sciences. As a result, for each initial data (xg,yo), the
proximal-like algorithm generates a sequence (z, yx) which weakly converges to a minimum point of the
convex function L(z,y) = f(x) + g(y) + 5Q(z,y). The cost-to-move terms, which vanish asymptotically,
have a crucial role in the convergence of the algorithm. A direct alternating minimization of the function
L could fail to produce a convergent sequence in the weak coupling case.

Applications are given in game theory, variational problems and PDE’s. These results are then extended
to an arbitrary number of decision variables and to monotone inclusions.
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1. Introduction
1.1. Problem statement

The aim of this paper is to apply the alternating minimization algorithmic framework
(with costs-to-move), recently introduced by Attouch, Redont and Soubeyran [4], to struc-
tured convex optimization problems of the following type

min { f(z) + 9(y) + 5Qr,9) : 2 € X, y e Y}, (1)

where

e X )Y are real Hilbert spaces (possibly infinite dimensional);

e f[f:X—>RU{+o00},g:Y — RU{+oo} are closed convex proper functions acting
respectively on the spaces X and )Y

e (Q:X x)Y — RTis a continuous nonnegative quadratic form (hence convex, but
possibly nondefinite) which couples the two variables z € X and y € Y;

e [ is a positive parameter.

This is illustrated by the following model example: let A € L(X,Z) and B € L(), 2)
be linear continuous operators acting respectively from X to Z and from ) to Z. Take
Q(z,y) = ||[Az — Byl||% then (1) becomes

min { f(x) + g(y) + S| Av = Byll% : v € X, y eV}, (2)

This type of variational problem occurs in various domains such as decision sciences
and game theory [4], partial differential equations and mechanics [2], optimal control and
approximation theory [13], image processing and signal theory [7, 11]. The original feature
of the above problem (2) comes from the coupling term

Q(z,y) = Az — By|Z

that we shall call weak coupling, and which allows asymmetric, indirect or partial relations
between the variables. This terminology is intended to make contrast with the classical
variational setting, namely

: 1
min { f(2) + 9(y) + Slo —yli}: v €M, ye H) (3)
where the variables  and y lie in the same space H and the coupling, called “strong
coupling”, Q(z,y) = ||z — y||3,, involves the “whole” variables z and y in a symmetric
way.

The variational formulation (2) covers many situations which do not enter into the for-
mulation (3):
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e In decision sciences and team games, one can consider players who only interact via
some components, or some functions, of their decision variables.

e In the domain of elliptic partial differential equations, decomposition methods lead
to transmission conditions through the common interface I' separating a domain (2
into two adjacent domains {2; and €2,. A natural functional framework is

X = H'(Q), Y= HY(Q), Z = LT
A: X =HY Q) — Z=L*T) is the trace operator
B:Y = H'(Qy) — Z = L) is the trace operator

Given some h € L?(€2), problem (3) takes the following form

1 1
min{—/ |Vv1]2—|——/ ]Vv2\2+ﬂ/[v]2—/hv:
2 Jo, 2 Jo, 2 Jr 0

vy € HY(), va € HY(), v="0on 39}

where v = vy on €y, v = vy on 5 and [v] = jump of v through the interface T.

e In optimal control theory, x and y respectively stand for the state and control vari-
ables, the coupling is a penalized function of the state equation Az = By. See
J.-L. Lions [13] for a systematic utilization of this device in the control of singular
distributed systems.

Let us now come to the central subject of this paper which is the study of the convergence
of alternating minimization algorithms with costs-to-move for such weakly coupled varia-
tional systems. The mathematical analysis will be carried out by considering the abstract
general framework (1). The subject is of importance:

e First for numerical reasons: it is natural to exploit the “separable” structure of
the minimization problem (1) and thus to study the convergence of the alternating
minimization algorithm.

e Secondly for the purpose of modelling dynamical decision processes: for example,
alternating minimization algorithms model “best response dynamics” in the case of
Nash potential games (see [4]).

These questions have been intensively studied in the case of the “strong” coupling. Let
us recall the classical result (1980) due to Acker and Prestel [1]: let H be a real Hilbert
space and f : H — RU {400}, g : H — RU {400} two closed convex proper functions.
Consider the sequence (xy, yx)ren generated by the alternating minimization algorithm

Tp1 = argmin{ f (&) + 316 — vkl : € € H}
Yrr1 = argmin{g(n) + 3llzesr — nll3, : 1 € H}

Then, the sequence (x, yx)ren Weakly converges to a solution of the joint minimization
problem on H x H

win{ 10) + )+ e = ol (o) € Hx )
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if we assume that the minimum point set is nonempty. Note that, and this justifies the
terminology, the preceding algorithm can be viewed as the alternating minimization of
the bivariate function

L+ (r,y) € Hx H i Lir,y) = (o) + 9(0) + 3 lle — vl € RU {400}

and provides a minimizing sequence for L.

Acker and Prestel’s theorem provides a natural extension of von Neumann’s alternating
projection theorem [14] for two closed convex nonempty sets of the Hilbert space H (take

f=4bc., 9="0c,).

1.2. Description of the alternating algorithm for weak coupling.

We now return to the description of the alternating algorithm with costs-to-change in the
case of a general quadratic coupling (1). As we already stressed, one has to modify the
classical alternating algorithm, which fails to converge in this general situation. Following
Attouch, Redont and Soubeyran [4] we introduce costs-to-move and consider the following
proximal-like alternating algorithm:
Tppr = argmin{ f(&) + 5Q(& yr) + S — zll5 - £ € X} (4)
yer1 = argmin{g(n) + 5Q (@41, ) + 50— well3 - n € Y}

where o and v are given fixed positive parameters.

In Section 2 it is shown that the sequence (z, yx)ren Weakly converges to a minimum
point of the convex function L(z,y) = f(z) + g(y) + 5Q(z,y).

Note that the cost-to-move terms || — z||3 and || — y|[3, induce dissipative effects which
are similar to friction in mechanics, anchoring and inertia in decision sciences. They
asymptotically vanish, but have a crucial role in the convergence of the algorithm.

In Section 3 we obtain a natural extension of this result to the case of n variables. In
that case, we restrict our analysis to the case of a sum of pairwise quadratic coupling
functions.

1.3. Link with decision sciences and game theory: Inertial Nash equilibration
processes.

Dynamical games provide both an important field of applications and a natural interpre-
tation for the above algorithms. Let us briefly introduce some of the main ideas. The
general context is that of noncooperative dynamical game theory. Consider two interre-
lated players 1 and 2 departing from strict individualism to take each other’s decision into
account via a coupling function. Their (per unit of time) static payoffs are made of two
components: an individual payoff f(£) and g(n) for players 1 and 2 coming from their
respective current actions £ € X, n € ) (decisions, strategies, performances...) and a
common nonnegative payoff Q(&,n) coming from their joint actions. In our presentation,
individual payoffs f(£) and g(n) are cost functions (unsatisfied needs to be minimized)
and Q(&,n) is a joint cost function. Coefficients 5 > 0 and g > 0 represent how much
each player contributes to the joint cost.
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The static loss functions of players 1 and 2 are

F:(&n)eXxY—F&n) = f(&)+pQn)
G:(§n) e X xY —G(En)=gn)+pQEn).

The above formulation has been given in terms of costs in order to fit better with the
literature concerning algorithms (minimization problems). Decision and Game theories
use utility or benefit (profit) functions (maximization problems). The link between these
two realms of literature is easy to do when one considers utility or benefit functions
which are bounded from above (finite resource assumption). Let ¢(&), ¥(n) and R(§,n)
be the respective individual and joint payoffs of the players, and let @, 1), R be their
respective upper bounds. One reduces to our situation by setting f(§) = @ — p(&) > 0,

g(n) =v—(n) >0, Q(&n) = R—R(&,n) > 0.

The static gain functions of players 1 and 2 are Ji(§,n) = ¢(§) + BR(&,n) and Jo(&,n) =
w(n) + uR(&,n). Coefficients B > 0 and p > 0 represent how much each player benefits
from the joint payoff R(£,n). The model deals with the important case of a team whose
members benefit (suffer) both from positive and negative externalities (interaction game).

The coupling term R(§,7n) > 0 defines the more or less conflictual characteristic of the
game, i.e. the degree of conflict between players which defines the nature of their inter-
dependence. To better understand what a degree of conflict means, consider the one
dimensional case where £ € X =R and n € YV = R are effort levels, where the coupling
term is the quadratic cost Q(&,7n) = (a€ — bn)?, a € R,b € R and where the joint payoff
is the revenue R(¢,n) = R — (a& — bn)? > 0.

From OR/0¢ = 2a(bn — a&), we see that, for a given 7, the joint payoff R({,n) increases
with € up to the maximum £*(n) = (b/a)n, and then decreases. If the individual payoff
(&) of player 1 increases with &, player 1 will have the incentive to continue to increase £
a bit higher than £*(n). This will hurt player 2 because, for a given 7, the joint payoff will
decrease as soon as ¢ is higher than £*(n). Similarly for player 2. If b is much lower than
a, b/a is small, and, for a given 7 the argument £*(n) = (b/a)n which maximizes the joint
payoff is low. This will push player 1 to decrease very much the joint payoff, preferring to
choose a £ high enough to increase his individual payoff p(£). Notice that, with respect
to the joint payoff, effort levels are strategic substitutes or complements depending on the
sign of ab: for example ab < 0 = 9¢*(n)/0On = b/a < 0.

The separable aspect of the payoff of each player between an individual and a joint payoff
is central in this paper. It is shared by a lot of famous noncooperative games.

Let us now introduce some important dynamical aspects and make the connection with
the algorithm (1). We add to this classical (per unit of time) static normal form game,
some costs-to-change (or to move) for each player. Player 1 must pay the cost h(z,§) to
move from action z € X’ to a new action £ € X and player 2 must pay the cost k(y,n) to
move from action y € Y to a new action n € ).

Let us briefly explain the role and the importance of these terms. The general idea is that,
in real life, changing, improving the gain, the quality of actions has a cost. “Costs-to-
change” cover various physical, physiological, psychological and cognitive aspects. They
reflect the bounded rationality and behavioural features of decision processes in real life
(see Kahneman [12], Camerer & Loewenstein [10] , Simon [16] for the concept of deliber-
ation costs and Attouch & Soubeyran [5, 6] for the precise concept of costs to change).
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Here, these costs mainly describe an anchoring effect. Agents have a (local) vision of
their environment which depends on their current actions. Each action is anchored to the
preceding one, which means that the perception the agents have of the quality of further
actions depends on the current ones. In economics, management, one may think of actions
as routines, ways of doing, with costs to change reflecting the difficulty to quit a routine
or entering another one, or to change quickly (reactivity costs). In our situation, let us
suppose that the current action of the two players is (z,y) € X x ). Suppose now that
only player 1 can choose a new action (i.e. player 1 chooses a new action £ while player 2
“stays” at y), then the inertial payoff of player 1 is

F(&,y) + ah(z,§) = f(§) + FQ(y, §) + ah(z,§).

The second member of this expression is the sum of three costs: a cost to be far from the
objective (frustration), a cost to be far from (or close to!) the action of the other agent
(coupling), and a cost to be far from the preceding action (anchoring or inertial effect).
The coefficient « before the cost h(x, ) usually reflects some dynamical cognitive features
of player 1 (speed, reactivity, learning ability...).

Symmetrically, suppose now that only player 2 can choose a new action (i.e., player 2
chooses a new action 7 while player 1 stays at x), then the inertial payoff of player 2 is

G(x,n) +vk(y,n) = gn) + pQ(x,n) + vk(y,n)

with the v coefficient reflecting some dynamical cognitive features of player 2. The timing
of the game follows an asynchronous dynamic where players move in alternation. It is
convenient, both for modelling and mathematical purpose, to describe it as a discrete
dynamical system on the product space X x ).

The dynamic of actions works as follows:

(x07y0) - (xl,yo) — (21,10) — (ﬁk;yk) - ($k+17y1c) — ($k+17yk+1) —_— ...

At stage k = 0, players 1 and 2 do the actions zy and yy. At stage k = 1 player 1 can
choose to do a new action £ = x1, while player 2 stays in yy (he can only repeat his
previous action yp). At stage k = 2 player 1 stays in ;. He can only repeat his previous
action & = xy, while player 2 can choose to do a new action n = y; and so on.

When specializing the costs-to-change to be quadratic functions, namely h(x, &) = ||z —
&l and k(y,n) = ||y — nl|3, we precisely obtain the dynamic described by algorithm (4).

2. The case of two variables.
2.1. The variational case.

We will make the following assumptions

(- X, Y two real Hilbert spaces;

- frrxeX = f(x) e RU{+oc}and g:y € Y — g(y) € RU{+o0} two
convex, lower semicontinuous, proper functionals;

- Q:(x,y) € XxY+— Q(z,y) € R anonnegative continuous quadratic form;

(H) | - the functional

L:(zy) € X x Y - Liz,y) = f(z) +9ly) + 5Q(r,9) € RU {+o0}

L has at least one minimum point.
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The spaces X and )Y may be infinite dimensional, and for simplicity ||u|| equally denotes
the norm of an element u € X or of an element u € Y; likewise, (u,v) denotes the inner
product of u and v equally in X x X orin Y x ).

The quadratic form @) is convex, since it is nonnegative, but possibly nondefinite (e.g.
X =Y and Q(z,y) = |lz —yl]*).

Let ¢ : (X xY)? — R denote the bilinear form associated with Q, i.e., for all ((z,y), (¢,7))
€ (X x))?

1

q((z,9). (&m) = S{Q + &y +n) — Qlz,y) — Q& )} ()

If we set n = 0 in equation (5), it provides us with an expression for the gradient V,Q(z, y)
at point (z,y) with respect to the = variable

(V2Q(z,y),€) = 24((x,y), (£,0)).

Hence the map (z,y) € X x Y — V,.Q(x,y) € X x Y is linear continuous; and further,
in view of (5), we also have

We are interested in finding the minimum of the functional L(z,y) = f(z)+g(y)+3Q(z, y)
where the function %Q acts as a coupling between spaces X and ). According to our
assumptions, L has at least one minimum point, say (Z,7). Due to the special form of
L, its minimum points are also characterized as Nash equilibria of the pair of functions

(&n) — f(&) + 3Q(&n) and (&,1) — g(n) + 3Q(&,n)
7 € argmin{f () + 3Q(&,7) : § € X}
g € argmin{g(n) + 3Q(T,n) : n € V}.
Writing the optimality condition for (Z,7) to be a minimum point of L we obtain
of (@) + 3V.Q(T,7) 0 (7)
99(y) + 5V,Q(7.9) > 0. 8)
To find minimum points of L. we propose the following alternate algorithm
(A) Tpy1 = argmin{ f (&) + %Q(fayk) + %H5 —ml]?: € X}
yer1 = argmin{g(n) + 3Q(xxs1,7) + 3lln — well*: n € V3.

The terms 1]|¢ — 24 ||? and 1||n — yi||* are anchoring terms forcing z11 and yj41 not to
move too far away from z, and y;. Observe also that these anchoring terms introduce
strict convexity, and so x,; and yi,1 are uniquely defined; hence the equality sign above
instead of the member of sign.

Points xyy1 and yi.1 are also characterized by the optimality conditions

Of (xps1) + 5 Ve Q(Trs1, Yk) + (Tpe1 — 2) 20 (9)
0g(Yr+1) + %VyQ(ka,ka) + (Yr+1 — yr) 2 0. (10)
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Theorem 2.1. Under assumptions (H), the sequence (zx,yx) generated by the alternate
algorithm (A) is a minimizing sequence for L converging weakly in X x Y to a minimum

pOZnt (Iooayoo) OfL MOT@OU6T7 f(xk> - f(xoo)i g(yk) — 9(,%0); Q(xlmyk) i Q(Lm%o)y
|zrs1 — x| — 0 and ||yrs1 — vkl — 0 as k — +oo.

Proof. By the monotonicity of the subdifferential operator 0f at points T and x;,; we
deduce from (7) and (9)

(Thg1 — ) + %VxQ($k+1>yk) — %VIQ(§7 Y), Tpp1 — ) < 0. (11)

On the one hand we have

1

1 1
(et = 2p, teir = T) = Slleen =T = Sllwe = 7P + llzee — il (12)

On the other hand, in view of the linearity of the gradient map and of (6), we have

<VxQ($k+1; yk) - va(f7 @)7 Th+1 — f>
(VoQ(xps1 —Z, Y — ), Th1 — T)
= Q@r1 — T,y —Y) + Q(zr11 — T,0) — Q(0, yr. — 7). (13)

Collecting (11, 12, 13) we obtain

i =TI = llzg = 72 + s — 24l + Qs — 7, e — 7) "
+ Q(k1 —7,0) = Q0,5 —¥) < 0.

Similarly, expressing the monotonicity of the subgradient operator dg at points 7 and
Yr+1, we can deduce from (8) and (10)

ks — U117 = Nk = 9112 + vk — vell® + Q(@rs1 — T, Y1 — )
+Q(0,ykr1 — 7) — Qg1 — T,0) <O0.

Adding inequalities (14) and (15) we obtain

(15)

lzks1 — Z)° + |lyksr — UI* + QO0, yis1 — ¥) — |lz — Z|° — |lye — Y|
—Q0,yx — ) + l|mer1 — zll® + lvesr — wll® + Q(@p1 — T, yp — )
+Q (k11 — T, Yp1 — 7) < 0.

And summing for k£ from 0 to some K we get further

K

Z {21 = 2kll® + Nlywer — well® + Q(ersr — T, 40 — )
k=0

+Q (@1 — T, Y1 — 9} + oxsr — TP+ lyxsr — 9)° + Q0 yxs1 — 7)
< lwo =l + llyo — 7lI* + Q0,50 — 7).
Whence we draw the following consequences:

a. the sequence (xy,yy) is bounded in X x Y;
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b. the sequence k — ||z — Z||* + ||yx — 7||* + Q(0, yx — Y) is nonincreasing;
c. the quantities ||xgr1 — xkll, ||Ukr1 — yk|| vanish as k goes to +oc.

Now, rewriting equalities (9,10) in the following way

—(Thy1 — k) + 3V2Q(0, ki1 — yk) € Of (@ps1) + 5VaQ(Ths1, Yrs1)
—(Urr1 — yx) € O9(Yrs1) + %VyQ(ka, Yk+1)

shows that (ups1,vks1) = (—(Zep1 — 2k) + $VaQ(0, Y1 — Yi), —(Yar1 — Yk)) is a sub-
gradient of L at point (xgi1,yk+1) that converges in norm to 0 in X x ) according to c.
Writing the subgradient inequality at that point yields, for all (§,n) € X x Y

L(&,n) > L(zkt1, Yer1) + (Wks1, € — Thra) + (Vkg1, 1 — Yrt1)-

Let (zg41,Yr+1) be a subsequence that converges weakly to some limit (24, Yoo ). In view
of points a and ¢ above and of the continuity of the gradient, we have

L(&,m) = liginf (w1, Y1) = Lo, Yoo): (16)

Hence (2o, Yoo) 18 @ minimum point of L.

Now, N(u,v) = (|Jul|® + [[v]> + Q(0,v))*/2 is a norm on X x Y derived from the inner
product ((ug,v1), (ug,v9)) € (X X ¥)? — (ug,uz) + (v1,v2) + q(0,v1;0,v7); since Q is
continuous, norm N is equivalent to the canonical norm. Moreover N ((x,yx) — (Z,7))
does have a limit (point b). Opial’s lemma [15] then shows that (xy, yx) converges weakly
to some limit, still denoted (Zso, Yoo ), in argmin L.

As the subdifferential of L at point (xy,y,) contains a sequence (uy,vg) that converges
strongly to 0, inequality (16) shows that the bounded sequence (z,yx) does minimize
L. Hence f(z) + g(u) + 1Q(xk ) — F(Toe) + 9l5o) + 5Q(m yoo). Noticing that
f(2o0) < liminf f(x), 9(¥oo) < liminf g(yx) and Q(Zeo, Yoo) < liminf Q(xy, yx), we easily
infer f(zr) — f(20), 9(yk) = 9(Yoo) and Q(zk, yi) — Q(Toc, Yoo).

2.2. A typical example.

A particular important situation is the weak coupling Q(z,y) = ||Ax — Byl||*> where
A€ L(X, Z), Be L(),Z2) are linear continuous operators acting respectively from X
and ) into a third Hilbert space Z. Algorithm (A4) then reads

Of (vpy1) + A*(Azp1 — Byr) + (2p1 — 2%) 20
99 (Yr+1) + B*(Byrs1 — Avpy1) + (Yes1 — yx) 2 0

where A* : Z — X and B* : Z — ) are the adjoint operators of A and B. Then the
conclusions of Theorem 2.1 hold. This situation is illustrated in Sections 4 and 5.

Still more particularly, if f = d¢ and g = dp are the indicator functions of nonvoid closed
convex sets C' C X and D C )Y, then the minimum points (Z,7) of function L(z,y) =
dc(x)+dp(y)+|| Az — By|? satisfy distz(T', A) = inf{||[z—y|, z € T, y € A} = | Az— By,
where ' = AC and A = BD are convex subsets of Z that need not be closed.

Thus, if there do exist points realizing the distance distz(I', A), then algorithm (.A) yields
limit points (Z s, Yoo ) such that (Az,, Bys ) realize the distance. In particular, if TNA #
(), the algorithm finds a point Az, = By in the intersection.
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2.3. The case of maximal monotone operators.

Subdifferentials of closed convex proper functions are particular cases of maximal mono-
tone operators (see [9]). Actually the preceding analysis applies with only minor changes
to maximal monotone operators. Our basic assumptions are the following

(- X, )Y two real Hilbert spaces;

- ArzeX - Ax) CXand B:y €)Y — B(y) C Y two maximal monotone
operators;

Q:(x,y) € X xY+— Q(z,y) € R anonnegative continuous quadratic form;
the maximal monotone operator

—~

<

~—
|

T:(A,B)+%VQ:X><)/:3X><J/

{  has at least one zero point.

Let (Z,y) € X x Y be a zero point of operator T, i.e.
AT +1iv,Q(7,7) 30
B(y) +;V,Q(z.7) 0.

To find zero points of T" we propose the following alternate algorithm that computes the
sequence (z, yx) iteratively

(A) A(xrr1) + 5VaQ(@ri1, yk) + (Thpr — %) 30 (17)
B(yrr1) + 5VyQ(@hi1, Y1) + (Yrer — y) 0. (18)

Equation (17) uniquely defines 44, in function of x; and y, because the operator & €
X — A + %VQ({,yk) C X is maximal monotone, and hence A + %VQ(.,yk) +1is
invertible (see [9]). Similarly, yx41 is well defined by (18).

Obviously, if A and B are subdifferentials of closed convex proper functions, then assump-

tions (H) and (H') and algorithms (A) and (.A’) coincide.

Theorem 2.2. Under assumptions (H'), the sequence (zx,yr) generated by the alternate
algorithm (A") converges weakly in X x Y to a zero point (Tso, Yso) 0f the mazimal mono-
tone operator T' = (A, B) + %VQ. Moreover ||xg+1 — x| — 0 and ||yr41 — yill — 0.

Proof. The proof runs along the same line as in the variational case except in the end
where we resort to the lower semicontinuity of L to conclude that any limit point of
(2, yx) is a minimum point of L.

Let (z41,yrr11) be a subsequence that converges weakly to (2o, Yoo ), and let us rewrite
equations (17, 18) as follows

—(@p1 — 2w) + 5V Q0 yw1 — yw) € Alzwgr) + 5VaQ(@rt1, Yrra1)
—(Wrr1 — Un) € Byrs1) + 5V Q(Tr41, Yrr41)

equivalently

1
(—(l’kfﬂ - ﬂﬂk') + §V1Q(07 Yk'+1 — yk/)a —(?Jkurl - yk/)) € T(xk'ﬂ, yk'+1)-
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In view of ||zp+1 — 2|l — 0, ||[yw+1 — yw]| — 0, of the boundedness of the sequence
(xk,yr) and of the continuity of the gradient V,@Q, the left hand side above converges
strongly to zero, while in the right hand side the argument (2.1, yr41) converges weakly
t0 (Too, Yoo). Owing to the weak-strong closedness of maximal monotone operators, the
limit (s, Yoo) is & zero point of 7.

The proof is completed by invoking Opial’s lemma like in the variational case.

3. The case of n variables.

The analysis for two variables in Section 2 extends to more than two variables provided
some restriction is made on the quadratic form (), namely the coupling between the
variables is pairwise.

3.1. The variational case.

We will make the following assumptions

(- (Xi)ieq1,...ny 1 real Hilbert spaces;

- foreachi e {l,...,n}, fi 12 € X; — fi(x) € RU{+o0} is a convex, lower
semicontinuous, proper functional;

- for each i,j with 1 <i < j <n, Qi : (v;,x;) € Xi X Xj — Qii(zs,x;) € R
is a nonnegative continuous quadratic form; and define @ : (xy,...,x,) €
H?:l X Qar, ... a,) = 21§i<j§n Qij (i, z;) € R;

- the function

{  has at least one minimum point.

For simplicity ||u| will denote the norm of an element u € X; for any ¢; similarly, (u,v)
will denote the dot product of v and v in &; for any .

Due to the special form of L, a minimum point (Z1,...,Z,) is also characterized by the n
relations

1
fi € argmin {fl(g) + 5@(517 s 7fi717£7§i+17 s 7ETL> : é € Xz} ’ (&S {17 777,}
Writing the optimality condition for (Z1,...,Z,) to be a minimum point of L we obtain
_ 1 _ _ .
afz(xz)+§vzzQ(‘rl7axn) = 07 (S {L,n} (19>

To find minimum points of L we propose the following alternate algorithm for successively
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computing the components (Z; x+1)ieq1,..n} at the (k + 1)-th step
(2141 = argmin{ f1(€) + Q& wag, - k) + 316 — z1l?: € € X0}

(A ) Tik4+1 = argmin{fi(ﬁ) + %Q($1,k+17 e T k1, 6 Tig ks - - - axn,k)
+3l6 =il £ € X}

\xn,kJrl = argmln{fn(g) + %Q(’xl,k+17 L 7xn71,k+17 5) + %Hg - xn,kH2 : 5 € Xn}

The terms ||£ — ;4]|* are anchoring terms forcing ;4.1 not to move too far away from
x; 5. Observe also that these anchoring terms introduce strict convexity, and so x; j4+1 is
uniquely defined; hence the equality sign above instead of the element of sign.

The components x; ;41 are also characterized by the optimality conditions
1
Ofi(xip41) + §inQ(fB1,k+1> e T et Tio s Tig ks - - - Tk (20)
-+ (mi,k+1 — $1‘7k> > O, = {1, ..,n}

Theorem 3.1. Under assumptions (H,), the sequence k — (¥ )icq1,.ny generated by the
alternate algorithm (A,) is a minimizing sequence for L converging weakly in [\, X; to a
manimum point (T; o0 )icq1,.ny of L. Moreover fi(z;1) — fi(%i) and Q1. .., Tnk) —
Q1,005 -+ s Tnyoo) S k — +00.

Proof. By the monotonicity of the subdifferential operator df; at points z; and z; 11
we deduce from (19) and (20)

1
(i g1 — Tig) + ivmiQ(xl,kJrly s T s Tk s ik Lk - - - Tnke)
1 (21)
— §V%Q<fl, Ce ,fn), $i,k+1 — fl> S 0.

On the one hand we have

_ 1 - 1 _ 1
(Tigr1 = Tigos Tiger1 — Ti) = = | Tigrr — Tal” — sllwie — Till® + Sllwiesr — zigl>. (22)
2 2 2

On the other hand, set for i € {1,...,n}

Si =(Va,Q(T1h41, - - s Tim 1ot 1 Tiht1s Tit1 o - - - s Tk (23)
— Vo0, Q(T1, ..., Tn), T 1 — Ti)-

In view of the linearity of the gradient V,,() and of the expression of () as the sum of the
quadratic forms @);;, we have

Si = (Vo Q@141 — T1y -+, Tic1 o1 — T,
Tijt1 = Tis Titlk — Tikls - - Tk — Tn)y Tih1 — L)
= Z (Va,Qji(@jpr1 — Tj, Tig1 — Ti)s Tipr1 — Ti)
1<j<i

+ Z (Vi Qi (Ti g1 — Tiy Tjp — Tj), Tigs1 — Ti)-

i<j<n



H. Attouch, J. Bolte, P. Redont, A. Soubeyran / Alternating Proximal Algorithms

Invoking (6) we have further
S; = Z {Qji(xjrt1 — Tj, Tigr1 — T) + Qi(0, x5 1 — T5)
1<5<1
— Qji(Tjrt1 — T, 0)} + Z {Qij(Tigt1 — Tiy Tk — T5)
i<j<n

+ Qij(Tigg1 — T3, 0) — Q5(0, 25, — ;) }

497

(24)

Now we want to compute Y., S;. The sum is given by the right hand member of (24)
where ¢ is allowed to vary from 1 to n. But then, permuting ¢ and j in the first sum

> <j<i<n 18 valid; so we have

Z Si = Z {Qij(Tigt1 — Tiy Tjpr — T5) + Qi (0, Tj 1 — T5)
i=1

1<i<j<n

— Qij(Tigr1 — Ti, 0)} + Z {Qij (i1 — Tz — T;)

1<i<j<n
+ Qij(ipr1 — T3, 0) — Qi(0, 25 — T5) }.
Rearranging the terms we obtain

n
Z S; = Z {Qij(@ipr1 — Ti, Tjger1 — T5) + Qi (Tiger — Ty Ty — Tj) }
i=1

1<i<j<n

+ Y Q0 —T) = Y Qu(0,35 —T))

1<i<j<n 1<i<j<n
= Q(T1ht1 — T1,- -, Tnpr1 — Tn) + Z Qij(Tig+1 — Tiy Tjg — T;)
1<i<j<n
+ > Q0 mik —T) — > Qyl0, x5 — ),
1<i<j<n 1<i<j<n

Finally, collecting (21, 22, 23, 25) we obtain
Z | k1 — xzk|l2 + Q(T1 441 — T, -+ Tkt — Tp)
i=1

n
+ Z Qij(Ti k1 — Ty T — Ty) + Z i k11 — Tl
i=1

1<i<j<n

(25)

+ Y Q0w =) = Y ek —Tl? = > Q0,25 — ;) <0
=1

1<i<j<n 1<i<j<n
Thence we draw the following consequences:
- the sequence k — (14, ..., %ny) is bounded in [, Xi;

- the sequence k — 3 7 |lzix — Till* + D2 ;< Qij(0, 255 — T;) is nonincreasing;

- the quantities ||z; x+1 — ;x| vanish as k goes to +oo.

We omit the rest of the proof which runs as before in the proof of Theorem 2.1.
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3.2. The case of maximal monotone operators.

This section is an easy extension of Sections 2.3 and 3.1. We only state the assumptions,
the algorithm and the theorem without proof.

(- (Xi)ieq,..ny n real Hilbert spaces;

- foreachi e {1,...,n}, A;: z € X; — A;(x) C X is a maximal monotone
operator;

- foreach4,j with 1 <i < j <mn, Qi : (vi,x;) € X; X Xj — Qyj(x;,xj) € R
is a nonnegative continuous quadratic form; and define @ : (xy,...,x,) €

) [T, X Qo oy wn) = 30 i jcp Qij(i, 75) € R

- the maximal monotone operator

(H,

1=1 i=1

\ has at least one zero point.

To find zero points of T" we propose the following alternate algorithm for successively
computing the components (% x+1)icq1,.,n} at the (5 + 1)-th step

1
(A)) Ai(xig1) + §VziQ(l‘1,k+1, e Tkt 1 Tiet 1> Tkl ks - - - k)

+ (Tig+1 —2ix) 20, i €{1,..,n}

Theorem 3.2. Under assumptions (H,,), the sequence k — (¥ 1)icq1,.ny generated by the
alternate algorithm (Al) converges weakly in [[;_; X; to a zero point (T;)icq1,.ny of the
mazximal monotone operator T = (Ay,..., A,) + %VQ.

4. Applications to decision sciences.
4.1. Dynamical team games.

Let us study some dynamical games with the help of the results of Sections 2 and 3.
We will be mostly concerned with the description and the study of their equilibration
processes. The general setting of this study has been introduced in Section 1.3.

Let us suppose that the cost to change for player 1 when passing from performance = to
¢ is given by h(z, &) = §||z — &||%- Similarly, the cost to change for player 2 when passing
from performance y to 7 is given by k(y,n) = %|ly — n||3. These are low local costs
to change. The quadratic character of these costs reflects the fact that small changes
are nearly costless for the players. On the opposite, big changes are very costly. Besides
these qualitative aspects, parameters o and v allow a quantitative description of these
phenomena.

Note that the metric structures on the decision spaces X and ) are not a priori given.
Indeed, they result from the modelling of the physiological, psychological features of the
players, and of the perception the players have of their environment. They reflect the
difficulties faced by the players when they want to progress, to move, to change in their
respective decision spaces. Among many other features, they take into account their risk
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aversion, their inertial features (difficulty to quit a routine, reactivity). The coupling
function Q) : X x Y — R is supposed to be of the following form

Q(z,y) = | Az — By|Z

where Z is a third Hilbert space, A € L(X,Z) and B € L(), Z) are linear continuous
operators acting respectively from X to Z and from ) to Z. Thus, @) is a continuous
convex quadratic function. Let us list some properties resulting from this type of coupling;:

1.  The coupling function can be interpreted as a joint payoff, either a joint cost or a
joint revenue (see Section 1.3).

2. The above formulation allows to consider the general situation where the decision
spaces are distinct one from the other, each player having his own decision space.

3. As before, the quadratic character of the coupling coordination cost reflects the fact
that small deviations of Az— By from zero (which is the perfect coupling) are costless.

As introduced in Section 1.3, we consider the following dynamic of actions where players
1 and 2 play alternatively:

(Tr, yk) — (Trg1, Yk) — (Try1,Yrr1) kK =0,1,...

{Ik—i-l = argmin{ f(£) + & || A — Byx||% + 216 — x|} : € X} (26)
Yerr = argmin{g(n) + 2| Az — Bnllz + 5lln —wll3 - n e YV}

Coefficients p; and 9, when there are distinct, allow to distinguish the respective impor-
tance of the collective aspects in the decisions of the players.

One can easily recover the situation studied in Section 2. Just notice that

T = argmin { L £(€) + 3148 = Buyil2 + 52 i€ — mil} : €€ )

w1

(27)
yen = argmin { Lg(n) + L Avess = Bnllg + 25 In—wel3 - n e V).
The equilibria are the solutions of the following convex minimization problem:
) 1 1 1 9
min ¢ —f(§) + —g(n) + S[|AE = Bnllz: € X, ne). (28)
21 K2 2

Assuming that assumptions (A) of Theorem 2.1 are satisfied, we conclude that the se-
quence (xy,yy) generated by the alternating dynamical game (26) converges weakly in
X x Y to a solution (e, Yoo) of (28). Equivalently, (2o, Yoo) is a minimum point of the
functional

Luan€1) = 2 (€) + mg(n) + P02 A¢ — B2, (29)

Comments:

e The above dynamic is an “inertial Nash equilibration process” [4]. Its trajectories
converge to the Nash equilibria of the potential game associated with the following
payoff functions (respectively to the first and second player):

(30)

F(&m) = f(&) + 5IAS — Bn|l%
G(&n) = g(n) + B A — B3
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Because of the partial separable structure of these payoffs, of the fact that the cou-

pling function is the same in the two expressions above (up to a multiplicative factor)

and of the convexity assumptions, one obtains that these Nash equilibria are the min-

imizers of the functional L, ,,.

e Another important feature of the above dynamic is its sequential character. The
players make decisions in a predefined order after having observed the decisions of
the players who preceded them. We have examined here the quite simple situation
with two players who play alternatively. Let us notice that this kind of dynamic is
decentralized and does not require a high degree of rationality from the agents (one
can model myopic local behaviours as well as inertial features, risk aversion...).
This makes contrast with “simultaneous games” where players play simultaneously
without knowing the decisions of the other players (but they may know the past, i.e.
what has been played before). In that case, an efficient coupling between the players
usually requires the help of a co-ordinator, a coach who has a global vision of the
collective interest.

e In the n dimensional case, our model can be applied to examine bilateral nonsym-
metric interaction games (then, they fail to be potential games, see [18]). There are
n players with static utility functions

JZ‘(ZEl,JZQ, 75En) = Z#iwij(xi,wj) — hl(l'z%flfz € XZ,Z S {1,27 ,n} .

We do not need symmetric interaction functions w;;(z;, z;) = wj;(z;, ;). But our in-
teraction functions are quadratic. Cournot games with a linear final demand function
can be examined in this way:.

e  We can apply our model to pollution games where the static utility functions of the
n players are

Ji(l'l,xg, ,.an) = hz(l'l) - D [E?Zlejxj} ,i € {1,2, ,n} .

The individual payoff of player i is his profit function h;(x;), z; € X; = R" is his
effort level, his pollution emission level is e;z;, e; > 0, and the total damage function
is D[XI_e575] = (B)ye55)°

4.2. Solving dissimilar problems: a cognitive alternating algorithm.

We consider the following model situation: an agent with human cognitive features (for
example a manager, a decision maker, a research worker...) has several problems to
solve, or has to solve a problem involving several criteria. When these problems are
difficult to solve or involve dissimilar features, it is impossible for the agent to treat
them simultaneously. He has to accept to handle them sequentially, alternatively. So
doing, he enters into a dynamical process. We will touch only some aspects of this complex
dynamic. Our main purpose is to show its close connection with the inertial equilibration
process for weakly coupled systems, which has been described in the previous section.

Let us first describe some typical situations involving the resolution of several dissimilar
problems. For a university staff member, it is a recurrent question to decide how to orga-
nize his activities between teaching, research and administrative duties. In the economic
field, it is difficult for a firm (or an institution, or a state) to progress simultaneously
in the production, competition, social and environmental aspects. Most often, the agent
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chooses to concentrate his activity on one of these tasks during a sufficiently long period,
and then to switch over to another one and so on. At each step, he does his best to get his
current problem or criterion progressing. Then he turns to the next problem or criterion
which he tries to improve, and so on.

Passing from one activity to the other usually involves classical costs to move which
account for various physical or physiological aspects (reactivity, inertia, speed of decision
making, see [5]). When solving different problems alternatively, the difficulty for the
agent comes mostly from the dissimilarity features of these different activities. He has to
manage his brain, switch off the neural network corresponding to the first activity, and
then, switch on the neural network corresponding to the next one. This leads to introduce
dissimilarity costs (viewed as transition costs) between these different activities. They
prevent him from switching too often from one activity to the other.

A closely related situation occurs when the agent has a problem to solve involving different,
antagonistic criteria. The agent has to be careful not to destroy too much the quality of
the preceding criteria, when improving the current one. This leads, in a similar way, to
introduce costs to change which anchor each decision in the preceding ones and prevent
them from being too different.

Thus, we are led to introduce the following mathematical model. As we will see, it is very
similar to the previous one (despite the fact that we have now only one player).

1. A decision x = (z,y) is a couple where x € X is the component relative to the first
problem while y € ) is the component corresponding to the second one. Problems
are seen as tasks to do and the state space X' (respectively )) is the state space of
performance levels x (respectively y). For a given task, say task 1, x € X is a vector
of performance levels x;, given a list of subtasks ¢ € [. For example if X = R",
the first task, with degree of complexity n, is made of n subtasks I = {1,2,...,n}.
Given x = (x1,22,...,2,) € R" x; € R is the level of performance reached for the
subtask ¢. In order to represent both the underlying state space of actions and the
physical, psychological or cognitive efforts which are needed and help to reach such
performances, it is convenient to equip these spaces with metric structures: actually,
X, the state space of performance levels for task 1, is a real Hilbert space, with
||z||x denoting the norm of an element z € X'; the distance between two vectors of
performance levels z € X and £ € X' is measured by ||z —&||. Similarly for the second
task and space ).

2. We suppose that the cost to change for the task 1, when passing from the performance
level z to &, is given by h(x, &) = §|lo—£||%. Similarly, the cost to change for the task
2, when passing from the performance level y to n, is given by k(y,n) = %|ly — |3
This corresponds to low local costs to change. These costs mainly describe an anchor-
ing effect. This means that the present perception of the cost of the way & of doing
task 1 depends on the previous way z of doing this task before. For one part, they
are psychological costs of perception, the perception of the costs of doing something
in a new way being influenced by the old way of doing. They are also costs to learn
how to do better and better the task, given the way this task has been done before.

3. To each x € X the agent attaches a value f(z) € R U {400} which measures the
quality of the decision x € X in relation to the first problem. Similarly, to each
y € ) the agent attaches a value ¢g(y) € R U {+o0c0} which measures the quality of
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the decision y € ) in relation to the second problem. The value +oo takes account
of possible constraints.

4. Let us complete the picture by introducing, as a basic ingredient, the switching cost
() which couples the two resolution processes. Depending on the context, we use as
synonyms switching costs, dissimilarity costs or coupling functions.

The switching cost is supposed to be a quadratic function of the following form

Q(z,y) = Az — By|Z

where Z is a third Hilbert space, A € L(X, Z) and B € L(), Z) are linear continuous
operators acting respectively from X to Z and from ) to Z.
We stress the fact that the weak coupling property, as described above, is essential
in order to reflect the fact that, when comparing two vectors x and y attached
to different activities, it has no meaning to compare them directly. By contrast,
in order to evaluate the difficulty to pass from performance x relative to the first
problem to performance y relative to the second one, the agent has to construct
some “cognitive representations” Ax and By of them. For example Ax is a vector
whose components are made of some general psychological or cognitive features of the
performance z, like its degree of difficulty, intensity (speed, energy), level of interest,
social status... Similarly for By. Now it makes sense to compare Az and By. For
example, passing from x to y may correspond to the agent spending more energy,
going faster, for a more (or less) interesting activity... with a corresponding transition
cost. We can say that u = Az and v = By represent different “states of mind”. The
coupling function Q(z,y) means that it is costly to change one’s state of mind, to
stop focusing on a goal and to redirect one’s attention to a new goal.

5. Another interpretation of the coupling term Q(x,y) as a nonnegative quadratic form
comes from fatigue costs.
When an agent does a first complex task made of several subtasks i € {1,2,...,n}
and makes the efforts z; € R™ to do each subtask ¢, his fatigue feeling is ®(z) =
Yidixi, A > 0. When this agent starts doing a new complex task made of several
subtasks and makes an effort y; to do each new subtask j € {1,2,...,m}, his unit
cost ¢; to do a subtask j increases with his fatigue ¢; = ¢j(x) = p; (), with p; > 0.
Then, the total cost of doing the new task, having done before the first task, is the
quadratic term c(r,y) = X0, ¢;(2)y; = XAt Tiy;-

6. We can now describe the alternate dynamical system

(e, Yk) = (Tra1, Un) = (Thg1, Yeg1) k=01, ...

and the costs to change which accompany each of its steps.
When passing from (z, yx) to (xg+1, yx), the performance xy 1 is chosen in an optimal
way among performances £ € X as follows:

. U a
ri = axgmin { () + 21 )AE ~ Byt + S~ ml: ce ). @)
Similarly, when passing from (x4 1, yx) to (Tra1, Ykr1)

) i v
g = argmin {g(n) + 2| Avis = Bl + Sl —wel}: me ). (32)
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That is exactly the same dynamic as in the previous section with a similar conclusion,
that is the convergence of the sequence (zy, yx) to a solution (2, yso) of the convex
minimization problem (28) (when assumptions (A) are met).

7. Note that a more realistic model should address the difficult questions:

How to choose the optimal, or nearly optimal time schedule for doing each task
in alternation, like the length of time spent each period to do a task and then,
the other one, when to stop one task, and start the second (this leads to consider
parameters «, i, v as control variables).

In our situation, the switching cost satisfies a symmetry condition, i.e. the cost
that the agent endures when passing from a performance x related to the first
problem to a performance y related to the second one is the same as the cost that
he endures when passing from y to x. This is quite a restrictive assumption, a
more realistic model would allow dissymmetry (one may think of using a relative
entropy, but, in that case, one loses the quadratic property).

Enlarge the class of payoff functions f and ¢ passing, for example, from convex
to quasiconvex or subanalytic functions.

5. Application to splitting methods for partial differential equations.

Let us show how algorithm (LA) can be applied so as to obtain new PDE domain de-
composition techniques (see [17] for a reference). Making here a systematic study of this
important subject would exceed by far the scope of the paper. We just focus our attention
on a model situation with the description of the algorithm together with its convergence
properties. As a general rule for this kind of problem, the coupling terms involve the
Sobolev trace operators on the common interfaces between the subdomains. Let us illus-
trate this in the following case, with n = 2 subdomains, and consider a decomposition of
the domain 2 = €y U Qs U T into two nonoverlapping adjacent subdomains 2; and €
with a common interface I'. This is illustrated in the following figure

O r Qs

Given some h € L?(2) and some parameter 1 > 0 let us consider the following variational
problem on €2

where

1 1
min{— Vvl|2+—/ |va|2+ﬁ/[v]2—/hv :
2 Ja, 2 Ja, 2 Jr 0

(33)
vi € H' (), v, € H'(3),v =0 on (9(2}

v=1v; on )y
v =1y on
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and
[v] = jump of v through the interface I

This kind of variational problem frequently occurs in various domains like mechanics
(transmission through thin isolating layers, cracks, fissures), imaging (segmentation, im-
age restoration), thermodynamics (phase transitions), more generally in the descrip-
tion of phenomena involving discontinuities on the interfaces between subdomains, see

2,3, 7,8, 11].

It falls into the mathematical formulation (2):
min {fl(U1> + fQ(UQ) + g“AlUl — AQUQ”% U1 - Xl, (%) S XQ} (34)

where
X ={ve HY(N),v=00n 002N}, A : H(Q)) — Z = L*(T') is the trace operator
Xy ={ve H'(Q),v=00n0dQ2N%L}, Ay : H(Qy) — Z = L*(T) is the trace operator

and
1 2
f1 (Ul) = 5 ]V01| — ]’LUl
Ql Ql
1 2
fa(ve) = 3 |Vug|* — hv,.
Qs Qs
Note that

Aj(vy) — Ay(vy) = [v] is the jump of v through the interface T.
Let us explicit algorithm (A).

Let us denote by uy, = (uy 5, ugx) € X1 x Xy the current point at step k generated by the
algorithm. We have

{ulv,ﬁl — argmin{ fy(v1) + £[| Ayor — Agug]|% + &ljor — ur k|2, © v € Xy} (35)

Ug k1 = argmin{ fo(vs) + %HAlul,kH — Asvo||% + %H?Jz — U2,kH2X2 D vg € Ay}
where o and v are given fixed positive parameters.

Let us write the optimality conditions (Euler equations) of the above variational problems.
Let us denote by Q : X} x X» — Z = L*(I)

1 1
Q(v) = §||A1U1 — AQUQH%Q(F) =5 / |Ajv; — A202|2
Iy

the convex quadratic coupling function.

An elementary directional derivative computation yields

lim %[Q(u +tv) — Qu)] = /F(Alul — Agug)(Ayvy — Agvs).

t—0

At this point, in order to go further, we need to specify the scalar product on X; and &,

(ui, v;) :/ Vu;.Vu;, i € {1,2}
Q.

k3
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/2‘('1' = / |V'l}i|2.
Q;

Let us recall that the elements of X; are equal to zero on 92N 0S2;. By Poincaré inequality,
when ( is a bounded set, this scalar product induces on X; the usual topology of H'(;).

with the corresponding norm

[[vi]

With a similar directional compution as above we finally obtain the following weak vari-
ational formulation of algorithm (A):

Vv, € X Vuq j41.-Vor + M/(A1U1,k+1 — Asus ) A1y
o r

+ Oé/ (VuLkH — Vulgk)Vvl = / hUl
Ql Q1

Vv, € X Vg 1. Vg + M/(A2U2,k+1 — Ay gy1)Agvs

Qo r
+ V/ (VUgyk+1 — VUQ,].C)VUQ = / hvg.
Qo Q1

These are the variational weak formulations of the following Dirichlet-Neumann boundary
value problems respectively on {2y

—(1 — @) Aug 1 = h+ alAuyy, on
0 0
(1+ O‘)% + pUy g1 = pUzg + SLk o T
121 V1
Ul k+1 = 0 on 801 N ox2
and €,
—(1 — I/)Au2’k+1 =h+ I/A’ug,]C on QQ
ou ou
(1+ V)ﬂ + pU2 k41 = HUL 41 TV 2k on T
8V2 8y2
U2 k+1 = 0 on 892 N of

0z;
aljl‘
which is the normal to I' oriented outwards of €2;.

We have adopted the classical notations, is the derivative of z; in the direction of v;

Theorem 2.1 now shows that the above algorithm converges. Indeed, we have both weak
convergence of the sequences uy x, ug and convergence of the corresponding energy func-
tionals. As a result, the sequence (uy g, us ) converges strongly in H'(2;) x H'(Qs) to a
minimum point (w1, uy) of problem (33).

Let us notice that the initial problem on €2 has been entirely decomposed into subproblems
on 2y and 2. Let us stress that functionals f; and f5 have just been assumed to be closed
and convex, which allows to treat by this method a large class of nonlinear problems.
The method does apply to an arbitrary decomposition of the domain {2 into subdomains
04, Q, ..., Qy, (non overlapping like in the above example or possibly overlapping). There
is still much to do in order to develop the algorithm in an operational way. One has to
consider the limiting case p = 400 in order to treat PDE decomposition problems. We
have only considered here a relaxed (penalized) version of the variational formulation.
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Lagrangian and multipliers methods are certainly in the picture. Finally, in order to
end up by solving finite dimensional problems, one has to combine the algorithm with a
numerical method like finite elements, finite difference, spectral method.
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