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The aim of this paper is to establish the following result:

Theorem 1. Let X be a finite-dimensional real Hilbert space, and let J : X → R be a
C1 function such that

lim inf
‖x‖→+∞

J(x)

‖x‖2 ≥ 0. (1)

Moreover, let x0 ∈ X and r, s ∈ R, with 0 < r < s, be such that

inf
x∈X

J(x) < inf
‖x−x0‖≤s

J(x) ≤ J(x0) ≤ inf
r≤‖x−x0‖≤s

J(x). (2)

Then, there exists λ > 0 such that the equation

x+ λJ ′(x) = x0 (3)

has at least three solutions.

We will proceed as follows. We first give the proof of Theorem 1. Then, we discuss
in detail the finite-dimensionality assumption on X. More precisely, we will show not
only that it can not be dropped, but also that it is very hard to imagine some addi-
tional condition (different from being x0 a local minimum of J) under which one could
adapt the given proof to the infinite-dimensional case. We finally conclude presenting
an application of Theorem 1 to a discrete boundary value problem.

The proof of Theorem 1 is based on Theorem 1 of [3], a particular case of which reads
as follows:

Theorem 2. Let X be a Hausdorff topological space, and let J,Φ : X → R be such that,
for each λ > 0, the function J +λΦ has sequentially compact sublevel sets. Let M be the
set (possibly empty) of all global minima of J , and assume that

inf
X

Φ < β := min

{

inf
M

Φ, sup
X

Φ

}

,

with the convention inf∅Φ = +∞.

Then, at least one of the following assertions holds:
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(a) For each t ∈] infX Φ, β[, the restriction of J to Φ−1(t) has a unique global minimum,
say xt, and the function t → xt is continuous on ] infX Φ, β[.

(b) There exists λ∗ > 0 such that the function J + λ∗Φ has at least two global minima
on X.

Now, we can prove Theorem 1.

Proof of Theorem 1. We are going to apply Theorem 2. To this end, consider the
function Φ : X → R defined by putting

Φ(x) =











‖x− x0‖2 if ‖x− x0‖ < r,

r2 if r ≤ ‖x− x0‖ ≤ s,

‖x− x0‖2 + r2 − s2 if ‖x− x0‖ > s.

Clearly, Φ is continuous. From (1), it readily follows that

lim
‖x‖→+∞

(J(x) + λ‖x− x0‖2) = +∞

for all λ > 0. So, since J is continuous too, the function J+λΦ has sequentially compact
sublevel sets for all λ > 0. Let M and β be defined as in Theorem 2. Since M is closed
and X is finite-dimensional, in view of the first inequality in (2), we have

inf
x∈M

‖x− x0‖ > s

and this clearly implies that
β > r2.

Now, let g :]0, β[→ X be any function such that

Φ(g(t)) = t

for all t ∈]0, β[. In particular, we then have

r ≤ ‖g(r2)− x0‖ ≤ s,

‖g(t)− x0‖ < r

for all t ∈]0, r2[, and
‖g(t)− x0‖ > s

for all t ∈]r2, β[. From this, it clearly follows that the function g is discontinuous at
r2. This shows that (a) of Theorem 2 does not hold (since, otherwise, t → xt would be
a continuous function satisfying Φ(xt) = t for all t ∈]0, β[). Consequently, there exists
λ∗ > 0 such that the function J + λ∗Φ has at least two global minima on X, say x1 and
x2. By the last inequality in (2), we have

J(x0) + λ∗Φ(x0) = J(x0) < J(x) + λ∗r2 = J(x) + λ∗Φ(x)

for all x ∈ X satisfying r ≤ ‖x−x0‖ ≤ s. Consequently, both x1 and x2 belong to one of
the open sets {x ∈ X : ‖x−x0‖ < r} and {x ∈ X : ‖x−x0‖ > s}. By the definiton of Φ,
this implies that x1 and x2 are two local minima of the function x → J(x)+λ∗‖x−x0‖2.
But, this function satisfies the Palais-Smale condition ([5], Example 38.25) and so, by
Corollary 1 of [2], it possesses at least three critical points which are solutions of equation
(3), with λ = 1

2λ∗
.
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As we said at the beginning, the finite-dimensionality assumption on X can not be
dropped.

Indeed, we have the following

Example 3. Consider L2([0, 1]) with the usual inner product. Let ϕ : R → R be a
bounded C1 function such that ϕ(t) = 0 for all t ∈] − ∞, δ] (for some δ > 0) and
ϕ(1) < −1

2
.

For each u ∈ L2([0, 1]), put

J(u) =

∫ 1

0

tu2(t)dt+ ϕ

(
∫ 1

0

u2(t)dt

)

.

Clearly, J is a C1 functional on L2([0, 1]) satisfying (1). Also, note that J(1) < 0.

Moreover, if
∫ 1

0
u2(t)dt < δ, then J(u) ≥ J(0) = 0. So, (2) is also satisfied taking x0 = 0

and 0 < r < s <
√
δ. Now, let λ ∈ R be fixed, and let u ∈ L2([0, 1]) satisfy the equation

u+ λJ ′(u) = 0.

This means that

∫ 1

0

(

1 + 2λ

(

t+ ϕ′

(
∫ 1

0

u2(τ)dτ

)))

u(t)v(t)dt = 0

for all v ∈ L2([0, 1]). Consequently, we have

(

1 + 2λ

(

t+ ϕ′

(
∫ 1

0

u2(τ)dτ

)))

u(t) = 0

a.e. in [0, 1]. From this, it clearly follows that u = 0.

Remark 4. In this remark, we want to discuss the possibility of adapting the above
proof of Theorem 1 to the infinite-dimensional case, under some appropriate additional
assumption. So, besides the hypotheses of Theorem 1, assume that X is infinite-
dimensional. Let us begin the discussion considering the case when the last inequality
in (2) is satisfied supposing that x0 is a local minimum for J . We call this the trivial
case. Assume also that J is sequentially weakly lower semicontinuous and that, for each
λ > 0, the functional x → J(x)+λ‖x−x0‖2 satisfies the Palais-Smale condition. By the
first inequality in (1), there exists x̃ ∈ X, with ‖x̃ − x0‖ > s, such that J(x̃) < J(x0).

Then, for each λ ∈
]

0, J(x0)−J(x̃)
‖x̃−x0‖2

[

, the functional x → J(x) + λ‖x− x0‖2, being coercive

and sequentially weakly lower semicontinuous, has a global minimum different from x0

(by the choice of λ). But x0 turns out to be a local minimum for this functional, and so
the conclusion follows from Corollary 1 of [2]. Hence, in the trivial case, everything is
immediate, without the need of resorting to Theorem 2. Now, suppose that the trivial
case does not occur. Then, in view of the sequential compactness condition required in
Theorem 2, we can not consider on X the strong topology. So, it would be reasonable
to consider X equipped with the weak topology. Assume that. In this case, when we
consider a function g :]0, β[→ X such that Φ(g(t)) = t for all t ∈]0, β[, we can not
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infer that g is discontinuous at r2 with respect to the weak topology. This is due to the
fact that, since dim(X) = ∞, the norm is not sequentially weakly continuous. So, the
information that the map t → xt would be weakly continuous (given in (a) of Theorem
2) is not enough to conclude that (b) has to hold. Therefore, we need to know that the
map t → xt would be strongly continuous (if (b) does not hold). In this connection,
we could resort to Corollary 2.13 of [4] which just ensures the strong continuity of this
map on the interval ]t∗,+∞[, where t∗ = inf{t > 0 : inf‖x−x0‖=t J(x) < J(x0)}, provided
that J is sequentially weakly continuous. Hence, assume that J is so. In our case,
since x0 is not a local minimum of J and since the function t → inf‖x−x0‖=t J(x) is non-
increasing ([4], Lemma 2.1), we have t∗ = 0. However, just because of the monotonicity
of t → inf‖x−x0‖=t J(x), the last inequality in (2) can not be satisfied.

Remark 5. We also remark that Theorem 1 is no longer true without condition (1). In
this connection, consider the function J : R → R so defined

J(x) =

{

0 if x ≤ 1,

−(x− 1)2 if x > 1.

Clearly, J is a C1 function satisfying (2), with x0 = 0, and the equation x+ λJ ′(x) = 0
has at most two solutions for all λ ∈ R. Likewise, the functions (in R) J(x) = x2

and J(x) = x provide counter-examples to the validity of Theorem 1 when, respectively,
either the first or the last inequality in (2) does not hold.

To conclude, we present an application of Theorem 1 to a discrete boundary value prob-
lem.

Let n ∈ N (n ≥ 2) be fixed, and let fk : R → R (k = 1, ..., n) be n given functions. For
λ > 0, we then consider the classical second-order problem

(Pλ)

{

−(xk+1 − 2xk + xk−1) = λfk(xk) k = 1, ..., n

x0 = xn+1 = 0.

Set
X = {(x0, x1, ..., xn, xn+1) ∈ Rn+2 : x0 = xn+1 = 0}.

Endow X with the inner product

〈x, y〉 =
n+1
∑

k=1

(xk − xk−1)(yk − yk−1).

One readily has

〈x, y〉 = −
n

∑

k=1

(xk+1 − 2xk + xk−1)yk . (4)

We also put
γ = inf

x∈X,‖x‖=1
max
1≤k≤n

|xk|

and
δ = sup

x∈X,‖x‖=1

max
1≤k≤n

|xk| .
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The application of Theorem 1 that we want to present is as follows:

Theorem 6. Let fk : R → R (k = 1, ..., n) be n continuous functions such that

lim sup
|t|→+∞

∫ t

0
fk(τ)dτ

t2
≤ 0 (5)

for all k = 1, ..., n. Assume that there exist two numbers r, s, with 0 < r < s, such that

n
∑

k=1

sup
t∈R

∫ t

0

fk(τ)dτ >

n
∑

k=1

sup
|t|≤δs

∫ t

0

fk(τ)dτ (6)

and

sup
γr≤|t|≤δs

∫ t

0

fk(τ)dτ ≤ −
n

∑

h=1,h 6=k

sup
|t|≤δs

∫ t

0

fh(τ)dτ (7)

for all k = 1, ..., n.

Then, there exists λ > 0 such that problem (Pλ) has at least three solutions.

Proof. For each x ∈ X, put

J(x) = −
n

∑

k=1

∫ xk

0

fk(t)dt .

Clearly, J is a C1 function on X and, in view of (4), the solutions of problem (Pλ) are
exactly the solutions in X of the equation

x+ λJ ′(x) = 0 .

We are going to apply Theorem 1 (with x0 = 0). Note that condition (1) follows from
condition (5) (see the proof of Theorem 3 of [1]). Clearly, we have

inf
x∈X

J(x) = −
n

∑

k=1

sup
t∈R

∫ t

0

fk(τ)dτ

and

inf
‖x‖≤s

J(x) ≥ −
n

∑

k=1

sup
|t|≤δs

∫ t

0

fk(τ)dτ .

Consequently, the first inequality in (1) is satisfied in view of (6). Finally, let x ∈ X

satisfy r ≤ ‖x‖ ≤ s. Then, for some k ∈ N, with 1 ≤ k ≤ n, one has |xk| ≥ γr, and so,
by (7), it clearly follows that

J(x) ≥ 0

which gives the last inequality in (2). Therefore, all the assumptions of Theorem 1 are
satisfied, and the conclusion follows.

Remark 7. It would be interesting to know if, in certain cases, the conclusion of The-
orem 1 (in particular, that of Theorem 2) holds for exactly one λ > 0.
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