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1. Introduction

In this paper, we shall throughout suppose that

X,P are metric spaces and X is complete. (1)

We study local stability properties of solution sets to inclusions

p ∈ F (x) where F : X ⇉ P is closed (i.e., has a closed graph) (2)

or, in other words, of the inverse mapping S as

S(p) := F−1(p) = {x ∈ X | p ∈ F (x)} (3)
∗The research of the second author was partially supported by the Australian Research Council,
grant DP110102011.
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near some (p̄, x̄) ∈ gphS.

By local stability we mean here that given some (p, x) ∈ gphS near (p̄, x̄) and some
π near p̄, there exists a solution ξ ∈ S(π) satisfying d(ξ, x) ≤ Ld(π, p)q (q > 0) for
some L > 0. Additional requirements to p, x and π will specify the type of stability.

A particular and important special case of (3) is given by the level set mapping

S(p) = Sf (p) := {x ∈ X | f(x) ≤ p} where f : X → IR∞ := IR∪{∞} is l.s.c. (4)

There are many further applications of the model (2), (3) known, in particular, for
standard nonlinear programs, in describing equilibria of games, in several types of
bi- or multi-level programs, including MPECs, semi-infinite programs and stochastic
models. To see how to link the general model with the special ones, we refer e.g. to
[1, 2, 3, 5, 11, 20, 27, 30].

In many applications, F = f is a function and S = f−1 is its multivalued inverse.
But the model (2), (3) describes not only classical right-hand side perturbations of
inclusions or equations since S(p) may be defined implicitly. Consider, for instance,

Model 1. Given Φ : X × P1 ⇉ P2 put P = P1 × P2 and

S(p) = {x ∈ X | p2 ∈ Φ(x, p1)}, F (x) = {p | p2 ∈ Φ(x, p1)}, (5)

with equations if Φ = f is a function. The mapping Φ can describe fixed points or
solutions of (some or many) variational problems which depend on x and p1; e.g.,
the (stationary or KKT-) solutions to miny{h(x, y, p1) | w(x, y) ≤ p1}, solutions to
equilibrium problems or to other MPEC- type problems. More generally, Φ may
depend on p2 or other multifunctions, too.

Model 2. Given h : X×P1 → P2 (a linear normed space) and C ⊂ P2, the mapping

S(p) = {x ∈ X | p2 + h(x, p1) ∈ C}, p ∈ P1 × P2 (6)

describes set-constraints (or solution sets) in parametric optimization models. With
any analytical description c ∈ C ⇔ g(x) ≤ 0, this leads to usual inequality con-
straints G(x, p) := g(p2 + h(x, p1)) ≤ 0, see Section 3.3 for polyhedra C. Further,
with Φ(x, p) = C − h(x, p1), system (6) is (5), even if C depends on p1, too.

The main intention of this paper is to show how basic convergence principles can
be used to study the connections between local stability, approximate solutions and
iterative solution procedures by a unified approach in the general setting of inclu-
sions in complete metric spaces. In this way, we continue and extend the research
presented in [22, 14, 24]. Applications to special cases like level set mappings and
approximate minimizers are discussed.

In our general approach, we avoid preparations via Ekeland’s variational principle
[9]. The latter can be done since we do not aim at using the close relations between
stability and injectivity of certain generalized derivatives (which do not hold in
general spaces). For approaches studying these relations, we refer the reader e.g. to
the monographs [3, 1, 30, 20, 11, 27, 8]. However, we also link different view points
and approaches, and do this for several relevant special cases of the abstract model.
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Primal space approaches to stability, which avoid the use of generalized derivatives,
have been already presented in the first part of Ioffe’s work [17]. There, Ekeland’s
principle is applied in several skillful ways. The message of our paper is that primal
space stability conditions can be characterized by certain convergence principles
and the same few convergence principles characterize both calmness and the Aubin
property in a unified way.

The paper is organized as follows. Section 2 is devoted to some convergence princi-
ples which are basic for the rest of the paper. A first illustration how to use them is
given by deriving (known) convergence properties of cyclic projection and proximal
point methods.

In Section 3, we first introduce and discuss some known notions of local stability,
in particular, the Aubin property, Lipschitz l.s.c. and calmness and their Hoelder
rate equivalents. Then, as a main result of the paper, we present two versions
of a theorem on invariance of the Aubin property under Lipschitz perturbations,
including concrete estimates between the solutions of two perturbed mappings. The
proofs are based on one of the basic convergence principles of Section 2, the results
are closely related to [4, 7, 20, 17, 18, 6].

In order to point out specific features of different local stability properties, we then
study standard systems of C1 equations and inequalities. This complements recent
studies via different approaches, given e.g. in [8, 10, 15, 16, 19, 22, 24]. We also show
how to include set constraints h(x) ∈ C with a polyhedral set C in these standard
schemes. In the last subsection of Section 3, we discuss various view points about
the use of generalized derivatives when deriving optimality and stability criteria in
nonsmooth settings. In particular, the case of empty subdifferentials is considered.

Section 4 is devoted to connections between stability properties and descent condi-
tions for functionals. This is in particular applied to characterizations of Hoelder
calmness of the level set map of a functional, in the standard calmness case this is
related to recent results in [10, 17, 24]. Further, it is shown that the main theorem
of this section, Theorem 4.1, is equivalent to Ekeland’s principle and also leads to
a monotonicity criteria for the Aubin (Hoelder-type) property.

In Section 5, stability for general closed multifunctions F : X ⇉ P is studied. If
P is even linear normed, the stability characterizations of Section 4 are applied by
utilizing the so-called strong closedness of suitable intersection maps. In contrast,
if P is a metric space, we need an approach independent on strongly closedness
and Ekeland’s principle. It turns out that one of our basic (and simple) conver-
gence principles, presented in Lemma 2.4, leads directly to a characterization of
(Hoelder-type) calmness and Aubin property in terms of applicability and well-
defined convergence behavior of some proper descent method. This new approach
and result will be related to results in [17, 21, 22].

Notation. We write IR∞ for IR ∪ {∞} and use the symbol d for both the metric
in X and P if the space under consideration is evident. Throughout, we have
x, x′, ξ ∈ X, p, p′, π ∈ P. If F is single-valued F (x) = {f(x)} we identify F and f .
We say that some property holds near x̄ if it holds for all x in some neighborhood
of x̄. By o = o(t) we denote a quantity of the type o(t)/t → 0 if t ↓ 0, and
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B(x̄, ε) = {x ∈ X | d(x, x̄) ≤ ε} denotes the closed ε-ball around x̄. For real r, r+

stands as usual for max{r, 0}. We write dimX < ∞ in order to say that X is a
finite dimensional space, and locLip (IRn, IRm) denotes the space of locally Lipschitz
functions f : IRn → IRm. We write f ∈ C1,1 if (Fréchet-) derivatives exist and are
locally Lipschitz. Our hypotheses of differentiability, continuity or closedness have
to hold near the reference points only.

2. Some principles of convergence

2.1. Convergence of particular sequences

Below, we will apply the following simple statements on convergence.

Lemma 2.1. Let g, h : X → IR∞, g be l.s.c., and let certain xk, k = 1, 2, . . .,
satisfy

g(xk+1) ≤ g(xk) and g(xk+1) ≤ h(xk) + εk; εk ↓ 0.

Then for any their accumulation point ξ, it holds g(ξ) ≤ lim infk→∞ h(xk).

Proof. Obviously, if the sequence xk has an accumulation point ξ then, by mono-
tonicity, the whole sequence g(xk) is convergent and g(ξ) ≤ limk→∞ g(xk+1) ≤
lim infk→∞ [h(xk) + εk] = lim infk→∞ h(xk).

If h is u.s.c. (in our applications it is going to be globally Lipschitz) then the Lemma
yields

g(ξ) ≤ h(ξ).

The Lemma is one of many possible variations of the well-known Weierstrass the-
orem for the existence of a minimum where h(x) ≡ infX g is constant and the
existence of ξ is ensured by compactness. Evidently, the particular type of the in-
volved functions is essential and depends on the applications we are aiming at. The
number of such applications is big, and they may be quite different.

An important setting appears in the context of Ekeland’s principle as follows.
Let λ > 0, g : X → IR∞ and let g(x0) ∈ IR for some x0 ∈ X. Define

h(u) = inf
x∈X

[ g(x) + λ d(x, u)] u ∈ X. (7)

Lemma 2.2. It holds h ≤ g, and either h(u) is finite for all u or h(u) = −∞ ∀u.
In the first case, h is Lipschitz (with rank λ). Furthermore, h is finite if

cr := inf
x∈B(x0,r)

g(x) > −∞ ∀r > 0 and lim inf
d(x,x0)→∞

g(x)/d(x, x0) > −λ. (8)

Proof. The inequality h ≤ g is obvious. We also have h(u) ≤ g(x0) + λ d(x0, u) <
∞. For any u1, u2, x ∈ X it holds

h(u1) ≤ g(x) + λd(x, u1) ≤ g(x) + λ(d(x, u2) + d(u1, u2)).

Taking the infimum over x ∈ X we obtain h(u1) ≤ h(u2) + λd(u1, u2).Therefore,
h(u2) is finite if so is h(u1). Since u1, u2 are arbitrary, we derive: All h(u) are finite
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and h is (globally) Lipschitz with rank λ if h(u) is finite for some u. Next assume
that h(u) = −∞. Then there are xn such that g(xn) + λd(xn, u) < −n.

Case 1 : If d(xn, x0) ≤ r for some r > 0 then infx∈B(x0,r) g(x) = −∞.

Case 2 : If d(xn, x0) → ∞, then we have g(xn)/d(xn, u) + λ < −n/d(xn, u) < 0 and
consequently

lim inf
d(x,x0)→∞

g(x)

d(x, x0)
≤ lim inf

n→∞

g(xn)

d(xn, x0)
= lim inf

n→∞

g(xn)

d(xn, u)
≤ −λ.

Both these situations are excluded by (8).

IfX is a Banach space, the liminf-condition of (8) can be replaced by lim inf‖x‖→∞
g(x)
‖x‖

> −λ.

Proposition 2.3. Let g : X → IR∞ be l.s.c., λ > 0, g(x0) < ∞ and suppose (8).
Then there exist xk, k = 1, 2, . . ., such that

g(xk) + λ d(xk, xk−1) ≤ g(xk−1) (≤ g(x0)), (9)

g(xk) ≤ h(xk−1) + 1/k. (10)

For any such sequence, the limit ξ := limxk exists and fulfills

λ d(ξ, x0) ≤ g(x0)− g(ξ), (11)

g(x) + λd(x, ξ) ≥ g(ξ) ∀x ∈ X. (12)

Proof. By Lemma 2.2, h attains only finite values and is globally Lipschitz. Having
xk−1 for k > 0, an appropriate xk can be found as follows. If h(xk−1) = g(xk−1)
then take xk = xk−1. In this case, the sequence remains constant and the proof is
trivial. If h(xk−1) < g(xk−1) then there is some xk satisfying (9) and (10) due to
definition (7). Since g(xk) < g(xk−1) we have xk 6= x0. Inequality (9) yields for any
n > 0,

λd(xn, x0) ≤ λ
n

∑

k=1

d(xk, xk−1) ≤
n

∑

k=1

[g(xk−1)− g(xk)] = g(x0)− g(xn) (13)

and λ ≤ (g(x0)−g(xn)/d(xn, x0). Assumption (8) ensures lim supd(x,x0)→∞
g(x0)−g(x)
d(x,x0)

< λ. This tells us that d(xn, x0) remains bounded, say xn ∈ B(x0, r). Since
cr > −∞ we conclude that g(x0) − g(xn) ≤ g(x0) − cr < ∞. Again by (13),
so also

∑∞
k=1 d(xk, xk−1) is bounded. The latter obviously implies that {xk} is a

Cauchy sequence. Thus the limit ξ = limxk exists in the complete metric space
X. Finally, (11) follows from (13), while Lemma 2.1 yields g(ξ) ≤ h(ξ), which is
exactly (12).

Notice that (8) holds true if infX g is finite. Then the existence of ξ is just Ekeland’s
principle, cf. Proposition 4.4. If dimX < ∞, the property cr > −∞ follows from
compactness and lower semi-continuity of g.
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The conclusion of Proposition 2.3 is obviously stable with respect to small Lipschitz
perturbations of g.

The next lemma provides another simple convergence tool which will be used in the
sequel.

Lemma 2.4. Let θ ∈ (0, 1), and L = (1 − θ)−1. Let certain xk ∈ X, τk ∈ IR+

satisfy, for 0 ≤ k ≤ n,

d(xk+1, xk) ≤ τk and τk+1 ≤ θτk. (14)

Then xk ∈ B(x0, L τ0) for all k ≤ n + 1. If (14) holds for all k ≥ 0 then the limit
ξ := limxk exists and satisfies ξ ∈ B(x0, L τ0).

Proof. It holds for 0 ≤ k ≤ n,

τk+1 ≤ θk+1 τ0, d(xk+1, xk) ≤ θkτ0, and

d(xk+1, x0) ≤
∑k

i=0 d(xi+1, xi) ≤
∑k

i=0 θi τ0 ≤ L τ0.

This proves the first estimate. The claimed convergence follows from the bounded-
ness of the sum

∑k
i=0 d(xi+1, xi) ≤ L τ0 for all k. Hence we obtain a Cauchy-sequence

and ξ = limxk exists.

In Section 5.2.2 we shall put τk = d(pk, π)
q where pk, assigned to xk, and π are

specified elements of P and q > 0.

2.2. Applications: Convergence via compactness and projections

In this subsection, the function h in Lemma 2.1 is defined by the next iteration
point x′ := T (x) of some procedure as

h(x) := d(T (x), x̄)

where x̄ is a solution we are interested in. The error constants εk are zero. We show
how to use Lemma 2.1 in deriving two well-known convergence results.

Cyclic projections

Given m closed convex subsets ∅ 6= Ci ⊂ IRn we consider the problem of finding
some ξ ∈ D := ∩i Ci where we assume that D 6= ∅. Let x̄ ∈ D and πCi(x)
denote the Euclidean projection of x ∈ IRn onto Ci. The functions πCi are Lipschitz
continuous with rank 1 (non-expansive). For any x ∈ IRn, the elementary properties
of projections yield

‖πCi(x)− x̄‖ ≤ ‖x− x̄‖ and (15)

‖πCi(x)− x̄‖ = ‖x− x̄‖ ⇔ πCi(x) = x ⇔ x ∈ Ci. (16)

Let x(m) be the result after a cyclic projection of x, i.e., after applying the m
projections as

x′ := πC1(x), x′′ := πC2(x′), . . . , x(m) := πCm(x(m−1)).
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Put

T (x) := x(m), g(x) := d(x, x̄), h(x) := d(T (x), x̄), xk+1 := T (xk)

for any initial point x0. The latter defines the procedure of cyclic projections (also
known as Feijer method ). We verify the known result

Proposition 2.5. The sequence {xk} converges to some ξ ∈ D.

Proof. Obviously, g, T (as a composition of projections), and h are continuous.
Because of (15), it holds

h(xk) = g(xk+1) ≤ g(xk), (17)

‖xk+1 − x̄‖ ≤ ‖xk − x̄‖ ≤ . . . ≤ ‖x0 − x̄‖. (18)

Thus the bounded sequence has an accumulation point ξ. Due to (17), it follows
from Lemma 2.1 that

d(ξ, x̄) ≤ d(T (ξ), x̄) ≤ d(ξ, x̄), hence d(ξ, x̄) = d(T (ξ), x̄).

By (15) and (16) then ξ remains fixed under all m projections. This ensures ξ ∈ D
for all such accumulation points. Assume there are two of them, ξ1 and ξ2. Since
our estimates hold with any x̄ ∈ D, they hold for x̄ = ξ1, too. From (18), then
ξ2 = ξ1 follows.

Proximal Points, Moreau-Yosida approximation

For minimizing a convex function f : IRn → IR which has a minimizer, one may
consider the so-called Moreau-Yosida approximation Fy(x) = f(x) + 1

2
‖x− y‖2. Its

minimizer x = x(y) is unique since Fy is strongly convex, and is characterized by

0 ∈ ∂Fy(x) = x− y + ∂f(x). (19)

Hence, the solutions x ∈ argmin f are just the fixed points of the function y 7→
x(y). The proximal point method generates a sequence by setting xk+1 = T (xk) :=
argminFxk

where x0 is arbitrary.

Proposition 2.6. If argmin f 6= ∅ then the sequence {xk} converges to a minimizer
of f .

Proof. Every xk+1 is the unique solution to (19) for y = xk. Since ∂f is monotone,
it holds for related solutions x and x′ corresponding to y and y′ respectively:

y − x ∈ ∂f(x), y′ − x′ ∈ ∂f(x′),

0 ≤ 〈y′ − x′ − (y − x), x′ − x〉 = 〈y′ − y, x′ − x〉 − ‖x′ − x‖2

≤ ‖y′ − y‖ ‖x′ − x‖ − ‖x′ − x‖2.

This entails non-expansivity as above, due to

‖x′ − x‖2 ≤ ‖y′ − y‖ ‖x′ − x‖ and ‖x′ − x‖ ≤ ‖y′ − y‖.

Discussing here the equation, it should be evident, that convergence follows in the
same manner as for the cyclic projections.
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If IRn is replaced by a Hilbert space, one obtains still weak convergence of {xk} by
the same proof.

3. Hoelder type stability

3.1. Stability properties

The following definitions describe, for q = 1, typical local Lipschitz properties of
the multifunction S = F−1 or of level sets for functions f : X → IR, called Aubin
property, calmness, and Lipschitz lower semi-continuity. In what follows we will
speak about the analogue properties with exponent q > 0 and add [q] in order to
indicate this fact. To avoid the misleading term “Lipschitz lower semi-continuity
[q]� we write “lower semi-continuity (l.s.c.) [q]�.

Definition 3.1. Let S : P ⇉ X, z̄ = (p̄, x̄) ∈ graphS.

(D1) S obeys the Aubin property [q] at z̄ if

∃ ε, δ, L > 0 : x ∈ S(p) ∩B(x̄, ε)

⇒ B(x, Ld(p, π)q) ∩ S(π) 6= ∅ ∀p, π ∈ B(p̄, δ).

(D2) S is calm [q] at z̄ if

∃ ε, δ, L > 0 : x ∈ S(p) ∩B(x̄, ε)

⇒ B(x, Ld(p, p̄)q) ∩ S(p̄) 6= ∅ ∀p ∈ B(p̄, δ).
(20)

(D3) S is lower semi-continuous [q] (l.s.c. [q]) at z̄ if

∃ δ, L > 0 : B(x̄, Ld(p̄, π)q) ∩ S(π) 6= ∅ ∀π ∈ B(p̄, δ).

Conditions (D2) and (D3) correspond to fixing in (D1) π = p̄ and p = p̄, respec-
tively. The constant L is called a rank of the related stability.

Obviously, these requirements correspond to statements of implicit function type
for F = S−1 near (p̄, x̄) along with an appropriate estimate. If F stands for a
sufficiently smooth function f , its derivative plays a crucial role. Next we mention
possible problems for f /∈ C1.

Example 3.2. Let 0 < q ≤ 1. The locally Lipschitz function

f(x) =

{

x+ x2 sin(1/x) if x 6= 0,

0 if x = 0

is differentiable, butDf is discontinuous at 0. SinceDf(0) 6= 0, S = Sf is both calm
and Lipschitz l.s.c. at the origin (0, 0) with the given [q]. At the same time, f has
(positive and negative) local minimizers xk → 0. Due to Df(xk) = 0 the distances
dk(α) := dist(xk, S(f(xk) − α)) cannot satisfy a Lipschitz estimate dk(α) ≤ Lαq

as α ↓ 0. Hence S is not Lipschitz l.s.c. [q] at (f(xk), xk) and, in consequence, the
Aubin property [q] at the origin is violated, too.
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Remark 3.3. Calmness (D2) allows S(p) = ∅ and can be written without δ and
the requirement p ∈ B(p̄, δ) in (20). It stands for error estimates near x̄: There are
positive ε and L such that

dist(x, S(p̄)) ≤ Ld(p, p̄)q ∀x ∈ S(p) ∩B(x̄, ε) ∀p ∈ P.

Proof. If (20) holds and p ∈ P \B(p̄, δ) then Ld(p, p̄)q ≥ Lδq. Since dist(x, S(p̄)) ≤
d(x, x̄), it follows that dist(x, S(p̄)) ≤ Ld(p, p̄)q ∀x ∈ S(p) ∩ B(x̄, ε′) if ε′ ≤
min{ε, Lδq}.

In consequence, (D2) for Sf is equivalent to the error bound property:

∃ ε, L > 0 : x ∈ B(x̄, ε) ⇒ dist(x, Sf (p̄)) ≤ L((f(x)− f(x̄))+)q.

Using our definitions for q = 1, other known stability properties can be defined and
characterized. We recall some relations which are needed below, for details we refer
to [20].

Remark 3.4. Let q = 1.

(i) S is called locally upper Lipschitz at z̄ if S is calm at z̄ and x̄ is isolated in
S(p̄).

(ii) S is called strongly stable at z̄ if S obeys the Aubin property at z̄ and S(p) ∩
B(x̄, ε) is single-valued for all p ∈ B(p̄, δ).

(iii) S obeys the Aubin property (equivalently: F = S−1 is metrically regular, S is
pseudo-Lipschitz) at z̄
⇔ S is calm at all z ∈ gphS near z̄ with fixed constants ε, δ, L and Lipschitz

l.s.c. at z̄
⇔ S is Lipschitz l.s.c. at all z ∈ gphS near z̄ with fixed constants δ and L.

In the strongest case (ii), the mapping S is locally (near z̄) a Lipschitz function,
and one also says that S is strongly Lipschitz.

(D1) characterizes, for q = 1, locally the behavior of A−1 for linear, continuous and
surjective operators A between Banach spaces as well as the topological behavior
of solutions in the inverse function theorem due to Graves and Lyusternik [13, 25].

Necessary stability conditions

Remark 3.5. (D1) implies with 0 < λ < L−1,

For all (p, x) ∈ gphS ∩ [B(p̄, δ)×B(x̄, ε)] and π ∈ B(p̄, δ) \ {p}

there is some (p′, x′) ∈ gphS with d(p′, π)q + λ d(x′, x) < d(p, π)q
(21)

since we can choose (p′, x′) ∈ gphS with p′ = π. (D2) and (D3) imply the same for
π = p̄ and p = p̄, respectively.
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Our paper shows that (21) is also sufficient for the related stability if some extra
supposition is imposed which is always satisfied if F = f is a continuous function
or dimP < ∞.

Our main argument is constructive and quite simple: For initial points (p0, x0)
near (p̄, x̄), we construct a sequence where (pk+1, xk+1) is just some particular point
(p′, x′) which exists for (p, x) = (pk, xk) by condition (21), and we show that the
limit exists and fulfills the stability requirements. This direct approach, which
needs only some simple statements about convergence of appropriate sequences,
has been already used to derive stability characterizations for q = 1 in [21, 22] and,
for normed spaces P , in [24].

Composed mappings

It is important for many applications that the Aubin property of composed map-
pings is persistent and can be simplified by differentiation.

Lemma 3.6 ([20], Lemma 2.1). Let S = S1 ◦ S2 be a composed mapping, S2 :
P ⇉ X1, S1 : X1 ⇉ X. Let x̄ ∈ S1(x̄1), x̄1 ∈ S2(p̄). Then the Aubin property
holds for S at (p̄, x̄) if it holds for S1 at (x̄1, x̄) and S2 at (p̄, x̄1).

Applications. For Banach spaces P,X,X1, linear (continuous) operators F1 :
X → X1, F2 : X1 → P and F = F2 ◦ F1 with the assigned inverse multifunctions
S1, S2, S, the Aubin property simply means that the images (ranges) satisfy

F2 (ImF1) = P (22)

since ImF = F2 (ImF1) ⊂ ImF2 ⊂ P and we need just ImF = P (by Banach’s
inverse mapping theorem) for the Aubin property of S = F−1. Hence (22) is the
crucial condition: F2 has to be surjective and the image of the inner map F1 must
be “sufficiently large� in X1. Clearly, surjectivity of both operators is sufficient.

If F1, F2 are C1 functions, one may pass to the linearizations F1, lin of F1 at x̄ and
F2, lin of F2 at x̄1 = F1(x̄) and obtains: Slin = [(F2, lin ◦ F1, lin]

−1 obeys the Aubin
property if and only if (22) holds for the linearizations (at the related points), i.e.,

DF2(F1(x̄)) ◦DF1(x̄) maps X onto P. (23)

In the next section, we see that (23) is equivalent to the Aubin property of the orig-
inal mapping S and that this equivalence can be extended to linearized generalized
equations.

Hence, as long as any composed generalized equation pi ∈ fi(xi, ti) + Fi(xi) can be
simplified by linearizing involved C1 functions fi (w.r. to xi or both xi and param-
eter ti), the original solution mapping obeys the Aubin property if and only if this
holds for the composed linearizations. Of course, checking the latter may be still
a hard task. For many applications, however, this leads to systems of linear equa-
tions and inequalities with (if the systems reflect optimality conditions) or without
(if they stand for usual constraint sets to variational conditions) complementarity
conditions.
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3.2. Aubin property and small Lipschitzian perturbations

Let P be a normed space, δh > 0 and h : B(x̄, δh) ⊂ X → P be a Lipschitz function.
Let α(h) be the smallest Lipschitz rank of h on B(x̄, δh), β(h) = supx∈B(x̄,δh)

‖h(x)‖
and ‖h‖C0,1 = α(h) + β(h).

Next we consider both

F : X ⇉ P (2) and Fh := h+ F : B(x̄, δh) ⊂ X ⇉ P near (x̄, p̄) ∈ gphF

and show, in particular, invariance of the Aubin property for the inverse mappings
S, Sh near the reference point provided that ‖h‖C0,1 is small enough. Additionally,
we estimate solutions xi ∈ Shi

for two different functions hi.

Proposition 3.7. Let S obey the Aubin property with rank LS and constants εS, δS
at (p̄, x̄). Let hi : B(x̄, δhi

) → P (i = 1, 2) be Lipschitz functions with α :=
max{α(hi)} < 1/LS. Then there is some ρ > 0 such that the following holds under
the additional assumptions p1, p2 ∈ B(p̄, ρ) and max{β(h1), β(h2)} < ρ.

(i) If x1 ∈ B(x̄, ρ), p1 ∈ h1(x1) + F (x1) then there is some x2 with p2 ∈ h2(x2) +
F (x2) such that

d(x2, x1) ≤
LS

1− αLS

‖(p2 − p1) + (h1(x1)− h2(x1))‖.

(ii) If LS

1−αLS
(‖pi− p̄‖+β(hi)) ≤ ρ then xi ∈ B(x̄, ρ) satisfying pi ∈ hi(xi)+F (xi)

exist.

(iii) If S is strongly stable, xi under (ii) are unique for possibly smaller positive α
and ρ.

We prove first a modified version under the same assumptions on S.

Proposition 3.8. Let S obey the Aubin property with rank LS and constants εS, δS
at (p̄, x̄). Let h : B(x̄, δh) → P be a Lipschitz function with α := α(h) < 1/LS, let
(p0, x0) ∈ gphS ∩ [B(p̄, γ) × B(x̄, γ)] and π ∈ B(p̄, γ). Then there is a solution ξ
to π ∈ h(x) + F (x) such that

d(ξ, x0) ≤
LS

1− αLS

‖π − p0 − h(x0)‖ (24)

provided that both the norm r := ‖π − p0 − h(x0)‖ and γ are sufficiently small,
namely if

r

1− θ
+ γ < δS and γ +

LS r

1− θ
< µ where θ = αLS and µ = min{εS, δh}. (25)

Moreover, ξ belongs to B(x̄, µ). If, additionally, S is strongly Lipschitz then ξ is
unique for possibly smaller α, γ and r, namely if

‖π − p̄− h(x̄)‖+ αµ < δS and ‖π − p̄− h(x̄)‖ < (1− θ)µ L−1
S . (26)
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Proof. It holds π ∈ h(x) + F (x) ⇐⇒ x ∈ Σπ(x) := S(π − h(x)). Thus, we are
looking for a fixed point of Σπ. For this purpose, we will construct successively
a sequence xk ∈ X starting with the given x0 and the corresponding sequence
pk := π − h(xk−1) ∈ P (k > 0) and satisfying for k > 0 the conditions

xk ∈ Σπ(xk−1), d(xk, xk−1) ≤ LS‖pk − pk−1‖,

d(xk, x0) ≤
LS r

1− θ
, ‖pk+1 − p0‖ ≤

r

1− θ
. (27)

First notice that if xk and pk+1 satisfy the last two inequalities in (27), then, by
(25), xk ∈ B(x̄, µ) and pk+1 ∈ B(p̄, δS).

Case k = 1. Obviously ‖p1 − p0‖ = r, and consequently ‖p1 − p̄‖ ≤ ‖p1 − p0‖ +
‖p0 − p̄‖ ≤ r + γ < δS. The Aubin property ensures the existence of x1 ∈ S(p1) =
Σπ(x0) such that d(x1, x0) ≤ LS‖p1 − p0‖ = LSr < LSr/(1 − θ). Hence, x1 ∈
B(x̄, µ), and consequently, using the Lipschitzness of h, ‖p2 − p1‖ = ‖h(x1) −
h(x0)‖ ≤ αd(x1, x0) ≤ θr. It follows that ‖p2 − p0‖ ≤ (θ + 1)r < r/(1 − θ). So x1

and p2 satisfy (27).

Now assume that n > 0 and the points satisfying (27) have been constructed for all
k ≤ n.

Case k = n+ 1. By the last inequality in (27) and case k = 1 above, pk ∈ B(x̄, δS)
for all k ≤ n + 1. Hence, there is again some xn+1 ∈ S(pn+1) = Σπ(xn) with
d(xn+1, xn) ≤ LS‖pn+1 − pn‖. Since xk ∈ B(x̄, µ) for all k ≤ n, then, setting
τk = d(xk+1, xk), we have

τk ≤ LS‖pk+1 − pk‖ = LS‖h(xk)− h(xk−1)‖ ≤ θτk−1,

and Lemma 2.4 yields

d(xn+1, x0) ≤
τ0

1− θ
=

d(x1, x0)

1− θ
≤

LS r

1− θ
.

It follows that xn+1 ∈ B(x̄, µ) and ‖pn+2 − p0‖ ≤ ‖pn+2 − p1‖ + ‖p1 − p0‖ ≤
θr/(1− θ) + r = r/(1− θ). So xn+1 and pn+2 satisfy (27).

By Lemma 2.4, we obtain a sequence xn → ξ such that ξ satisfies (24), and con-
sequently ξ ∈ B(x̄, µ). Since Σ is closed and xk+1 ∈ Σπ(xk) we conclude that
ξ ∈ Σπ(ξ), i.e., π ∈ h(ξ) + F (ξ).

Strong stability: By assumption, the mapping p 7→ S(p) ∩B(x̄, εS) is single-valued
and Lipschitz with modulus LS on B(p̄, δS). Without loss of generality we suppose
that S(p) = S(p) ∩ B(x̄, εS) if p ∈ B(p̄, δS). For x ∈ B(x̄, µ) we have h(x) ∈
B(h(x̄), α‖x− x̄‖), and p := π − h(x) fulfills by (26),

‖p− p̄‖ = ‖π − h(x)− p̄‖ ≤ ‖π − h(x̄)− p̄‖+ α‖x− x̄‖

≤ ‖π − p̄− h(x̄)‖+ αµ < δS.

Hence Σπ is single-valued and Lipschitz with modulus θ on B(x̄, µ), and x ∈ B(x̄, µ)
implies Σπ(x) ∈ B(Σπ(x̄), θ‖x− x̄‖) ⊂ B(S(π−h(x̄)), θµ). So Σπ is a self-mapping
of B(x̄, µ) whenever ‖S(π − h(x̄)) − x̄‖ < (1 − θ)µ. This is true under (26). In
consequence, the fixed point ξ ∈ B(x̄, µ) of Σπ is unique.



D. Klatte, A. Kruger, B. Kummer / From Convergence Principles to ... 1055

Proof of Proposition 3.7. Consider Fi = hi + F with Si = F−1
i and select any

(p1, x1) ∈ gphS1. Then we have, setting p0 = p1 − h1(x0),

(p1, x1) ∈ gphS1 ⇔ p1 ∈ h1(x1) + F (x1) ⇔ p0 ∈ F (x1) ⇔ (p0, x1) ∈ gphS.

Thus, if d(p0, p̄) < γ, Prop. 3.8 can be applied; now with x0 := x1, π := p2 and
h := h2. This yields, under the remaining assumptions: there is a solution ξ (= x2)
to π ∈ h2(x) + F (x) such that

d(ξ, x0) ≤
LS

1− αLS

‖π − p0 − h2(x0)‖

=
LS

1− αLS

‖(π − p1) + (h1(x0)− h2(x0))‖.

Assumptions (25) of Prop. 3.8 are satisfied for small ρ in Prop. 3.7. This ensures (i)
of Prop. 3.7. Solvability (ii) follows by applying (i) to (p1, x1) = (p̄, x̄) ∈ S and h1 ≡
0. Hence some x2 fulfills p2 ∈ h2(x2)+F (x2) and d(x2, x̄) ≤ LS

1−αLS
‖p2−p̄−h2(x1)‖.

If LS

1−αLS
(‖p2− p̄‖+β(h2)) ≤ ρ so x2 ∈ B(x̄, ρ) follows. After changing the role of h1

and h2 this is (ii). Finally, (iii) follows again from local contractivity of Σπ since,
after decreasing α and ρ if necessary, assumptions (26) are satisfied for π = p2 and
h = h2.

Comments. With h2 = h1, Prop. 3.7 yields the Aubin property of Sh1
; with

p1 = p2, this is the Aubin property of h 7→ S(h) := {x | 0 ∈ h(x) + F (x)} in
view of small Lipschitzian perturbation, measured by β(h2 − h1), provided that
α := max{α(h1), α(h2)} < 1

LS
.

The first proof of the fact that the strong Lipschitz property of S is invariant
w.r. to adding small C1 functions h was given in [28], while [4, 6, 7, 18] present
investigations around the invariance of the Aubin property for Lipschitz functions.
Some estimates in terms of β(h) – less sharp than above, but derived in a more
general setting – are included in [20].

The invariance principle is important for Banach spaces X,P .

(a) Let f ∈ C1(X,P ) and flin x̄(x) = f(x̄) +Df(x̄)(x− x̄) be its linearization at
x̄. It follows that one of the inclusions

p ∈ f(x) + F (x) and p ∈ flin x̄(x) + F (x)

obeys the Aubin (or strong Lipschitz) property if so does the other.
Indeed, setting h = f − flin x̄ on B(x̄, δh), the Lipschitz rank α(h) vanishes as
δh ↓ 0 [apply the mean-value theorem to h(x′) − h(x)], while β(h) = o(δh) is
obvious.

(b) If f is only strictly differentiable at x̄ (see e.g. [30] for the definition), the
arguments of (a) still hold by definition since α and β have the same properties.
They also hold for f ∈ C1 and flinx0

if ‖x0 − x̄‖ is sufficiently small. Solving
the linearized generalized equation and replacing, in the next step, x0 by the
solution x1, one obtains methods of Newton type.
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(c) In the same manner, one can study variations of the type f(x, t) ∈ F (x) where
h = f(·, t)− f(·, t̄) and t, t̄ ∈ T , provided (e.g.) that T is a Banach space and
f ∈ C1. Replacing also f(·, t̄) by its linearization at x̄, is possible due to (a).

Unfortunately, these propositions fail to hold for calmness (replacing the Aubin
property), cf. Example 3.12 below.

3.3. Particular C1 systems for q = 1

Let X,P be Banach spaces (on IR) and f ∈ C1(X,P ). We suppose q = 1.

Theorem 3.9. Let S(p) = {x ∈ X | g2(x) = p2, g1(x) − p1 ∈ K}, where p =
(p1, p2) ∈ P = P1 × P2, P1 and P2 are Banach spaces, K ⊂ P1 is a closed convex
cone, intK 6= ∅, x̄ ∈ S(0), gi ∈ C1(X,Pi) (i = 1, 2). Then, if

Dg2(x̄)X = P2 and ∃u ∈ kerDg2(x̄) : g1(x̄) +Dg1(x̄)u ∈ intK (28)

the Aubin property of S at (0, x̄) ∈ gphS is ensured.

The proof can be based on the Robinson-Ursescu open mapping theorem and obser-
vation (a) at the end of Section 3.2, cf. [4]. For non-differentiable (multi-) functions
gi and necessity of the suppositions we refer to the Intersection Theorem 2.22 in
[20].

Remark 3.10. Under the assumptions of Theorem 3.9, conditions (28) are also
necessary for the Aubin property.

Proof. By Section 3.2, we may consider the linearized system only. The Aubin
property (even the weaker lower Lipschitz property) then yields, using solvability
only:

For all p2, there is some u such that Dg2(x̄)u = p2. Thus Dg2(x̄)X = P2.

For p1 ∈ intK and p2 = 0, there is some u such that Dg2(x̄)u = 0 and k :=
g1(x̄) +Dg1(x̄)u− p1 ∈ K. Since K is a convex cone, it follows g1(x̄) +Dg1(x̄)u =
p1 + k ∈ intK.

Lemma 3.11. If S = f−1 is locally upper Lipschitz at (f(x̄), x̄) then Df(x̄) is
injective. If dimX < ∞, the reverse is also true.

Proof. Suppose that Df(x̄)u = 0 and u 6= 0. Then x(t) := x̄+tu fulfills ‖f(x(t))−
f(x̄)‖ = o(t) ≪ d(x(t), x̄)), i.e., S is not locally upper Lipschitz. Let dimX < ∞.
If Df(x̄) is not locally upper Lipschitz, there are xk → x̄ with ‖f(xk) − f(x̄)‖ ≪
d(xk, x̄). Setting now uk = (xk − x̄)/‖xk − x̄‖, one obtains Df(x̄)u = 0 for each
accumulation point u of {uk}. Since ‖u‖ = 1, Df(x̄) is not injective.

In the classical case of f ∈ C1(IRn, IRn) and S = f−1, all mentioned stability
properties (q = 1), except for calmness, coincide with detDf(x̄) 6= 0. Calmness is
excepted since it may disappear after adding small smooth functions; compare Sf

for f ≡ 0 and f(x) = εx2 or
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Example 3.12. Let q > 0. The function f(x) =

{

e−1/x2

if x 6= 0

0 if x = 0
(known from

discussing Taylor’s theorem) fulfills f (n)(0) = 0 ∀n, and Sf is not calm [q] at the
origin. On the other hand, the level set map Sg for g ≡ 0 with the same derivatives
is calm [q] everywhere. Hence, even for C∞ functions and q = 1, the derivatives
of f at the reference point x̄ do not say enough for determining calmness of f−1

and the level sets Sf (if Df(x̄) = 0). The unpleasant effect comes from a gap of
dimensions.

Proposition 3.13. Let f ∈ C1(X, IR), f(x̄) = 0, d = dim [Df(x̄)X], and for
ε > 0, dε = dim [f(B(x̄, ε)) ∩ IR+]. Then, S = Sf is calm at (0, x̄) ⇔ ∃ ε0 >
0 such that d = dε ∀ε ∈ (0, ε0).

The condition also means equivalently: f(B(x̄, ε)) ∩ IR+ ⊂ ImDf(x̄) ∀ε ∈ (0, ε0)
and [Df(x̄) 6= 0 or f(x) ≤ 0 for all x near x̄], respectively.

Proof. Notice that dε is constant for small ε > 0 and that f ∈ C1 yields d ≤ dε.

(⇒) Assume, in contrary, d 6= dε. Then it holds d = 0 < dε = 1 and there are
xk → x̄ such that f(xk) > 0. Using calmness, there are ξk ∈ S(0) such that ‖xk −
ξk‖ ≤ Lf(xk) (for large k). Thus also ξk → x̄ and f(ξk) ≤ 0 hold true. It follows
(f(xk)− f(ξk)) ‖xk − ξk‖

−1 ≥ L−1. Additionally, f(xk)− f(ξk) = Df(θk)(xk − ξk)
holds with some θk ∈ conv{xk, ξk}. Setting uk = (xk − ξk)/‖xk − ξk‖ and taking
θk → x̄ into account, this ensures

Df(θk)uk ≥ L−1, ‖uk‖ = 1 and Df(θk) → Df(x̄) in X∗.

Recalling d = 0 and Df(x̄) = 0, also ‖Df(θk)‖∗ → 0 and Df(θk)uk → 0 are true.
This contradiction to Df(θk)uk ≥ L−1 proves the first part.

(⇐) If d = dε = 0 then f ≤ 0 holds near x̄ and calmness is trivial. If d = dε = 1,
we obtain Df(x̄) 6= 0 which ensures even the Aubin property.

All introduced stability properties can be exactly characterized for finite dimen-
sional systems of equations and inequalities with RHS perturbations. The know-
ledge of these characterizations is the key for understanding all generalizations.

Let S(p) be given, with P = IRm1+m2 , g ∈ C1(IRn, P ), as

S(p) = {x ∈ IRn | g1(x) ≤ p1, g2(x) = p2} where p = (p1, p2) ∈ P. (29)

These sets have the form as in Theorem 3.9 if K is the closed negative orthant of
IRm1 . Without loss of generality let g(x̄) = 0 ∈ P (delete non-active inequality
constraints). Then, from classical results in stability analysis, the necessary and
sufficient condition (28) for the Aubin property coincides with the Mangasarian-
Fromowitz constraint qualification, while the linear independence constraint quali-
fication requires stronger Dg(x̄)IRn = P.
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LICQ for set constraints

Let C ⊂ IRm be a convex, polyhedral cone and

S(p) = {x ∈ IRn | h(x)− p ∈ C}, h ∈ C1(IRn, IRm), p ∈ IRm. (30)

For discussing stability we may assume that p̄ = 0 and h(x̄) = 0. If h(x̄) 6= 0 or C is
a polyhedron, one can replace C by its (contingent-) tangent cone at h(x̄). Similarly,
additional constraints like x ∈ D (a polyhedron) can be handled by introducing the
function h = h× id where id(x) = x.

Formally, the stability theory of (30) generalizes the related theory for usual systems
(29) where C is some orthant. Thus constraints (30) are not less general than the
“traditional ones�. On the other hand,

C = {y ∈ IRm | Ay ≤ 0} holds with some (not unique) (µ,m) matrix A. (31)

Setting

G(b) = {x ∈ IRn | g(x) := Ah(x) ≤ b} and b = Ap ∈ IRµ, (32)

we thus obtain

x ∈ S(p) ⇔ A(h(x)− p) ≤ 0 ⇔ x ∈ G(b) with g = A ◦ h and b = Ap. (33)

So S is a particular case of the “traditional mapping� G = G(b).

To see possible differences, note that µ > n is possible. Then the µ active gradients
Dgi(x̄) = AiDh(x̄) ∈ IRn are linearly dependent. Hence LICQ (requiring linear
independence of the active gradients) is necessarily violated. This was the main
justification for studying set constraints in [29] without using “classical� results.
However, it was nowhere mentioned that all parameters b of interest belong to the
image ImA ⊂ IRµ and that, instead of the formal LICQ with respect to IRµ, one
only needs (for all analytical consequences) that Dg(x̄) maps onto the parameter
space in question. Hence LICQ for (32) becomes

(LICQ)A ImA = Im(ADh(x̄)) or equivalently ker(Dh(x̄)TAT ) = kerAT .

This is exactly the point for applying – as usually – the inverse and implicit function
theorems with the parameters b = Ap of interest. Setting F = F2 ◦ F1; F2 = A
and F1 = h, (LICQ)A is condition (23) for F−1(b) = {x | Ah(x) = b} and the
parameter space ImA.

Let Cver be the set of vertexes in C. Then Cver = kerA, and (LICQ)A follows
immediately (multiply with A) from the non-degeneracy condition in [29],

(LICQ)h IRm ⊂ Cver + ImDh(x̄). (34)

Conversely, having (LICQ)A and any y ∈ IRm, there is some u ∈ IRn such that
Ay = ADh(x̄)u. With v = Dh(x̄)u, this yields y − v ∈ kerA = Cver, v ∈ ImDh(x̄)
and via y = (y − v) + v also (34). Thus (LICQ)A ⇔ (LICQ)h. Consequently,
(LICQ)A is invariant with respect to the choice of A and µ in (31).
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Calmness for C1 systems

In contrast to the well-known characterization of the Aubin property by MFCQ
(which is often hidden in equivalent, but less intrinsic co-derivative conditions),
sharp conditions for calmness of S (29), have been established only recently. Con-
cerning calmness of S and G (33) at (0, x̄) one easily shows that both conditions
coincide, also without restricting b to ImA, since G(b) = ∅ is permitted for b 6= 0.
Writing S as inequality system is now important since it allows a simple description
in the Propositions 3.14 and 3.15 below. To formulate them we delete the equations
in (29) (write two inequalities instead). Thus we assume

S(p) = {x ∈ IRn | g(x) ≤ p}, p ∈ IRm, g ∈ C1(IRn, IRm).

The next statements from [14, 24] and [22], respectively, are still true if x belongs
to a Banach space X. Put

φ(x) = max
i

gi(x) and I(x) = {i | gi(x) = φ(x)}.

Let φ(x̄) = 0 and Σ be (the possibly empty) family of all index sets J ⊂ {1, ...,m}
such that some sequence xk → x̄ satisfies φ(xk) > 0 and I(xk) ≡ J . Obviously,
J ⊂ I(x̄).

Proposition 3.14 ([14, 24]). Under these assumptions, S is calm at (0, x̄) ⇔
for all J ∈ Σ there is some u(J) ∈ X such that Dgj(x̄)u(J) < 0 ∀j ∈ J .

In other words, calmness of S means that MFCQ (or the Aubin property) has to
hold for all subsystems given by J ∈ Σ. An alternative condition can be based on
an algorithm for solving g(x) ≤ 0 which uses the (computable) relative slack

si(x) = (φ(x)− gi(x))/φ(x) if φ(x) > 0.

ALG0: Let x0 ∈ X, λ0 = 1. For k ≥ 0, put xk+1 = xk and λk+1 = λk if φ(xk) ≤ 0.
Otherwise find some u ∈ X such that

Dgi(xk)u ≤
si(xk)

λk

− λk ∀i and ‖u‖ = 1.

If a solution exists, put xk+1 = xk+λkφ(xk)u, λk+1 = λk, else xk+1 = xk, λk+1 =
1
2
λk.

Proposition 3.15 ([22]). S is calm at (0, x̄) ⇔ there are ε, α > 0 such that, for
all sequences of ALG0 with x0 ∈ B(x̄, ε), it follows λk ≥ α ∀k. Then the sequence
xk converges to some ξ ∈ S(0), and it holds: φ(xk+1) ≤ (1−β2)φ(xk) whenever 0 <
β < α and xk+1 6= xk.

3.4. Stability and optimality conditions in terms of generalized deriva-
tives

3.4.1. Stability

Let X and P be Banach spaces.
To obtain stability for multifunctions or nonsmooth functions, generalized deriva-
tives are widely used in the literature, and there is meanwhile a big collection of
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such derivatives Dgen, see, e.g., [3, 1, 12, 20, 26, 27, 30]. However, all these general-
izations describe a specific behavior of f or F near a reference point (x̄, p̄) ∈ gphF ,
and it depends on our goals (deriving optimality conditions, some stability, Newton-
type solution methods ...) whether the application of a particular derivative Dgen

makes sense at all. In addition, the tools of computing them are far behind the
C1-calculus. As the main reason, already chain rules for arbitrary Lipschitz func-
tions in finite (appropriate) dimension usually hold – if at all – only in the form of
inclusions

if h(x) = f(g(x)) then Dgenh(x) ⊂ Dgenf(g(x)) ◦Dgeng(x) (35)

with a big gap between both sides. The gap can already occur if g ∈ C1 and Dgeng =
Dg (namely if Dg maps into proper subspaces). Similar effects appear for sums,
products and for total and partial derivatives as well. Hence even if some injectiv-
ity/surjectivity or another property of Dgenh(x) is crucial for our goal, the replace-
ment of Dgenh(x) by the (often simpler) right-hand side can be questionable.
The exact chain rule (equality in (35)) holds for f ∈ C1 and most of the generalized
derivatives Dgen. For stability of solutions to optimization problems, this implies
that the involved functions have to be C2. But this is usually violated when one
of them is a marginal (or solution) function of a second (lower level) optimization
problem, i.e., for multilevel problems [5] where solutions are, in the best case, unique
and locally Lipschitz, and the assigned optimal values are only C1,1.

3.4.2. Optimality

Insufficient chain rules may have consequences for optimality conditions to x ∈
argminX f if we try to write them via sums of non-empty subdifferentials as in the
convex case. To explain the situation, we suppose

X is a closed subset of Z, dimZ < ∞, x̄ ∈ X and f ∈ locLip (Z, IR). (36)

With the usual indicator function iX : Z → {0,∞} and h = f+iX then argminX f =
argminZ h holds globally and locally. Next consider the obvious local optimality
condition

h(x) ≥ h(x̄)− o(d(x, x̄)) (37)

for some o-type function o(·). It can be used to define a convex subset ∂Fh(x̄) ⊂ Z∗

(the dual space of Z), called the Fréchet subdifferential, by writing x∗ ∈ ∂Fh(x̄) if
h− x∗ fulfills (37). Then we have

x∗ ∈ ∂Fh(x̄) ⇔ 0 ∈ ∂F (h− x∗)(x̄) ⇔ h− x∗ fulfills (37). (38)

Furthermore (due to finite dimension), the convex Fréchet normal cone NF
X(x̄) :=

∂F iX(x̄) is polar to the generally non-convex contingent cone

T cont
X (x̄) = {u | ∃tk ↓ 0, uk → u : x̄+ tkuk ∈ X}; NF

X(x̄) = [T cont
X (x̄)]∗.

Passing from f to h = f + iX implies for the contingent derivative

Ch(x̄)(u) := {v ∈ IR∞ | v = lim t−1
k (h(x̄+ tkuk)− h(x̄)) where tk ↓ 0 and uk → u},
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that ∞ ∈ Ch(x̄)(u) iff u ∈ Z \ intT cont
X (x̄) while minCh(x̄)(u) < ∞ ∀u ∈ T cont

X (x̄).
In any case, under the assumptions (36) the equivalences (38) ensure a simple
and sharp characterization of ∂Fh and of the optimality condition in terms of the
contingent derivative

0 ∈ ∂Fh(x̄) ⇔ minCh(x̄)(u) ≥ 0 ∀u ∈ Z ⇔ h fulfills (37). (39)

Moreover, again by the definitions only, we have a (relatively) simple condition for
minCh(x̄)(u) to be finite: ∞ > r ∈ Ch(x̄)(u) ⇔

∃tk ↓ 0, uk → u : x̄+ tkuk ∈ X and r = lim t−1
k [f(x̄+ tkuk)− f(x̄)]. (40)

Generally, this says much more than the obvious consequence

r ∈ Cf(x̄)(u) + CiX(x̄)(u), (41)

where different sequences (tk, uk), (t
′
k, u

′
k) are hidden in the limits assigned to Cf

and CiX .
If the particular choice of these sequences plays no role, e.g., if directional derivatives
f ′(x̄, u) exist or if X is polyhedral, then both (40) and (41) coincide with

u ∈ T cont
X (x̄) and f ′(x̄, u) = r,

and C(f + iX) in optimality condition (39) satisfies additionally the exact chain
rule

C(f + iX)(x̄)(u) = Cf(x̄)(u) + CiX(x̄)(u). (42)

Empty and non-empty subdifferentials

The problems begin if we want to have non-empty subdifferentials or want to use
the exact chain rule in terms of ∂F (like above or in convex optimization) as

∂F (f + iX)(x̄) = ∂Ff(x̄) + ∂F iX(x̄)

or in inclusion ⊂ form. The latter (nowhere needed above) may fail while (42) holds
true.

Example 3.16. Put f = min{x, 0} and X = IR+ where 0 ∈ ∂F (f + iX)(0) and
∂Ff(0) = ∅.

Thus, in contrast to (39), condition

0 ∈ ∂Ff(x̄) + ∂F iX(x̄) (43)

does not necessarily hold for x̄ ∈ argminX f .

Remark 3.17. Inclusion (43) yields that u = 0 solves the convex problem
min{c(u) | u ∈ C} where C = convT F

X (x̄) and c(u) = sup{〈x∗, u〉 | x∗ ∈ ∂Ff(x̄)}.

Proof. Indeed, (43) says that some x∗ ∈ ∂Ff(x̄)∩ −NF
X(x̄) exists. Because of C

∗ =
NF

X(x̄) and ∂c(0) = ∂Ff(x̄) (Minkowski-duality), so 0 ∈ ∂c(0) + C∗ and optimality
of u = 0 follow. Having ∂Ff(x̄) 6= ∅ the reverse direction holds similarly.
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Since ∂Ff(x̄) = ∅ is possible and ∂F (f + g)(x̄) ⊂ ∂Ff(x̄) + ∂Fg(x̄) can be violated,
limiting subdifferentials and limiting normal cones (via iX) are often applied:

x∗ ∈ ∂F
limf(x) if ∃ (x∗

k, xk) → (x∗, x) such that x∗
k ∈ ∂Ff(xk),

x∗ ∈ NF
lim X(x) if ∃ (x∗

k, xk) → (x∗, x) such that x∗
k ∈ NF

X(xk), xk ∈ X.

Then also
0 ∈ ∂F

limf(x̄) +NF
lim X(x̄) (44)

is a frequently used optimality condition. We study it for f ∈ C1 and polyhedral
X.

Example 3.18. Let f ∈ C1 and X = {x ∈ IR2 | x1x2 = 0} which is crucial
for complementarity problems. Then (44) requires at x̄ = 0: −Df(0) ∈ X =
NF

lim X(0). In other words, (44) requires that one partial derivative must vanish.
With Clarke’s [3] normal cone N c

X(x), one even obtains N c
X(0) = IR2. So the

corresponding necessary optimality condition is satisfied at the origin for any f ∈
C1.

Notice that ∂Ff(x̄) = ∅ provides additional information, namely: x̄ cannot satisfy
the necessary optimality condition for minZ f even if we change f by adding any
linear function.

Proposition 3.19. Let Z = IRn. It holds ∂Ff(x̄) = ∅ ⇔ there are n+2 directions
uν ∈ IRn such that

∑

ν

uν = 0 and
∑

ν

minCf(x̄)(uν) = −1. (45)

Proof. Let q(u) := minCf(x̄)(u).

(⇐) Condition (45) implies 0 /∈ ∂Ff(x̄) since q(uν) < 0 holds for some ν. Take
x∗ ∈ Z∗. Considering f := f − x∗ and using that C f(x̄)(u) = Cf(x̄)(u) − 〈x∗, u〉,
(45) also holds for f . Thus, it holds 0 /∈ ∂F f(x̄) and, equivalently, x∗ /∈ ∂Ff(x̄).

(⇒) Let ∂Ff(x̄) = ∅. This means by (38) and (39): ∀x∗ ∃u such that q(u) −
〈x∗, u〉 < 0. Thus the set H = { x∗ | 〈x∗, u〉 ≤ q(u) ∀u} is empty. Let Q = epi q ⊂
IRn+1, Qc = convQ. Then 0 ∈ Qc. If 0 /∈ intQc, we obtain a contradiction by
separation as follows: Some (x∗, τ ∗) 6= 0 fulfills 〈x∗, u〉 + τ ∗t ≤ 0 ∀(u, t) : t ≥ q(u).
Since q(u) < ∞ ∀u, then τ ∗ ≥ 0 is impossible. Hence τ ∗ < 0 and, without loss of
generality, τ ∗ = −1. But this yields with t = q(u) that x∗ ∈ H, a contradiction.
Hence 0n+1 ∈ intQc. Now (0n,−ε) ∈ Qc holds for some ε > 0 (the subscript
shows the dimension). Using Caratheodory’s theorem there are n + 2 elements
(uν , tν) ∈ Q ⊂ IRn+1 and λν ≥ 0 such that

∑

λν = 1 and
∑

λν(uν , tν) = (0,−ε).
Setting u′

ν = λνuν , this yields q(u
′
ν) = λνq(uν) ≤ λνtν as well as

∑

ν

u′
ν = 0 and s :=

∑

ν

q(u′
ν) ≤ −ε.

Multiplying all u′
ν with 1/|s| yields the assertion.
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Since (37) implies that Sh = Sf is not Lipschitz l.s.c. at (f(x̄), x̄), it follows

x̄ ∈ argminX f ⇒ 0 ∈ ∂F (f + iX)(x̄)
⇒ Sf is not Lipschitz l.s.c. at (f(x̄), x̄)
⇒ Sf violates the Aubin property at (f(x̄), x̄).

(46)

Thus optimality also yields that some stability of the mapping (4) is violated at a
solution. Any analytical condition for this fact is a necessary optimality condition.

The normal cone

Calmness, which does not appear in (46), comes into the play when NF
X(x̄) or

T cont
X (x̄) must be written in terms of describing functions. For C1 systems

S(p) ={x ∈ IRn | g1(x) ≤ p1, g2(x) = p2},

g ∈ C1(IRn, IRm1+m2) and x̄ ∈ X := S(0),

it is well-known that calmness of S at (0, x̄) yields for the tangents

u ∈ T cont
X (x̄) ⇔ Dg2(x̄)u = 0 and Dg1,i(x̄)u ≤ 0 if g1,i(x̄) = 0. (47)

Then the form of NF
X(x̄) = T cont

X (x̄)∗ follows from LP-duality. The known Abadie
constraint qualification (weaker than calmness) requires ⇐ in (47). But direction
⇒ is trivial by the mean-value theorem. So Abadie’s condition simply requires (47)
which says equivalently that

T cont
X (x̄) does not change if we replace g by the linearization glin x̄ at x̄. (48)

Hence, calmness remains the weakest proper condition for ensuring (47) and (48).

4. Approximate minimizers and stable level sets

Above (in Section 2.2), the existence of an accumulation point was a consequence
of boundedness and finite dimensions, and of g(T (ξ)) = g(ξ) being equivalent to
T (ξ) = ξ. Now we are going to ensure convergence by using some proper descent
condition for functionals.

4.1. Existence and estimates for solutions

The next theorem connects stability with some monotonicity.

Theorem 4.1. Let q > 0, f : X → IR∞ be l.s.c., x̄, x0 ∈ X and c < f(x0) < ∞.
Put gc(x) = (f(x)− c)+ and suppose that there are positive λ and ε such that

for all x ∈ B(x̄, ε) with c < f(x) ≤ f(x0)

∃x′ satisfying gc(x
′)q − gc(x)

q < −λd(x′, x).
(49)

Additionally, let d(x0, x̄) and f(x0)− c be small enough, such that

d(x0, x̄) + λ−1(f(x0)− c)q ≤ ε. (50)
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Then, if y = x0 or, more generally, y ∈ X, d(y, x̄) ≤ d(x0, x̄) and c < f(y) ≤ f(x0),
there is some ξy satisfying

f(ξy) ≤ c and d(ξy, y) ≤ λ−1 [f(y)− c]q.

Proof. We consider first y = x0 and apply Proposition 2.3 to the function g = (gc)
q.

This ensures, for the related sequence and the limit ξ = limxk, inequalities (11) and
(12). The first inequality implies gc(ξ) ≤ gc(x0) and consequently f(ξ) ≤ f(x0).
We also obtain from (11),

λ d(ξ, x0) ≤ gc(x0)
q = [f(x0)− c]q.

Using (50), we have

d(ξ, x̄) ≤ d(ξ, x0) + d(x0, x̄) ≤ λ−1 (f(x0)− c)q + d(x0, x̄) ≤ ε.

In consequence, if f(ξ) > c then (49) can be applied to ξ but this contradicts (12).
Hence f(ξ) ≤ c and the proof is finished for y = x0. The general assertion follows
simply from the fact, that the considered points y satisfy all hypotheses imposed
on x0,

Notice that (theoretically) ξ can be found by the sequence of Proposition 2.3 with
g = (gc)

q.

4.2. Remarks, corollaries and interpretations

We call (49) the uniform descent condition.

Remark 4.2. Condition (50) is obviously satisfied, if [f(x0)− c]q ≤ 1
2
λε and x0 ∈

B(x̄, 1
2
ε). In some situations, we have x0 = x̄. Then, again trivially, [f(x0)− c ]q ≤

λε is sufficient.

Consequences. 1. Calmness [q]: Let f(x̄) = c < ∞. Then (49) implies that
S = Sf is calm [q] at (f(x̄), x̄) with rank L = λ−1. Conversely, (49) is satisfied if
S is calm [q] at (f(x̄), x̄) by Remark 3.5. Hence, with c = f(x̄), (49) is a necessary
and sufficient calmness [q] - condition. This yields

Corollary 4.3. Let q > 0, f : X → IR∞ be l.s.c. and f(x̄) = 0. The level set
map S = Sf is calm [q] at (0, x̄) if and only if, with g(x) := f(x)+, the following
condition holds:

∃λ, δ > 0 such that ∀x ∈ B(x̄, δ) with g(x) > 0

∃x′ satisfying g(x′)q − g(x)q < −λd(x′, x).
(51)

If g(x)q > λd(x, x̄), the condition is obviously satisfied for x′ = x̄. Thus, in (51),
one may additionally require that x fulfills g(x)q ≤ λd(x, x̄) or g(x)q ≤ λδ. In
consequence, for q = 1, condition (51) can be written as

lim inf
x→x̄, g(x)>0

s1(x) > 0 with s1(x) = sup
x′ 6=x

g(x)− g(x′)

d(x′, x)
, (52)
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where the convention inf ∅ = ∞ is in use, but equivalently also by the conditions

lim inf
x→x̄, g(x)↓0

s1(x) > 0, (53)

lim inf
x→x̄, g(x)/d(x,x̄)↓0

s1(x) > 0.

Condition (52) (slightly modified) already appeared in the Basic Lemma of [17] as a
sufficient calmness condition, the same for condition (53) in [10] where the left-hand
side is called middle uniform strict slope.

2. Aubin-property [q] at (f(x̄), x̄): Suppose that c < f(x̄) < f(x0) fulfill the estimate
(50) and that (49) holds for all c′ ∈ (c, f(x0)) (with the related function gc′ ≤ gc
and the same ε and λ). Then the Aubin-property [q] follows from Theorem 4.1,
and the required condition (49) is necessary by Remark 3.5.

3. Ekeland’s principle: Let x̄ = x0, c = infX f, q = 1 and, for any λ > 0,

ε = λ−1 (f(x0)− inf
X

f). (54)

Then (50) is satisfied.
If (49) is violated then there is some x ∈ B(x0, ε) with c < f(x) ≤ f(x0) such that,
due to gc(x

′)− gc(x) = f(x′)− f(x),

f(x′)− f(x) ≥ −λd(x′, x) ∀x′ ∈ X. (55)

If (49) holds true then ξ ∈ B(x0, ε) minimizes f , and x = ξ fulfills (55), too. Thus
we obtain, in both cases,

Proposition 4.4. Ekeland’s principle [9]: Let f : X → IR∞ be l.s.c. and infX f
as well as f(x0) be finite. Then, for any λ > 0 and ε given by (54), there is some
x ∈ B(x0, ε) which fulfills f(x) ≤ f(x0) and (55).

Thus Ekeland’s principle, often used for showing stability, is equivalent to Theo-
rem 4.1.

4.3. Discussion of the calmness condition.

Let q = 1 in this subsection. We already know that the calmness condition (51) of
Corollary 4.3, with g(x) = f(x)+, and the assigned limit conditions can be modified
in several ways: the strict inequality of (51) can be replaced by the non-strict one,

g(x′)− g(x) ≤ −λd(x′, x) and x′ 6= x

(as in [17] and [24]) or one considers only (the crucial) points x → x̄ such that
g(x)/d(x, x̄) ↓ 0 in the limit conditions. Accordingly, there are several equivalent
conditions of the type (52).

Notice however, that, for a fixed x, the inequality defining x′ in (51) is NOT a local
condition: it does not require that x′ can be chosen arbitrarily close to x. In other
words, the obvious inequality

s0(x) := lim sup
x′→x, x′ 6=x

g(x)− g(x′)

d(x′, x)
≤ s1(x) = sup

x′ 6=x

g(x)− g(x′)

d(x′, x)
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can be strict. Replacing, in (53) or (52) s1(x) by the (possibly smaller) upper
limit s0(x) (the slope of g at x – in [17]) one arrives at a sufficient calmness
condition (used, e.g., in [19, Theorem 2.1(e)]), which can be far from necessary.
Indeed, consider the points xk ↓ 0 of Example 3.2 where s0(xk) vanishes while
lim infx→x̄, g(x)>0 s1(x) = 1. To obtain necessity, an extra condition of the type

s1(x)− s0(x) → 0 as x → x̄, g(x) > 0

must be imposed. It is satisfied, for instance, if g is convex.

For locally Lipschitz f , the calmness criterion Coroll. 2 of [22] (applied to g = f+)
requires, with different λ,

∃δ, λ > 0 : ∀x ∈ B(x̄, δ) ∃x′

with g(x′)− g(x) ≤ −λ d(x′, x) and d(x′, x) ≥ λg(x).
(56)

Hence it has the same form as (51) while d(x′, x) ≥ λg(x) is a consequence of
the Lipschitz property. For Banach spaces X, condition (56) was used in [22],
Theorem 4.

5. Closed multifunctions

Following [20, 21], where this notion has been introduced for Banach space map-
pings, we call a closed multifunction F : X ⇉ P between metric spaces strongly
closed if, for each π ∈ P, the distance function f(x) = dist(π, F (x)) obeys the
properties

(P1) If f(x) is finite then the distance is attained at some p(x) ∈ F (x), and

(P2) f is l.s.c.

These properties are satisfied, for instance, if gphF is closed and dimP < ∞ or
F is single-valued and continuous. In [20], Lemma 2.13, the reader can find other
examples, namely: F (x) = φ(x) + Φ(x) where φ is continuous and Φ is locally
compact or F (x) = φ(x)+K where φ is continuous and K is a closed convex subset
of a Hilbert space.

In [21], the application of Ekeland’s principle to strongly closed mappings was
demonstrated, and Theorem 1 therein is our Thm. 5.1 restricted to q = 1 and
Banach spaces X,P with modified constants. In a similar manner, Ekeland points
for strongly closed mappings have been applied in order to characterize the Aubin
property in [20], Lemma 2.18.

5.1. P is a linear normed space

We study the closed mappings F (2) and S = F−1 (3) first in the case of a linear
normed space P of parameters. Our goal consists in applying Theorem 4.1 and the
assigned sequence xk for stability characterizations. The next theorem is a modified
version of the basic Lemma 2.4 in [24].
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Theorem 5.1. Let q > 0, (p̄, x̄) ∈ P × X, (p0, x0) ∈ gphS, π ∈ P and C =
conv{p0, π}. Suppose there are positive ε, δ, λ such that

for all (p, x) ∈ gphS ∩ [B(p̄, δ)×B(x̄, ε)] with p ∈ C \ {π}

∃(p′, x′) ∈ gphS with ‖p′ − π‖q + λ d(x′, x) < ‖p− π‖q and p′ ∈ C.
(57)

Additionally, let p0, π ∈ B(p̄, 1
3
δ) and d(x0, x̄) and ‖p0 − π‖ be small enough such

that
d(x0, x̄) + λ−1‖p0 − π‖q ≤ ε. (58)

Then there exists some ξ ∈ S(π) ∩B(x0, λ−1‖p0 − π‖q).

Proof. We put FC(x) := F (x) ∩ C, f(x) = dist(π, FC(x)) and show that Theo-
rem 4.1 can be applied to f . Since C is compact (we shall not explicitly use that
C = conv{p0, π}, but we need π, p0 ∈ C) and F is closed, it follows that FC is
strongly closed. Because of (p0, x0) ∈ gphS it holds f(x0) ≤ d(π, p0) < ∞. Let
f(x0) > 0 (otherwise we may put ξ = x0) and consider any x ∈ B(x̄, ε) with
0 < f(x) ≤ f(x0). Let p(x) ∈ FC(x) realize the distance f(x). Then we have

0 < f(x) = ‖p(x)− π‖, p(x) ∈ C, (p(x), x) ∈ gphS.

Since (p0, x0) ∈ gphS, p0, π ∈ B(p̄, 1
3
δ) and p0, π ∈ C, it holds

‖p(x)− π‖ ≤ f(x0) = ‖p(x0)− π‖ ≤ ‖p0 − π‖ ≤
2

3
δ,

which yields p(x) ∈ B(p̄, δ). Hence (57) may be applied to (p(x), x) and guarantees
the existence of some (p′, x′) ∈ gphS with p′ ∈ C such that

‖p′ − π‖q + λ d(x′, x) < ‖p(x)− π‖q.

Since f(x′) ≤ ‖π − p′‖ and f(x) = ‖p(x)− π‖ we also obtain

f(x′)q − f(x)q < −λd(x′, x).

Summarizing, so all hypotheses of Theorem 4.1 are satisfied with c = 0 and gc = f .
The related point ξ, assigned to y = x0, now satisfies

f(ξ) ≤ 0 and d(ξ, x0) ≤ λ−1[f(x0)− c]q = λ−1f(x0)
q ≤ λ−1 ‖p0 − π‖q.

This yields both ξ ∈ S(π) and the required estimate.

Remark 5.2. If δ is sufficiently small (compared with ε) such that λ−1 (2δ/3)q ≤
1
2
ε then inequality (58) holds true whenever p0, π ∈ B(p̄, δ/3) and x0 ∈ B(x̄, 1

2
ε).

Comments. Let (p̄, x̄) ∈ gphS in Theorem 5.1. By Remark 3.5, condition (57)
necessarily holds for π near p̄ under the Aubin property [q] of S at (p̄, x̄). The same
is true for calmness [q] when π = p̄ is fixed. Conversely, if (57) holds for all (p0, x0) ∈
gphS near (p̄, x̄) and π near p̄, the existence of ξ ∈ S(π) ∩ B(x0, λ−1‖p0 − π‖q)
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implies the Aubin-property [q] at (p̄, x̄). If (57) holds for all (p0, x0) ∈ gphS near
(p̄, x̄) and fixed π = p̄, then S is calm [q] at (p̄, x̄). Hence, depending on the choice of
π, condition (57) is necessary and sufficient for calmness [q] and the Aubin-property
[q] at (p̄, x̄).

Now let (p̄, x̄) /∈ gphS and assume that we are interested in solutions to p̄ ∈ F (x).
Setting again π = p̄, Theorem 5.1 says: if (p0, x0) ∈ gphS (e.g., a starting point
for some algorithm) is sufficiently close to (p̄, x̄) and (57) is valid, then a solution
ξ to p̄ ∈ F (x) exists in B(x0, λ

−1‖p0 − p̄‖q). Clearly, to satisfy the hypotheses, the
distance d((p̄, x̄), gphS) has to be small enough.

5.2. P is a metric space

Concerning C in the proof of Theorem 5.1, we only used that

π, p0 ∈ C and x 7→ F (x) ∩ C is strongly closed.

This tells us that the theorem remains true when P is a general metric space and C
is any set of this type. Notice however that, with the simplest setting C = {p0, π},
the descent condition (57) implies p′ = π, and the whole statement becomes trivial.
This makes reasonable definitions of C for metric spaces difficult unless F itself is
strongly closed and we can put C = P .

Our setting C = conv{p0, π} for normed P requires the investigation of S on 1-
dimensional segments of the parameter space P only and seems, thus, sufficiently
reasonable. But, without supposing strong closedness, we need for metric spaces
P , an approach, independent on strong closedness and on Ekeland’s principle. This
will be demonstrated now.

5.2.1. Stability in terms of approximate projections

In this subsection, we suppose that q = 1.
The following approximate projection method of [22] (onto gphS) characterizes “sta-
bility� by linear order of convergence. Define, in P ×X, a distance depending on
λ > 0 as

dλ((p
′, x′), (p, x)) = d(p′, p) + λd(x′, x)

and Hλ(p, x) = distλ((p, x), gphS) = inf
(p′,x′)∈gphS

dλ((p
′, x′), (p, x)).

We assume that π ∈ P , γ ≥ 0 and λ > 0 are fixed.

Procedure S1. Let (p0, x0) ∈ gphS. Given (pk, xk), k ≥ 0 choose any approxi-
mate minimizer (pk+1, xk+1) ∈ gphS of the distance in the definition of Hλ(π, xk)
such that

dλ((pk+1, xk+1), (π, xk)) ≤ Hλ(π, xk) + γλ d(pk, π).

Notice that, for any γ > 0, some next iteration points exist. The case γ = 0 can be
of interest if gphS is locally compact, particularly, if dimX < ∞.

Theorem 5.3 ([22]). Let γ > 0.
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(i) The Aubin property of S holds at (p̄, x̄) ⇔ there exist λ > 0 and α > 0
such that, for all initial points (p0, x0) ∈ gphS ∩ (B(p̄, α) × B(x̄, α)) and
π ∈ B(p̄, α), Procedure S1 generates a sequence (pk, xk) satisfying

dλ((pk+1, xk+1), (π, xk)) ≤ θ d(pk, π) with some fixed θ < 1. (59)

(ii) The same statement, with fixed π ≡ p̄, holds in view of calmness of S at (p̄, x̄).

(iii) These statements remain true if we additionally require that P is a linear
normed space and pk+1 ∈ conv{pk, π}.

Note. Explicitly, (59) means d(pk+1, π) ≤ θ d(pk, π) − λ d(xk+1, xk), which implies
again convergence pk → π, xk → ξ ∈ S(π) and d(ξ, x0) ≤ λ−1 d(p0, π). Statement
(iii) shows a connection to Theorem 5.1.

5.2.2. Calmness [q] via proper descent steps

We study again S (3). Let q, ε, δ > 0, λ ∈ (0, 1), π ∈ P , (p̄, x̄) ∈ P ×X and require:

For all (p, x) ∈ gphS ∩ [B(p̄, δ)×B(x̄, ε)], some (p′, x′) ∈ gphS satisfies

(i) λ d(x′, x) ≤ d(p, π)q and (ii) d(p′, π) ≤ (1− λ) d(p, π).
(60)

In consequence, for q = 1, multiplying (i) by λ/2 and adding it with (ii) we obtain

d(p′, π) + (λ2/2) d(x′, x) ≤ (1− λ/2) d(p, π).

Thus d(p′, π) + β1 d(x′, x) ≤ β2 d(p, π) holds with constants β1, β2 ∈ (0, 1). This
(formally weaker) condition in place of (i) and (ii) has been used to verify calmness
and the Aubin property in [17]. There, the proof needs Ekeland’s principle whereas
the relations between (60) and stability are direct and almost trivial (while (60) is
still necessary, see below). For comparing with Corollary 4.3 and level sets S (4),
put π = 0, (p̄, x̄) = (0, x̄) and f(x̄) = 0. Then condition (60) claims

∀x ∈ B(x̄, ε) with 0 < f(x) ≤ δ ∃x′ with λd(x′, x) ≤ f(x)q

and f(x′) ≤ (1− λ)f(x).

Next assume q > 0, (p0, x0) ∈ gphS and consider

Procedure S2: Beginning with k = 0, find any (pk+1, xk+1) ∈ gphS such that

(i) λd(xk+1, xk) ≤ d(pk, π)
q and (ii) d(pk+1, π) ≤ (1− λ)d(pk, π). (61)

If such points can be found for all k then pk → π holds trivially, and we call S2
applicable.

Lemma 5.4. Suppose λ ∈ (0, 1), θ = (1 − λ)q, and (61) holds true for some
sequence (pk, xk), k ≥ 0 (not necessarily in gphS). Then the limit ξ = limxk exists
and satisfies

d(ξ, x0) ≤ Ld(p0, π)
q with L = [ λ (1− θ) ]−1. (62)

Moreover, if ε, δ > 0 and d(x0, x̄), d(π, p̄), and d(p0, π) are small enough such that

d(x0, x̄) + Ld(p0, π)
q ≤ ε and d(p0, π) + d(π, p̄) ≤ δ, (63)

then xk ∈ B(x̄, ε) and pk ∈ B(p̄, δ) hold for all k ≥ 0.
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Proof. With pk, assigned to xk, we may put τk = λ−1d(pk, π)
q and apply Lemma

2.4. This yields d(xk, x0) ≤ (1− θ)−1τ0 = L d(p0, π)
q and the existence of the limit

ξ = limxk satisfying (62). If (p0, x0) satisfies (63), then for any k ≥ 0 we have

d(xk, x̄) ≤ d(x0, x̄) + d(xk, x0) ≤ d(x0, x̄) + Ld(p0, π)
q ≤ ε,

d(pk, p̄) ≤ d(pk, π) + d(π, p̄) ≤ d(p0, π) + d(π, p̄) ≤ δ.

Hence the lemma is valid.

Proposition 5.5. For S defined by (3), suppose that λ ∈ (0, 1), ε, δ > 0 and
π ∈ B(p̄, δ) satisfy (60). Then, if (p0, x0) ∈ gphS and π satisfy (63), Procedure
S2 is applicable and defines a sequence {xk} converging to some ξ ∈ S(π) satisfying
(62).

Proof. By Lemma 5.4, hypothesis (60) is applicable to (p0, x0) and all generated
points (pk, xk). Thus all (pk, xk) can be chosen in gphS which ensures (pk, xk) →
(π, ξ) ∈ gphS.

As in all step-size algorithms, one can start with fixed λ1 = 1 and put λk+1 :=
λk/2, xk+1 = xk if there is no solution with the current λ. Being applicable now
means λk ≥ λ̄ > 0 for all initial points (p0, x0) ∈ gphS and π satisfying (63).
Similarly, one could use varying q, beginning with q1 = 1. The estimates then hold
with exponent q̄ if also qk ≥ q̄ > 0.

Again, criteria for calmness and the Aubin property with exponent q can be derived
in a unified manner.

Corollary 5.6. Suppose (3) and (p̄, x̄) ∈ gphS. Then

(i) S obeys the Aubin property [q] at(p̄, x̄) ⇔ there are λ ∈ (0, 1) and ε, δ > 0
such that (60) is satisfied for all π ∈ B(p̄, δ).

(ii) With fixed π = p̄, the same holds in view of calmness [q].

Proof. Necessity (⇒) follows easily from the stability definitions while Prop. 5.5
ensures the sufficiency.

For q = 1 and strongly closed mappings acting between Banach spaces, this state-
ment is Theorem 3 in [21]. By Prop. 5.5 and Corollary 5.6, we may thus summarize

Theorem 5.7. Suppose (3) and (p̄, x̄) ∈ gphS. Then

(i) S obeys the Aubin property [q] at (p̄, x̄)
⇐⇒ There exist λ ∈ (0, 1) and ε, δ > 0 such that (60) is satisfied for all
π ∈ B(p̄, δ).
⇐⇒ There are α > 0 and λ ∈ (0, 1) such that iterates (pk+1, xk+1) for pro-
cedure S2 exist in each step, whenever the initial points satisfy d(x0, x̄) +
d(p0, p̄) + d(π, p̄) < α and x0 ∈ S(p0).

(ii) With fixed π ≡ p̄, the same holds in view of calmness [q].

For q = 1 and less general spaces, the equivalence between the stability properties
and the related behavior of S2 is known from [21, 22].
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As a consequence of the theorem, conditions (60) and (57), for C = P and (p̄, x̄) ∈
gphS, are equivalent whenever S (3) is strongly closed.
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