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We introduce a localized and relativized generalization of the usual concept of Fejér monotonicity
together with uniform and quantitative versions thereof and show that the main quantitative results
obtained by the first author together with Nicolae and Leustean in 2018 and with Lépez-Acedo and
Nicolae in 2019 respectively, extend to this generalization. Our framework, in particular, covers
the sequence generated by the Dykstra algorithm while the latter is not Fejér-monotone in the
ordinary sense. This gives a theoretical explanation why under a metric regularity assumption one
obtains an explicit rate of convergence for Dykstra’s algorithm which was proved recently by the
second author.

Keywords: Fejer monotonicity, rates of convergence, metastability, Dykstra’s algorithm.

2010 Mathematics Subject Classification: 47J25, 41A25, 03F10.

1. Introduction

Let X be a real Banach space, C' C X a nonempty subset and (z,) a sequence of
points in X. An important feature enjoyed by many iterative methods in convex
optimization is that of Fejér monotonicity: (z,) is Fejér monotone w.r.t. C' if

Vp e CV¥n € N (|21 — pl| < llzn —pl]) -

Fejér monotone algorithms are frequently favored due to their good asymptotic
behavior but, in general, are only weakly convergent to some point in the set C.
As most applications are naturally restricted to a finite dimensional setting, weak
convergence gets then upgraded into strong convergence. Nevertheless, the general
consensus appears to be that Fejér monotone methods are weakly convergent, and
that strong convergence will prevent Fejér monotonicity since the sequence must
eventually exhibit a preference towards some point in C'.

In [7, 8], in a metric setting, the property of Fejér monotonicity was extensively
studied through the lenses of proof mining techniques. In [7], it was shown that
under a compactness assumption one can construct a rate of metastability in the
sense of Tao for (z,) if a quantitative version of Fejér monotonicity holds. In [8], a
notion of modulus of regularity was introduced. It was shown that the availability of
a modulus of regularity for a Fejér monotone sequence will entail the construction of
a rate of convergence without any compactness assumption and using just the usual
non-quantitative form of Fejér monotonicity. This points to the nontriviality of some
metric regularity assumptions in the literature, as it is known that already for fairly
simple algorithms no computable rates of convergence exist. That notwithstanding,
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the metric regularity assumption pertains to the specifics of the underlying set C'
and in instances where the set C' enjoys nice geometry properties, a modulus of
regularity (and — correspondingly — a rate of convergence) turns out to be available.

Recently [13], the second author provided a proof-theoretical analysis of the strong
convergence of Dykstra’s algorithm of cyclic projections (see also the discussion in
[12]). Strikingly, even here without the sequence being Fejér monotone, the existence
of a modulus of regularity allowed for rates of convergence. Since the iteration fails
to be Fejér monotone, this result escapes the reach of the general results in [8].

In this paper, we introduce generalized notions of locally relativized Fejér monotonic-
ity and show that the main results in [7, 8] extend to these notions. In particular,
this provides a theoretical justification for [13, Section 4]. It is, furthermore, to be
expected that this also applies to the very recent study of the Dykstra algorithm
with Bregman projections (see [14, Remark 3.13]).

2. Locally S-relativized Fejér monotone sequences

In the following, (X, d) is a metric space and F' C X a nonempty subset. As in [7],
whose notations we follow, we assume that

F=(F,

where Fj, C X for every k € N and we say that the family (ﬁ’k) is a representation

of F'. Tt is clear that F' has a trivial representation, by letting F} := F' for all k& but
the intended interpretation is that

1<k

is some weakened approximate form of F. A point p € AF}, is said to be a k-
approximate F-point.

In the following we always view F' not just as a set but we suppose it is equipped
with a representation (F}) to which we refer implicitly in many of the notations
introduced below.

Let (x,) be a sequence in X and S(n, k) be an arbitrary property about (n, k) € N2.

We think of k£ as an error § > 0 via § = k%l Throughout this paper we assume that

S(n, k) is monotone in ¢ in the sense of
Vn, ki, ke € N(ky < ko A S(n, k) = S(n, k1)) .
Note that if S does not satisfy this we may replace it by S(n, k) := /\f:0 S(n,i).
Definition 2.1. (z,) has approximate F'/S-points if
VkeN3dneN (z, € AF, ANS(n,k)).
A function ® : N — N is called an approzimate F/S-bound if
Vk e N3n < ®(k) (v, € AF, A S(n,k)) .
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We assume w.l.o.g. that ® is nondecreasing since, otherwise, we may take

M (k) := max{®(i) : i < k}. O

Definition 2.2. ([7]) We say that F' is explicitly closed (w.r.t. the representation
(F)) if B

VpeX(‘V’N,MGN<AFMﬂB<p,ﬁ>%®)%pGF>. 0

As in [7, Section 4], let G, H : (0,00) — (0,00) be functions which possess moduli
ag, Bg : N — N such that

Vk € N Va € (0, 00) <agac(k)+1

1

and Vk € N Va € (0, 00) (H(a) < o
H

Let (z,) be a sequence in the metric space (X, d) and 0 # F C X.

The next definition generalizes the concept of (G, H)-Fejér monotonicity from [7,
Definition 4.1]:

Definition 2.3. (z,,) is locally S-relativized (G, H)-Fejér monotone w.r.t. F if

{ Vpe FYr e N3m e N¥n e N
(d(2n,p) < =25 A S(n,m) = VI € N (H(d(xp41,p)) < G(d(zn,p)) + —15)) -

m+1 r+1

Remark 2.4. If (z,) is (G, H)-Fejér monotone w.r.t. F' in the sense of [7, Defini-
tion 4.1], then it, in particular, is locally S-relativized (G, H)-Fejér monotone w.r.t.
F for any property S(n,m) (with e.g. m :=0). N

The next theorem generalizes [7, Proposition 4.3] to locally S-relativized (G, H)-
Fejér monotone sequences:

Theorem 2.5. Let X be a compact metric space and F be explicitly closed. Assume
that (x,,) is locally S-relativized (G, H)-Fejér monotone with respect to F and that
() has approzimate F/S-points. Then (x,) converges to a point x € F.

Proof. For each k € N let n,, € N be such that
Tn, € AR, A S(nk, k’)
and define yy := x,,. Since X is compact, (yx) has a convergent subsequence (yy, ).
Let = := limy,. Similarly to [7] one shows that
(i) « is an adherent point of Sy := {z, : n € NAS(n,k)} for all k € N and
(ii) (using that F' is explicitly closed) z € F'.
Proof of (i): Let k,m € N. We want to show that

1

Ty € Si(de,y) < ).
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Let [ > k be so large that d(yx,,z) < #ﬂ By construction

Yk, = xnkl € AFkl A S(nkl, k’l>

Since (yg, ) is a subsequence of (y;) we have that k; > [ > k and so by the monotonoc-
ity properties of AFy and S(n,K) in K € N

Yk, € AFk A S(?”Lk”/{)
Hence we may take y := yj,.

Proof of (ii): By the proof of (i), the premise of the property of F' being ‘explicitly
closed’ is satisfied for p := x and so x € F.

We now use (i) and (ii) to show that limz,, = x: let r € N be arbitrary and define
r":=2Pu(r) + 1. Let for this " and p := 2 € F' be m as in Definition 2.3 and also
satisfying that

m > max {ag (28u(r) +1),28u(r) + 1}

(this is possible to achieve by the monotonicity of S(n,m) in m). By (i),
1
dn € N(d(mn,x) <N S(n, m))
Hence by Definition 2.3 applied to this n:

1 aG—def. 1 )

vl € N(H{d(wns1,2)) < Gd(wn, 2)) + W12 = Bai+1

and so by the By-definition VI € N (d(xn+l, 7)< T%) O

Application 2.6. Let C,...,Cy C H be closed and convex subsets of a (real)
Hilbert space with

N
C=()Ci#0
=1

and P; be the metric projection onto C; for i = 1,...,N. Let (z,),(¢,) be the
sequences in H generated by Dykstra’s algorithm with zo as starting point. Let
z € C and N 50> 0 with ||z — x|| <b. Then, by [13, Lemma 3.4], (z,,) C B(z,b).

Define f(z) = max |z — Px||.

Ly

Note that C=(AFR(={z e X :|f(2)| < fh)}) = zer f
k=0

is explicitly closed. We also define G(a) := H(a) := a* and may take as in [7,
Lemma 7.10]

ag(k) = (\/EL Bu(k) = k.
Now define (where for negative indices k we take z}, as arbitrary points in H while

qk ‘= O) n

S(n,r):z( Z <$k—$n,%><r+%>-

k=n—N+1
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Since (z,) is locally S-relativized (G, H)-Fejér monotone w.r.t. C' and possesses
approximate C'/S-points (these facts are proven in stronger form in Application 3.6
below), Theorem 2.5 (applied to X := C N B(z,b)) gives a simple proof of the
convergence of (x,) towards a point in C' if H is finite dimensional (compared to
the much more complicated strong convergence proof known in the general case, see

e.g. [1]).

Application 2.7. Let (X, d) be a compact metric space and F' be explicitly closed.
For each r € N, consider the subset F,. C F' of points p in F' which satisfy

dn e NVneN

(Alwnrp) < 2y AS(m) = VLEN (H(d(@ns1,p) < Gld(mn,p) + 7))

Assume that

VreNVge F\F,3N e NVneN (S(n,N) = d(n, q) > ﬁ)
If (x,) has approximate F'/S-points, then (z,) strongly converges to a point in
F: by Theorem 2.5 it suffices to show that (x,) is locally S-relativized (G, H)-
Fejér monotone w.r.t. F. Let r € N and p € F. If p € F,, then (x) holds by
definition of F,. If p & F,, then (x) holds for m := N since S(n,m) implies that
d(z,,p) > m#ﬂ O

By Theorem 2.5, a sequence (z,,) strongly converges to a point z € F' (for explicitly
closed F) if for some condition S, it is locally S-relativized (G, H)-Fejér monotone
and has approximate F'/S-points. We now show that also the converse holds (with
G = H := Id) if F satisfies the following condition (which in most applications
is trivially satisfied, e.g. when F' := zer f for some continuous f : X — R and
AF, ={z e X : [f(z)| < 75 })-

Definition 2.8. We say that F' is properly approzimated by (AFy) if

VxEFVkENEImGNVyeX(d(a:,y)gm#ﬂﬁyeAFk).

Proposition 2.9. If F' is properly approximated by (AFy) and (x,) converges to
x € F, then for a suitable condition S, the sequence (x,) is locally S-relativized
(Id, Id)-Fejér monotone and has approximate F/S-points.

Proof. Let z € F and assume that (z,) converges to x. Take

S(n,r) :=Vk > n(d(wk,x) < 2r+2).

Then clearly for all p € X, n,r € N

1
S(n.7) = Y1 € N(d(wni1,p) < d@nst, 00) + d(,p) < d(za,p) + 1)

and so (x,) satisfies (x) with m := r. Moreover, (z,) has approximate F'/S-points:
given 7 € N, let m be so large that d(z,y) < 5—— implies y € AF,. Take n € N be

2m—+2
so large that S(n, max{m,r}). Then S(n,r) and =, € AF,. O
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The relevance of Theorem 2.5, of course, stems from the fact that in applications S
will be such that it is much easier to construct an approximate F'/S-point bound
than a rate of convergence for (z,,) (which is needed for the specific S used in the
proof above).

3. Uniform locally S-relativized (G, H)-Fejér monotone sequences
w.r.t. F-points

We now strengthen the Definition 2.3 by demanding that ‘Im € N’ is uniform w.r.t.
peF.

Definition 3.1. A sequence (z,,) in X is uniformly locally S-relativized (G, H)-Fejér
monotone w.r.t. F with modulus p: N — N if

Vpe FVr,neN

AS(n,p(r) = VL€ N (H(d(10,0) < Gll(zap)) + 7).

1
(d(fmp) < o)1

Remark 3.2. Even with this strengthened version, any ordinary (G, H)-Fejér mono-
tone sequence in the sense of [7, Definition 4.1] (and hence by taking G := H := Id
any Fejér monotone sequence) satisfies the above definition for any choice of S(n, )
and any p. [

Let f: X - R:=RU {+00} be an arbitrary function satisfying the property
zer f:={x € X : f(x) = 0} # (0. We recall the following definition from [8] (but
written in 1/(k + 1)-form rather than with € > 0):

Definition 3.3. ([8, Definition 3.1]) Let z € zer f and b > 0. Then p: N — N is
a modulus of reqularity for f w.r.t. zer f and B(z,b) if for all k € N and x € B(b,r)
we have the following implication

1

1

— dist(x, zer f) < Tt O

Let b > 0 and (z,,) be a sequence in B(z,b) for some z € zerf 1= {z € X : f(x) =0}
and g be a modulus of regularity w.r.t. zer f and B(z,b).

Let @ : N — N be an approximate F'/S-bound for (z,,) with F':= zer f = (\,—, AF},

where AF;, ;= {z € X :|f(z)| < 57)}, more precisely

Vk € N 3n < O(k) <|f(xn)| < ﬁ A S(n, k:)).

Recall that we assume S(n,m) to be monotone in m.

Theorem 3.4. Let pu be a modulus of reqularity w.r.t. F := zer f and B(z,b). If
(z,) is a sequence in B(z,b) which is uniformly locally S-relativized (G, H)-Fejér
monotone w.r.t. ' with modulus p and if ® is an approximate F/S-bound for (x,),
then (x,,) is a Cauchy sequence with rate V(2k + 1) for

W (k) := @ (max {p(20u (k) + 1), p (max {aa(26u(k) + 1), p(28u (k) + 1)})}),
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i.e. Vk,m,m€N<m,m2\D(2k+1)—> (me—l'm” < %_H»»
. 1
and Vk € NVn > U(k) <d1St(l‘n, zer f) < m)

Moreover, if X is complete and zer f is closed, then (x,) converges to a zero of f
with rate of convergence W(2k + 1).

Proof. Let k € N be given. By the definition of ® there exists an n < U (k) s.t.

1
St B + DI ATl < e v v egam rop 1 (Y

Hence by the p-definition

1
3p € ser [ (WD) < e T I T @)

By the definition of p applied to p, (1) and (2) imply that

1 (2),ag-def 1
W eN (Hd(wup) < Gdanp) + 55 < gomg1) O
Hence by the definition of Sy
v € N (d(@ap) < 1) 4
and so Vm,m >n <d(:vm,xm) < d(xpm,p) + d(xm,p) < %) (5)

(4) and (5) establish the first two claims.

For the remaining claim we argue as in the proof of [8, Theorem 4.1]: let X be
complete and zer f be closed. Then by the above 2’ := limz,, exists and by the
Cauchy rate (5) we get that

Vim > U(2k + 1)<d(xm,z/) < %H) (6)

Together with (4) this yields

: / . / 1 1 2
dist(2', zer f) < dist(xy,, zer f) 4+ d(2', ) < 20 1) tom <t (7)
As k was arbitrary, we obtain that dist(z’,zer f) = 0 which implies that 2’ € zer f
as zer f is closed. [

Remark 3.5. Note that in Theorem 3.4, X is not required to be compact.

Application 3.6. We now show that the rate of convergence for the Dykstra cyclic
projection algorithm, recently obtained in [13] under a metric regularity assumption
in the case of an arbitrary real Hilbert space H, is covered by Theorem 3.4 (but not by
Theorem 4.1 in [7] as this algorithm is not (G, H)-Fejér monotone but only uniformly
locally S-relativized so for a suitable S): we use the notations from Application 2.6.
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In [13, Section 4] it is assumed that C1, ..., Cy are metrically regular with a mod-
ulus v : N*> — N in the sense of [8, Definition 4.6] (we switch here from the &/4-
formulation used in [8] to 17 instead of € etc. to fit the notations used in [7] and
above), i.e.

Vk,r € NVx € B(z,b)

<Z\1|Ix—P¢xII < Mﬁﬂpé(](llx—pﬂ < ﬁ))

As shown in the proof of [8, Corollary 4.8] (and the sentence after that proof), such
a (1, is a modulus of regularity for zer f and B(z,b), where

f(z) = max |z — Fazl.
Note that C' = zer f.
We also define G(a) := H(a) := a* and may take as in [7, Lemma 7.10]

ag(k) == [VE], Bu(k) = k%

Now define S(n,r) = ( z”: (T — T, qr) < 7"41—1)'

k=n—N+1

Implicitly in the proof of [13, Theorem 4.2], a C'//S-bound ® for (z,,) is constructed.!
Define p(r) := 2(20 + 1)(r + 1) — 1. It remains to show that (z,) is locally S-
relativized (G, H)-Fejér monotone (with G, H, S as above) w.r.t. C' with modulus p:
let p e C,r € Nand n € N be such that

1
|lzn —pl| < FOES! A S(n, p(r)).

By (3.2) in [13] one has for all [ > n

n l
lzr = pI?> < llwn—pIP+2 > (wv—pa) =2 Y (ox—pa)
k=n—N+1  k=l=N+ )
. >0, by [13, L.3.1(iii)]

1

< 2

< o — pll?+

Here ‘1" follows from
" 1
|z, — pl| < POES] and Z (T — T, qr) < POES!

k=n—N+1

by reasoning as in [13, Proof of Thm.3.11]:

! Tn the notation of [13] this bound can be taken as a(b, N, &, ®(b, N,¢,-)) + ®(b, N, e, (.. .)) with
e:=1/(r+1).
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n n n

Z (T — Qi) = Z (Tr — Tnsqe) + (20—, Z )

k=n—N+1 k=n—N+1 k=n—N-+1

=(Zn—p,x0—=n), by [13, L.3.1(ii)]

J/

n
< Z (@) = T, @) + 2w — Pl - llwo — 2|
k=n—N+1

[12, L.3.4] 1 1 1

p(r)+1 +2b- p(r)+1 - 2(r+1)°

We now discuss a simple argument which in some sense gives a reversal to The-
orem 3.4. Fix a function I : N x X — X standing for some iterative process
employed to approximate zeros of f. Consider the following natural condition on [
(see remark 3.8 below):

Vn € NVp € zer f (I(n,p) =p), (+)

stating that the iterative process leaves the points in zer f unchanged (such iterations
are called retractive in [11]). Consider a sequence (z,,) recursively defined by the
function I, i.e. zg € X and z,41 := I(n,x,). Therefore, the assumption (+) on [
entails,

Vg € X (zg € zer f — Vn € N(x, = x0)). (++)

Definition 3.7. We say that a function 7 : N> — N is a modulus of coincidence for
I if it satisfies

1 1
Vi € N Vk € N vy € X (|f(z0)] < i — Al ) < ).

where (z,,) is initiated at xy and recursively defined by I.

Remark 3.8. Most iterative methods in optimization satisfy the condition (+).
For example, in a normed linear space with f(z) = ||z — T'(x)|| for a nonexpansive
map T, if I(n,z) is defined as

(i)  T(x) — Picard iteration,

(i)  apx+ (1 —ay,)T(x), for (ay,) C [0, 1] — Krasnoselski-Mann iteration,

(i) apr+(1—an)T(Bpx+(1—=8,)T(x)), for (o), (Bn) C [0, 1] — Ishikawa iteration,
then the condition (+) is satisfied. Another well-known iterative method is the
Halpern iteration, I(n,x) = a,u + (1 — a,,)T(z). Despite not satisfying (+), it still
satisfies (+4) whenever u = xy. One easily checks that for the Ishikawa iteration
7(k,n) := 2n(k + 1) gives a modulus of coincidence, and for all the other cases
(including the Halpern iteration) one can take 7(k,n) := n(k 4+ 1). Naturally, if

one imposes further conditions on the parameter sequences («,), (/,), then the
definition of the function 7 may be improved. ]

We have the following easy result.
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Proposition 3.9. Consider a function I as above, and let T be a modulus of coinci-
dence for I. Given z € zer f andb > 0, assume that for any xo € B(z,b) the sequence
initiated at xo and recursively defined by I converges to a point {;(xy) € zer f with
a common rate of convergence ¥ : N — N, i.e.

Ao, 2) < b=k € N Vn > W) (d(n, ti(w0)) < 1 )

Then, the function u(k) = 7(2k + 1, ¥(2k + 1)) is a modulus of regularity for f
w.r.t. zer f and B(z,Db).

Proof. Let k € N and € B(z,b) be given, and assume that |f(z)| < W
Consider (z,) to be the sequence recursively defined by I with initial point xy = x.
By the hypothesis of ¥, we have

d(zw(er+1), lr(x)) < 2(kl+ ok
On the other hand, the assumption on 7 entails d(zy(2k41), %) < m We conclude
that
dist(x, zer f) < d(x, ;(x)) < d(x, Tw@r+1)) + d(Tw@rs1), ((2)) < %H’
and hence p is a modulus of regularity for f w.r.t. zer f and B(z,b). O

Remark 3.10. Theorem 3.4 states that the assumption of a modulus of regularity
in the case of a sequence which is uniformly locally S-relativized (G, H)-Fejér mono-
tone w.r.t. F' = zer f, and has approximate F'/S-points, will converge (when X is
complete and zer f is closed) to a point in zer f with a uniform rate of convergence.
Proposition 3.9 above states that, in most iterative methods, if such uniform rate of
convergence is to exist, then the assumption of metric regularity is indeed necessary.
This argument was used in [8, Proposition 4.4] in the context of the Picard iteration.
It was also used recently in [13, Proposition 4.7], in the context of Dykstra’s method
for solving the convex feasibility problem. In this iterative method, the computation
of the function 7 is more convoluted and was given in [13, Propositions 4.5 and 4.6].

4. Uniform locally S-relativized (G, H)-Fejér monotone sequences
w.r.t. approximate F-points

We now generalize the concept of ‘uniform (G, H)-Fejér monotonicity’ introduced
in [7, Definition 4.6]:

Definition 4.1. We say that (z,) is uniformly locally S-relativized (G, H)-Fejér
monotone w.r.t. approximate F-points with moduli y : N> =+ N, p : N — N if for
all r,n,m € N and for all p € X we have

(]9 S AFx(n,m,r) A d('rnup) < p(r) + 1 A S(na p(’f’))

=i < m(H(d(w,s.p)) < Gld(wp) + 7).
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Remark 4.2. If (z,,) is uniformly (G, H)-Fejér monotone w.r.t. F with modulus
X in the sense of [7, Definition 4.6], then (z,) is uniformly locally S-relativized
(G, H)-Fejér monotone w.r.t. approximate F-points with moduli x and an arbitrary
p N — N for any property S.

Example 4.3. In the setting of Applications 2.6 and 3.6 for the case of Dykstra’s
algorithm, we can obtain moduli x, p in the sense of Definition 4.1. Indeed, for
every r,n,m € N define

p(r) =420+ 1)(r +1) — 1 and x(n,m,r) :=8b(n +m)(r + 1) -1,

where N 5 b > ||z — z¢|| for some z € C, as before. Assume that ||z, — p|| < m,
. 1
p € AE mr), ie. %y lp— Pip)ll < o+ 1
- 1
_ <
and Z <xk xnan> — p(r)Jrl

k=n—N+1

for given 7,m,n € N and p € X.2 Then, similarly to the proof of [13, Theorem 3.11]
and Application 3.6, we have for G(a) = H(a) = a* and any ¢ < m,
n n+4

H(lwnse - pll) < Glllen — pl) + 2( S wmepadt S - ma )
k=n—N+1 J ic:n—i—Z—N-i-l .
=:t1 =‘:,2
Then, .
ty = Z (Tk — Tn, Q1) Z — D: )
k=n—N+1 N+
13, L3.1(i),L.3.4] %+ 1 1
< ) ] =
- p(r) +1 - ||:L’n p|| — p(r)+1 4(r+1)

and (with Py(p) being an arbitrary point for negative k)

n+/ n+4
by = Z (P — Pu(p), ar) + Z (Pr(p) — @k, qi)
k=n+{—N+1 k=n+{—N+1 <0, by [13‘»,'L.3.1(iii)]
n+¢ n+f—1
13, 1.3.2] 1
< Z lp =Pl Nl < Y +1 Z |z — Tpg ||
k=n-f—N+1 k=0
< 2b(n+10) < 1

= Xmr) +1 = A+ 1)

Therefore 2(t; + t2) < which concludes the proof.

ey

The next theorem generalizes [7, Theorem 5.1] to sequences which are uniformly
locally S-relativized (G, H)-Fejér monotone w.r.t. approximate F-points:

2 Recall that the last conjunct stands for the property S(n, p(r)).
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Theorem 4.4. Let (X,d) be a totally bounded metric space and v be a modulus of
total boundedness for X in the sense of [7, Definition 2.2]. Assume that

(i) (mn) is uniformly locally S-relativized (G, H)-Fejér monotone w.r.t. approzi-
mate F'-points, with moduli x, p;

(ii)  (x,) has approximate F/S-points, with ® being a nondecreasing approximate
F/S-point bound.

Then (x,) is Cauchy and, moreover, for all k € N and all g : N — N

.. 1
N S \I/(k,g,q),x,p,a(;,ﬁH,V)VZ,j € [N7N+g(N)] <d($ux]) S m) ;

where \Ij(k’,g,q),x,p,ag,ﬂj{,")/) = \IIO(P_ 1) = \IJO(P_ 17kagaq)7X>p>5H); with
P =~ (max{ag 262k + 1)+ 1), p(28g(2k+ 1)+ 1)}) and

Wo(0) := ®(p(26u(2k + 1) + 1)),
o(n+1) := @ (max{x)" (Vo(n),26u(2k +1) + 1), p(2Bu(2k + 1) + 1)})
with — x4(n, k) == x(n,g(n), k), Xg/j(n, k) := max{x,(i,k) | i < n}.

Proof. We follow closely the proof of [7, Theorem 5.1] with some decisive changes
though. Let £ € N and g : N — N. Define

(k) :==minm (z,, € AF, A S(m,k)).

Both ¢ and ® are nondecreasing and @ is a pointwise bound on ¢. By induction we
readily prove that

\110<n7 k79790,Xa/0: 6H) S \IIO(n_}_ 17k7g7g07X7p7/8H)7
\Ijﬂ(n>k7g7q)7X7p75H) S @0(n+17k7gv¢7X7p75H)
and ‘11()(”7]{;797907)(7)076]{) S \IJO(ﬂﬂkagaq)JX?p?ﬁH)

for all n € N. Define for every : € N
n; = \110(1.7 ka g,Ys X Ps ﬁH)
Claim 1: Forall j > land all0 < i < j, 2, is a x4(ns, 285 (2k+1)+1)-approximate
F-point.
Proof of Caim 1: As j > 1 and so

n; = \Ijo(j> k:7g790aX>p>5H)
= ¢ (max{x}) (Yo(j—1.k, 9,9, X, 0, Bu), 281 (2k+1)+1) , p(2Bu (2k+1)+1)})

and
max {ng (‘IIU(.] - 17 k7g7 ©5 X Ps /BH)v 2611(2]{; + 1) + 1) 7p<26H(2k + 1) + 1)}
Z X;w (lefl, 2ﬁH<2k + 1) -+ 1) s

Ty, is a Xy(nj,l, 2Py (2k + 1) + 1)-approximate F-point.
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Since 0 < ¢ < j — 1, we have that n; < n;_;. Apply now the fact that Xéw is
nondecreasing in the first argument to get that

Xg(n4, 262k +1) + 1) < Xf;w(nzw 26u(2k+1) +1)
<Xy (521,281 (2k + 1) + 1)

which establishes Claim 1.
Claim 2: There exist 0 < I < J < P satisfying

1
VI € [nr,mr -+ g(nn)) (dlar,a,) < ).

Proof of Claim 2: Utilizing that ~ is modulus of total boundedness for X we get
that there exist 0 < I < J < P with

: 1 1
d(Tny, ;) < min { ac(28u(2k +1) +1) + 17 p(26m (2k +1) +1) + 1 } ®)

Since a is a G-modulus this, in particular, implies

1
G(d(mnl, fw)) < Wk +1)+2° 9)

By the first claim, we have that x,, is a x,(n, 265 (2k + 1) + 1)-approximate F-
point. By construction, n; satisfies S(nr, p(28m(2k + 1) + 1)). Applying now the
uniform locally S-relativized (G, H)-Fejér monotonicity of (z,) w.r.t. approximate
F-points with r := 282k + 1) + 1,n := n;,m = g(n;) and p := x,,, we get —
using (8) again — that for all [ < g(n;),

1 ©) 1
+ < :
20p(2k+1)+2 = Bu(2k+1)+1

H(d<xn1+l7 an)) < G(d(l‘m, an))

Since Sy is an H-modulus,

1
V1< glnn) (d(ngat,on,) < 5 ).

which establishes Claim 2.

From Claim 2 it is immediate that

Vk,l € [nr,n; + g(ng)] (d(xk’xl) = %ﬂ)

As nr = qj0(17kaga @aX?ﬂ?BH) S \IJD(Ivkagaq)7X7paﬁH) and [ S P — 17 we get that
ny S \IJO(P - 1>ka.gaq)7Xapa BH) = \Ij(kagaq)7Xapa aG?ﬁH?W)'

The theorem holds with N := n;j. ]

Corollary to the proof: One of the numbers ng,...,np_1 is a point of metasta-
bility.
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Application 4.5. As discussed already at the end of Application 2.6, this rela-
tivized notion of Fejér monotonicity allows for a simple convergence proof of Dyk-
stra’s algorithm in the finite dimensional case. In light of the moduli xy and p in
Example 4.3 (and also the C'/S-bound & implicit in [13, Theorem 4.2], cf. foot-
note 1), by Theorem 4.4 we moreover obtain rates of metastability for Dykstra’s
iteration. 0

As the proof of Theorem 4.4 shows, it is actually sufficient to assume a weaker
‘metastable’ form of Definition 4.1: In the following let S C N x N x N¥ be an
arbitrary predicate such that as before

ki < ks A S(n, k‘Q,g) — S(?’L,kl,g).

Definition 4.6. We say that (z,) is uniformly locally S-relativized metastable
(G, H)-Fejér monotone w.r.t. approximate F-points with moduli x : N2 x N¥ — N,
p:N = Nif forall ,n € N,g € NV andforallpeX

(b € ABygurg A d(wn,p) <~ s A S(n, p(r), )
)
It is clear that if (x,) is uniformly locally S-relativized (G, H)-Fejér with moduli
G,
);

X, p, then it is uniformly locally S’-relativized metastable (G, H)-Fejér monotone
w.r.t. S'(n, k,g) := S(n, k) with moduli x'(n,r,g) := x(n,g(n),r) and p.

p(r)+1 )
VI < g(n) (H(d(xn+l,p)) < G(d(wn,p))

r

Theorem 4.4 (and its proof) holds for the weaker assumption with x,(n,k) =
x(n, k, g) instead of x,(n, k) := x(n,g(n), k) and ®, ¢ such that

Vk € NVg € N¥3m < ®(k, g) (2, € AF, A S(m, k. g))
and o(k,g) :=minm (z,, € AF, AN S(m, k,g)).

5. Further applications
5.1. Alternating inertia

In the recent paper [15], the novel concept of (G, H)-quasi- f monotonicity is applied
to an algorithm (z*) with alternating inertia due to [6, 10] to obtain an effective
rate of metastability of (z¥). We now sketch that this result can alternatively also
been obtained by our approach: let X be a finite dimensional Hilbert space and
consider an a-averaged mapping 7' : X — X with 0 < o < 1. Given 2° € X and
0 < ap < (1 —a)/a for all k, the sequence (z¥) is defined by

", if k is even,

S N
v e {a: P (af — Y, if & is odd.

As in [15, Lemma 7.8] one shows that for b > ||z% — z*||, [|2* — Tz*|, ||T2* — 2*||,
|2* — Ta*|| for all k and ||z* — Ta*|| < ¢ one has

||£L‘2k+2 . $*||2 S ||{L‘2k _x*HQ + (3*204
(6%

) be (10)
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as well as
20— P < o = 2|2+ 202 < o™ — 2t P4 (252 4 2)be (11)

(for (11) we apply the estimate in the proof of [15, Lemma 7.8] to k—1 instead of k).
Hence

3

2 o?

v < (a2 = 2| < Qe — a4 [2] - (252 2) b)), (12)
So Definition 4.1 is satisfied for

H(z):=G(z) =2% AF, = {x eX:|e—-Tz| < %H}
and S(n,m) := (n is even) with x(n,m,r) := (r + 1)[2] [(3# +2)b] — 1 and an
arbitrary choice of p.
Since, moreover, [15, Lemma 7.6] provides an approximate F'/S-bound, we can im-
mediately apply Theorem 4.4 to obtain a rate of metastability which essentially
coincides with that in [15, Theorem 7.10].

If we assume the existence of a modulus of regularity for 7" w.r.t. Fiz(T), then we
can apply our Theorem 3.4 to immediately obtain a rate of convergence for (x)
corresponding to [15, Theorem 7.12].

Instead of the special case of 2k in the argument above we may also have an arbitrary
function f(k) and then define S(n,m) := (n is of the form f(k) for some k). An ap-
proximate F'/S-bound would then be available whenever e.g. (2*) is asymptotically
regular and f diverges to infinity.

5.2. Fejér* monotone and quasi-Fejér of Type III sequences

Recently, the concept of Fejér* monotonicity was introduced in [2, Definition 2.4] as
part of a study on a variant of the circumcenter method to solve the convex feasibility
problem. We remark that the notion of locally relativized (G, H)-Fejér monotonicity
in Definition 2.3 is actually more general than Fejér* monotonicity. Specifically, any
sequence (z,) that is Fejér* monotone w.r.t. a set M C R™ is, in particular, locally S-
relativized (Id, Id)-Fejér monotone with S(n,m) :=n > m and the condition () is
satisfied with m = N(p) (where N () is as in [2, Definition 2.4]). Moreover, note that
Fejér* monotonicity is not covered by the previous ‘non-relativized’ notion from [7,
Definition 4.1]. Furthermore, the recent preprint [3] expands on the study of Fejér*
monotonicity and further relates it with general notions of quasi-Fejér monotonicity
(originally introduced in [5], see also [4]). In particular, in [3, Example 3.1] a simple
example of a sequence which is Fejér* monotone, and thus also in our general sense,
is provided. Also, the most general notion therein of quasi-Fejér monotonicity of
type III is broader than Fejér* but nevertheless still covered by our notion. Indeed,
any sequence (x,) that is quasi-Fejér monotone of type I1I is in particular locally S-
relativized (G, H)-Fejér monotone with G(a) = H(a) = a?, S(n,m) := n > m and
the condition (x) in Definition 2.3 is satisfied with m € N such that Y ;e <
(where (eg) is as in [3, Definition 4.1]; originally defined in [4, Definition 1.1]).

1
r+1

5.3. Tseng’s splitting algorithm

In [9], a rate of metastability for (a vast generalization of) Tseng’s splitting algorithm
(see Theorem 26.17 in [1]) for the computation of zeros of A + B for maximally
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monotone operators A, B is given. This algorithm produces two sequences (z,,), (z,)
which (in the finite dimensional case) both strongly converge to a zero of A + B
(under the conditions given). (z,) is Fejér monotone and in [9] it will be discussed
that (z,) satisfies our Definition 4.6 (with effective moduli) which results in a rate
of metastability for (z,) (while also a direct argument for the construction of a rate
of metastability for (z,) is given there by a more ad-hoc argument).
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