Controllable Simulation of Deformable Objects Using Heuristic Optimal Control
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Abstract. Physically-based simulation techniques have been widely used in computer graphics because it creates highly realistic animation. However, due to the limitation of passive simulation and simplified modeling methods, it is very difficult to control the behavior of deformable objects directly. Ability to control the behavior of deformable objects is a very important feature for an effective simulation. In this paper, we present a novel interactive method and interface techniques for controlling the behavior of physically-based simulation of deformable objects. In our approach, an animator can select any part of the deformable structure and drag it to the desired location then our system automatically generates the motion path using a heuristic optimal method. Animators can focus on the final pose of the controlled object, without worrying about how to achieve the goal pose. Based on the displacement distance and the previous trajectory of the intended node, the optimal path generator computes the required control parameters that steer the intended node to the desired goal position while preserving the style of the original motion and minimizing the energy to achieve the goal pose. The goal oriented control scheme enables users to interactively control and redirect the motion of deformable objects and guarantees that the edited motion is physically conforming.
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1. Introduction

Forward dynamics systems are widely used in both rigid and deformable object animation because they produce highly realistic animation. However, direct and precise control of the
behavior and trajectories of objects is difficult because it is based on a passive simulation model where the initial parameters and external forces are set upfront to compute the future motion. Existing approaches in deformable object simulation are mostly based on the passive dynamic simulation model. Under the current passive dynamic simulation paradigm, a small adjustment of the initial parameters can drastically affect the subsequent motion and result in different behaviors in the end. It is very difficult to predict if the final behavior would be what was desired for the simulation and it is even more challenging to control the dynamic behavior only by manipulating the initial conditions.

Another important cause of the difficulties in predicting and controlling the behavior of a deformable structure is that the widely used physical modeling techniques involve too much approximation and simplification to enhance the efficiency and programmability. The outcome of a simulation, using both the popular mass spring model and the finite element method (FEM), is heavily dependent to the combination of an element structure, the topology of connectivity, the granularity of elements, and coefficients that define the mechanical properties of the target deformable objects. If the granularity of the element structure is fine enough and all involved physical phenomena are precisely modeled, more realistic simulation can be achieved, but still it is insufficient to guarantee an exactly matched motion that an animator wants. Therefore, due to the limitation of the simplified modeling methods, certain behavior is somewhat unobtainable unless with a long, tedious trials and errors of parameter tweaking. Finding a correct combination of all contributing factors is often very difficult or almost practically unachievable. As long as we use approximated models like mass-spring or FEM, localized motion editing is inevitable to get the exactly intended and optimal behavior and therefore an intuitive, interactive controllable simulation is important and desirable especially in many production studios.

In many cases, animators would like to edit the end result or intermediate status of a simulation, just like using an inverse kinematics based editing tool for an articulated figure posing. A conventional way to edit a deformable structure simulation is to use a well-known key-frame interpolation and blending. However, it requires an animator to define a physically plausible path of a node, and therefore the quality of the motion is totally dependent to the animator’s skill. Furthermore, each node of a deformable structure is connected to many neighboring nodes and they are mutually affecting all nodes’ behavior. Manually generating realistic paths for all affected nodes in a deformable object is very difficult.

Controlling the dynamic behavior to a user’s liking, especially in an interactive fashion, is very challenging since it requires sophisticated algorithms that steer the simulation by managing space and time dependent control forces over the neighboring structures on the fly. The thrust of this work is to automatically generate a set of appropriate control forces from user interaction metaphors, such as stopping a simulation and dragging a part of the object or interactively defining the trajectories of nodes. We adopt the two-phase simulation model: a pilot first-phase simulation with tentative coefficients is conducted and let the user edit the behavior of target nodes directly so that a desired behavior can be achieved in the second-phase simulation with added control parameters. Instead of repeating the initial parameter tweaking, we propose to use a set of time-encoded localized control parameters to steer the simulation. The proposed path generation algorithm automatically computes the motion paths and the required control parameters for the designated node and surrounding affected nodes, so that the goals can be satisfied in the second phase.

An attractive feature of our system is that the animator is able to directly edit the motion at any time without adjusting the underlying physical parameters. The effect of control and
behavioral changes are localized to the intended time and space without altering the material properties or fundamental conditions of the simulation. After generating the motion paths, the user has an opportunity to fine tune the trajectories by moving control points of the trajectories. In editing the generated path, we use the interpolation polynomial in Newton’s form [19] to set up the path for an object motion with 4 control points (Figure 3 (c)). The main contribution of our heuristic optimal method is substantial performance improvement and ease of implementation for the path generation by removing expensive gradient computation. Typically the gradient computation has been the bottleneck for computing control parameters because each parameter required its own derivative computation at every time steps.

2. Related works

Motion sketching and relevant interactive technique for controlling and manipulating rigid body simulation are introduced in [26, 27]. To achieve a desired motion, they changed initial physical parameters so the result of editing affects the simulation globally due to the tweaked fundamental parameters for the entire simulation. This method works well for rigid bodies but it is difficult to apply the same technique to deformable objects because of the large number of degrees of freedom and associated computational complexity in a deformable object. Motion synthesis techniques that generate motions by cutting and pasting motion capture data [1, 2], parameterization of motions [20] and path-based editing of existing motion data [14] were successfully applied to human motion synthesis. Similarly an inverse kinematics system, based on a learned model of human poses, was introduced in [15] but it is also limited to articulated figures like human body. JAMES et al. [16] used pre-computation based data driven tabulation of state space for quick computation of shape and appearance of deformable objects. Their method permits real-time hardware synthesis of nonlinear deformation and real-time user interaction. But the pre-computing process to encompass possible future motions requires a heavy computation and it only covers a small portion of frequently animated modes. Constrained dynamic schemes have been widely studied in robotics and computer graphics for motion control. Putting a proper set of geometric constraints over a dynamic system is often used to control the behavior of dynamic system [3, 4, 8, 30]. Constraint-based methods work well for enforcing geometric constraints but it is very difficult to generate particular motions since the desired motion is in a higher abstract form and it should be parameterized with a set of proper constraints. Realistic simulation and motion control of smoke and water has drawn a lot of attention from the special effects industry. These phenomena require high-level control mechanisms for physics-based fluid simulations; for example, keyframe fluid simulation [22, 29], target-driven simulation [10], and level-set method [9, 11, 21, 23]. While these studies were successful in achieving the desired configuration of fluid, still the generation of optimal paths to form the configuration and an interactive editing in the middle of a simulation remain a significant challenge.

3. Motion control

3.1. Modeling of physical systems

Mass-spring system is a popular choice for modeling deformable objects in many computer graphics applications. We use a simple mass-spring-damper model with linear springs and
dampers. Structural springs are connected in a rectangular format and shear springs are connected in diagonal direction. Primary and secondary bending spring structures are similar to [7].

We write our system of equations using \(3N\) generalized coordinates, \(q\) which is the state vector of the system, where \(N\) is the number of discrete masses, and the generalized coordinates are simply the Cartesian coordinates of the discrete masses.

\[
q = [x_1 \ y_1 \ z_1 \ x_2 \ y_2 \ z_2 \ \ldots \ x_N \ y_N \ z_N]^T
\]

Simulation of physical systems begins with an initial state \(q_0\) and repeatedly applies a sequence of operations \(F_i\) to the state, so that \(q_{i+1} = F_i(q_i, \dot{q}_i, \Delta t)\) for all \(i \geq 0\), thus advancing the state through time. The function \(F_i\) is derived from the Newton’s law and \(\Delta t\) is a step-size parameter.

### 3.2. Control parameters

We define a control vector, \(u\), which encodes all the external influences the system has over simulation. The physical system equation of movement of discrete masses with external control forces is

\[
M \ddot{q} + K_d \dot{q} + K_s q = u
\]

Equation (2) expresses Newton’s second law of motion for discrete masses. \(M\), \(K_d\), and \(K_s\) are \(3N \times 3N\) matrixes containing discrete masses, damping coefficients, and spring stiffness constants. \(u\) is a \(3N \times 1\) vector including external control forces. We can rewrite equation (2) in the following form:

\[
M \ddot{q} = F^A + u
\]

where \(F^A\) are applied, gravitational, damping, and spring forces acting on the discrete masses. With the Euler method, the equation of motion (equation (3)) along with the kinematic relationship between \(q\) and \(\dot{q}\) is discretized as

\[
\dot{q}_{i+1} = \dot{q}_i + \Delta t M^{-1} F^A(q_i, \dot{q}_i, t) + \Delta t M^{-1} u_i
\]

\[
q_{i+1} = q_i + \Delta t \dot{q}_{i+1}
\]

Substituting \(\dot{q}_{i+1}\) from equation (4) into equation (5) we obtain

\[
q_{i+1} = q_i + \Delta t \dot{q}_i + \Delta t \left[\Delta t M^{-1} F^A(q_i, \dot{q}_i, t) + \Delta t M^{-1} u_i\right]
\]

\[
u_i = M \left\{q^*_{i+1} - \left[q^*_i + \Delta t \dot{q}^*_i + \Delta t^2 M^{-1} F^A(q^*_i, \dot{q}^*_i, t)\right]\right\} / \Delta t
\]

Our system tries to generate the new motion path \(q^*\) using the heuristic optimal method, computed by the control forces described in equation (7). These control forces should guarantee the minimal energy consumption, preservation of original motion style and meeting the goal poses.

### 3.3. Problem definition

The goal of our research is to provide users an ability to control the motion which appears physically correct, preserves the style of the original motion, and satisfies goals for a deformable object. In most motion control task, the first problem is to reach the desired position. To meet the goal, the control vector \(u = [u_0 \ u_1 \ \ldots \ u_{n-1}]\) that guarantees meeting
the goal positions within a finite time frames must be calculated. There are \( n \) unknown control forces but we only have one given condition (\( \mathbf{q}_n \) is equal to the desired position). It is not enough condition to solve the problem and infinite number of solutions are possible so additional conditions are required. We create the cost function \( J \) which measures required energy and evaluates the goal satisfaction criteria. In addition the time range \( n \) over which the control forces are engaged should be defined. Another condition is that the new path should preserve the style of the original motion. If the objective is to minimize the energy only, then it may generate a jerky motion with sharp turns and uneven velocity distribution, resulting unnatural motion.

### 3.4. Cost function minimization

Given the generalized system equations

\[
\mathbf{X}_{i+1} = A \mathbf{X}_i + B \mathbf{u}_i \quad \text{where} \quad \mathbf{X}_i = [\mathbf{q}_i \mathbf{\dot{q}}_i]
\]

the optimal control problem determines control vector \( \mathbf{u}_i \) that minimizes the cost function

\[
J = \sum_{i=0}^{n-1} \left[ \mathbf{X}_i^T \mathbf{q} \mathbf{X}_i + \rho \mathbf{u}_i^2 \right]
\]

where \( \mathbf{q} = \mathbf{q}^T \geq 0 \) which is a positive semi-definite matrix and \( \rho > 0 \). \( \mathbf{q} \) is often diagonal where the diagonal entries are chosen to weight different states by different amounts. The first term on the right-hand side of equation (9) can be modeled to measure how closely the simulation reaches the desired conditions. The second term accounts for the expenditure of the energy of the control forces. \( \mathbf{q} \) and \( \rho \) determine the relative importance of the error and the expenditure of this energy. There are many standard numerical methods for minimizing the cost function \([5, 12, 13, 18, 25]\). Conventional methods to find the control vector that minimizes the cost function typically use the Riccati equation \([18, 25]\) or a set of Lagrange multipliers \([5, 12, 24]\). Since these numerical methods are a derivative based optimization, we must not only evaluate \( J \), but also compute its gradient \( \frac{dJ}{d\mathbf{u}_i} \) at every time step. This gradient computation for deformable structure is very expensive and becomes a bottleneck because usually a large number of nodes are involved and each parameter requires its own derivative computation. The proposed heuristic optimal control method eliminates this bottleneck completely to improve the performance.

### 3.5. Motion path generation using the heuristic optimal control

The formulation of an optimal control problem requires a mathematical model of the process to be controlled \([6, 17]\), a statement of the physical constraints, and specification of a performance criterion. Equation (2) is our mathematical model which expresses Newton’s second law of motion. We represent motion path \( \mathbf{q}_{ij} \)

\[
\mathbf{q}_{ij} = [x_{ij} \ y_{ij} \ z_{ij}]^T
\]

where \( i \) is the time steps and \( j \) denotes the selected node to be moved. From now on, \( j \) will be omitted so \( \mathbf{q}_i \) means \( \mathbf{q}_{ij} \). The next step is to define the physical constraints on the state and control values but the time range \( T_r \) which a user wants to control must be defined in advance. A user selects one node which a user wants to move at current time \( T_c \) and simply
Figure 1: These three figures show the heuristic optimal path generation process using the multistage decision process. The red circle is the region to find the locally minimum optimal position. $R_i$ is the radius vector that determines the direction of control force. Green line is the newly generated heuristic optimal trajectory.

Drag it to a desired location $q_n^*$ ($i = n$ means $i = T_c$). We set a time range to be directly proportional to the length of change between the current position $q_n$ and the desired position $q_n^*$ (the blue line in Figure 1).

$$T_r = \alpha \| q_n^* - q_n \|^2$$

where $\alpha$ is a scale factor. If $T_s$ ($T_s = T_c - T_r$) is the starting time to put control forces and $T_c$ is the time which a user want to change the scene, then

$$q_0^* = q_0, \quad \dot{q}_0^* = \dot{q}_0, \quad \text{and} \quad q_i^* = q_n^* \quad (i = 0 \text{ means } i = T_s)$$

In addition, if the maximum control force is $F_{\text{max}}$, then the control forces must satisfy

$$\| u_i \|^2 \leq F_{\text{max}} \quad \text{for } T_s \leq i < T_c \quad \text{or} \quad 0 \leq i < n$$

The cost function $J$ measures how closely the affected node reaches the desired position and also penalizes the system for using too much control forces. These two conditions can be written as:

$$J = \frac{1}{2} \sum_{i=0}^{n-1} \left[ \beta \| q_n^* - q_{i+1}^* \|^2 + \gamma \| u_i \|^2 \right]$$

subject to: $\| q_n^* - q_{i+1}^* \|^2 \leq D$ and $u_i \leq F_{\text{max}}$ for $0 \leq i < n$

where $\beta \geq 0$ and $\gamma \geq 0$ are weighting factors. Large $\gamma$ puts more emphasis on the amount of control force while $\beta$ concerns about the goal satisfaction. The optimal control problem is to find an admissible control forces $u$ which causes the system to follow an admissible trajectory $q^*$.

Instead of solving the problem with the conventional nonlinear optimization method that involves expensive gradient computation, our algorithm tries to find local radial vectors only for the new control force direction that can improve the cost function at every iteration step independently. This multistage decision process to get a locally optimal path is shown in Figure 1. Let us denote the scalar ratio $L$ between the length of original path and the length of desired path from $T_s$ to $T_c$:

$$L = \delta \frac{\| q_0 - q_0^* \|^2}{\| q_0 - q_n \|^2}$$
where $\delta$ is a scale factor. Also we define the radius vectors $R_i$:

$$R_i = L \left[ q_{i+1} - q_i \right] \quad \text{for } 0 \leq i < n$$

Then the algorithm initially sets a seek angle range $\theta$ and searches for a condition that reduces the cost function by altering the search angle at a discrete interval, from $-\theta$ to $\theta$. $q_{i+1,\theta}$ is the new point after the rotation $R_i$ for $\theta$ degrees centered at $q_i^*$.

$$q_{i+1,\theta} = q_i^* + \text{Rot}(\theta) \cdot R_i$$

where Rot$(\theta)$ is a rotation matrix. Control forces $u_{i,\theta}$ for every point $q_{i+1,\theta}$ on the circle with the radius $R_i$ can be calculated by equation (7) for $0 \leq i < n$.

$$u_{i,\theta} = M \left\{ q_{i+1,\theta} - \left[ q_i^* + \Delta t \dot{q}_i^* + \Delta t^2 M^{-1} \dot{F}^A(q_i^*, \dot{q}_i^*, t) \right] \right\} / \Delta t$$

By repeating this process until the seek angle reaches the predefined boundary, locally optimal control forces $u$ to minimize the cost function can be found and the heuristic motion path $q^*$ can be generated.

$$\min (J_{i,\theta}) = \min \left[ \frac{1}{2} \left( \beta \| q_{i+1,\theta} - q_n^* \|^2 + \gamma \| u_{i,\theta} \|^2 \right) \right]$$

The solutions of equation (19) are our newly obtained motion path $q^*$. Another goal that must be satisfied concurrently is to generate the path that reaches the desired position while preserving the style of the current motion. Finding the locally optimal control force, obtained in the radial vector form within the seek circle, is particularly convenient for preserving the style of the original motion since the arc length of new step is proportional to the step length of the original motion. Since the style of a motion is mostly dictated by the magnitude and direction of each step, radial vectors with proportionally scaled arc lengths, combined with minimally deviated seek angles, can help to conserve the style of the original motion.

### 3.6. User defined spatial and temporal control

Even though the optimal path generation method minimizes the weighted sum of required energy to achieve the desired end result and to maintain the smoothness of the trajectory, the generated path may not be an exactly intended path both in the spatial and temporal sense. Our system allows a user to manually edit the path by moving control points of a curve duplicated from the generated path. This manual intervention process may negate the optimal path generation process and it could possibly involve physically non-conforming motion, and therefore it is restricted only for a slight spatial and temporal adjustment from the automatically generated optimal path. The interpolation polynomial in Newton’s form [19] is used for blending the user defined path and the generated optimal path. When the new node position is remotely displaced, the overall speed of motion is changed as well, since the arc length of the new motion is altered from the original motion. In most cases the optimal path generation algorithm disperses the speed discrepancies naturally but sometime further temporal fine tuning is desirable. In order to satisfy the temporal goals, the distance function can be expressed as:

$$d_{i+1} = \| q_{i+1} - q_i \|^2, \quad d_{i+1}^* = \| q_{i+1}^* - q_i^* \|^2 \quad \text{for } 0 \leq i < n$$
where \( d_i \) is original arc-length and \( d_i^* \) is arc-length of the desired motion path at time \( i \). \( d_0 \) and \( d_0^* \) are zero. From equation (20), total lengths of an original path and a desired path can be written as \( d_{Tot} \) and \( d_{Tot}^* \).

\[
d_{Tot} = \sum_{i=0}^{n-1} d_{i+1}, \quad d_{Tot}^* = \sum_{i=0}^{n-1} d_{i+1}^*
\]

(21)

We also define a scale vector \( S \) which is a ratio between a total moving length of original path and a length of each time step within the interval \([T_s, T_c]\). \( S^* \) represents a relationship between total arc-length of a desired motion path and a length of each time step:

\[
S = [s_1 \ s_2 \ \cdots \ s_n], \quad s_{i+1} = d_{i+1}/d_{Tot}
\]

\[
S^* = [s_i^* \ s_2^* \ \cdots \ s_n^*], \quad s_{i+1}^* = d_{i+1}^*/d_{Tot}^*
\]

(22)

where \( 0 \leq i \leq n - 1 \). Total sum of scale vector elements is one.

\[
\sum_{i=1}^{n} s_i = 1, \quad \sum_{i=1}^{n} s_i^* = 1
\]

(23)

The temporal control method for motion control allows users to change the speed of new motions similar to [28]. To maintain the characteristics of the original simulation, we proportionally divide a desired path compared with an original path. It involves following 4 steps. First, \( S^* \) is set to \( S \) then the distance vector of the desired motion path, \( d^* = [d_1^*, d_2^*, \cdots, d_n^*] \), is calculated by equation (22).

\[
d_{i+1}^* = s_{i+1} d_{Tot}^* = d_{i+1} d_{Tot}^*/d_{Tot}
\]

(24)

Third, \( q_i^* \) is obtained using distance vector \( d^* \). Finally the control force vector \( u \) can be computed by equation (7). The lower part of figure 3 shows the automatically generated optimal path in blue color, user directed path in orange color and the final blended path in the cyan line (dotted line).

4. Multiple paths control

A deformable object involves many particles and in order to control the behavior of the object, all affected particles need to be handled at the same time. Controlling multiple individual particles may incur conflicting control forces, or they may affect each other in unexpected ways since they are all connected in the mesh structure. To address the conflicting control forces issue we use a time-stamped sequential control force application for the overlapped control range of multiple paths control. For instance, when there are two particles’ paths to be edited, the time range of the optimal path generation is redefined (mostly expanded) to deal with the possible interplay. Let’s assume the time range of the first particle A is \([t_1, t_2]\) and \([t_3, t_4]\) for the particle B. If \( t_3 \) is earlier than \( t_1 \) the particle B’s newly edited behavior will affect the particle A’s force computation at time \( t_3 \). To avoid this conflict, \( t_1 \) is redefined to \( t_3 \) so that the two particles’ mutual influences can be considered in the optimal paths generation. Figure 2 shows two optimally generated paths with overlapped time range.
Figure 2: This figure shows that the multiple goals are simultaneously satisfied and it displays two optimally generated paths. The lower part of the figure indicates how to edit the path by moving control points and blending the user defined path and the generated optimal path.

5. Experiments

We have performed three sample cloth simulations shown in Fig. 3, Fig. 4, and Fig. 5. The example in Fig. 3 uses a mesh with $20 \times 20$ nodes to illustrate overall procedures of motion control and final editing. It is the screen capture of a live simulation of free falling cloth patch. In this example, a user can select any part of the patch, move it to the desired position (Fig. 3(a)), and the system generates the path using our algorithm (Fig. 3(b)). If a user wants to edit the generated path further, the path can be edited by moving control points and then blend two paths (Fig. 3(c)). Path generation can be accumulated for multiple node paths control (Fig. 3(e)). The example in Fig. 4 shows another motion path generation with collisions in the middle of the editing time range. After the collision, a corner of the cloth is excessively curled in the initial simulation but a simple relocation of a node corrects the problem while keeping the physically realistic behavior intact. Two examples in Fig. 3 and Fig. 4 are point based control. In those two example, the user selected one control node and moved it to the desired position. The example in Fig. 5 shows how to generate the user defined target pose. In this example, a user can select the scene to be controlled then choose the control region and define the target pose by changing the curl and rotate angle. Those two angles decide the shape of the target pose.

Even if the motion can be generated automatically, the process involves several user-defined coefficients such as $\beta$ for the evaluation of the goal satisfaction, and $\gamma$ for the admissible amount of control force. $\beta$ and $\gamma$ are dependent on the magnitude of distance error and control force. If $\gamma$ is too large, that signifies small control forces applied to the system, the final position may not reach to the desired position. If $\beta$ exceeds a threshold, the generated path tends to be the shortest path, and the route could be unnaturally straight. To avoid this, we limit the seek angle $\theta$ within minimal range at initial steps and gradually increase
Figure 3: These series of figures show how to control the behavior of a cloth patch. (a) A user can define a final pose of a cloth by stopping the simulation and moving a node to the desired position. (b) Heuristic optimal path generator produces a new path (cyan line) that satisfies the new goal position. The green line is the original path. (c) A user can further fine tune the newly generated path by moving control points (green cubes) and blending with the user defined path (red line). (d) The edited motion that satisfies the desired position is shown (e) A user can control multiple nodes’ behaviors simultaneously. The second node is moved to the other desired position and another optimal path is generated without violating the first node’s optimal path conditions. (f) The final motion that satisfies both control conditions is shown.

the range. Since appropriate coefficients are problem dependent, they can be adjusted by the system designer to reflect the intended motion.

6. Conclusions and discussion

This paper reports a new heuristic optimal control method to control the behavior of physically-based simulation of deformable objects. We have shown that the motion path and the required control parameters can be automatically generated and the new simulation in the second phase satisfies all user defined goals by the control parameters. Since most existing optimal control methods are gradient based, they require expensive evaluation of a cost function J and its gradient dJ/du. The gradient computation should be calculated at every time steps for each parameter, so traditionally it has been the bottleneck of the deformable objects motion control. We cast the problem to a combinatorial discrete optimization to avoid the expensive gradient computation. The proposed heuristic optimal control method is simple and substantially faster. It also helps us in preserving the style of the original simulation in more straightforward manner.

In the future, to optimize the search space and to accommodate the physical conditions of unreachable regions, new algorithms to detect the safe regions (physically possible regions)
Figure 4: These series of figures show how to control the unexpected behavior when a cloth patch is hitting a ball.

Figure 5: These series of figures show how to control the target motion. (a) A user selects the scene to be controlled. (b) A user can define the target pose by selecting the control region and changing the curl and rotate angles. (c) The final motion that satisfies the user defined target pose.

and a new scheme to incorporate this condition in the heuristic optimal path search needs to be further investigated. More studies on user interface to inform the user about the unreachable regions or accumulated collisions along the path is needed. User interaction to define a new desirable path could be further improved by a pattern and example based motion control and editing.
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