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Abstract. A real semisimple Lie algebra g admits a Cartan involution,

θ , for which the corresponding eigenspace decomposition g=k+p has the

property that all operators adX , X∈p are diagonalizable over R . We call
such elements hyperbolic, and the elements X∈k are elliptic in the sense

that adX is semisimple with purely imaginary eigenvalues. The pairs (g,θ)

are examples of symmetric Lie algebras, i.e., Lie algebras endowed with

an involutive automorphism, such that the −1 -eigenspace of θ contains

only hyperbolic elements. Let (g,τ) be a symmetric Lie algebra and g=

h+q the corresponding eigenspace decomposition for τ . The existence of

“enough” hyperbolic elements in q is important for the structural analysis

of symmetric Lie algebras in terms of root decompositions with respect to
abelian subspaces of q consisting of hyperbolic elements. We study the

convexity properties of the action of Inng(h) on the space q . The key role
will be played by those invariant convex subsets of q whose interior points

are hyperbolic.

Introduction

It was a fundamental observation of Cartan’s that each real semisimple Lie alge-
bra g admits an involutive automorphism, nowadays called Cartan involution, θ
for which the corresponding eigenspace decomposition g = k+p has the property
that all operators adX , X ∈ p are diagonalizable over R , we call such elements
hyperbolic, and the elements X ∈ k are elliptic in the sense that adX is semisim-
ple with purely imaginary eigenvalues. In this sense the Cartan involutions are
the basic tool to separate hyperbolic from elliptic elements and this is why they
play such a crucial role in the structure and representation theory of semisimple
real groups. The pairs (g, θ) are examples of symmetric Lie algebras, i.e., Lie
algebras endowed with an involutive automorphism, such that the −1-eigenspace
of θ contains only hyperbolic elements. It even can be shown that, up to adding
central factors, this property characterizes the Cartan involutions.

Let (g, τ) be a symmetric Lie algebra and g = h + q the corresponding
eigenspace decomposition for τ . The existence of “enough” hyperbolic elements
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in q is important in many contexts. For Cartan decompositions it is crucial for
the restricted root decomposition of semisimple real Lie algebras, and hence for
the whole structure theory of these algebras. There are other important classes
of symmetric Lie algebras where the set qhyp of the hyperbolic elements in q still
has interior points but is different from all of q . If (g, τ) is a non-compactly causal
symmetric (NCC) Lie algebra in the sense of [8], then q contains open convex
cones which are invariant under the group Inng(h) of inner automorphisms of g
generated by ead h and which consist entirely of hyperbolic elements. In the last
years this class of reductive symmetric Lie algebras and the associated symmetric
spaces has become a topic of very active research spreading in more and more
areas. For a survey of the state of the art we refer to [8] and the literature cited
there.

On the other hand there have been attempts to push this theory further
to symmetric Lie algebras which are not necessarily semisimple or reductive. The
simplest type (called the complex type) is where g = hC is a complexification and
τ is complex conjugation. Among these symmetric Lie algebras those for which
h contains an open invariant convex cone W consisting of elliptic elements play
a crucuial role (cf. [14], [17], [18]). Then iW ⊆ q = ih is an open cone consisting
of hyperbolic elements so that, in the special case of reductive Lie algebras, we
obtains on the one hand the non-compactly causal spaces of complex type and,
if we allow W = h , also the Riemannian symmetric spaces coming from Cartan
involutions of complex symmetric Lie algebras. For the associated symmetric
spaces of complex type and the reductive spaces mentioned above one nowadays
has a quite well developed picture of the harmonic analysis (holomorphic rep-
resentations: [15], [16]; spherical functions [2], [6]; Hardy spaces [9], [12]) and
the invariant complex analysis (invariant Stein domains and plurisubharmonic
functions [18]).

The next step in this program is to pass from Lie algebras of complex
type (hC, τ) to the general case. The main problem one has to face here is to
find the appropriate class of symmetric Lie algebras which is general enough to
encorporate all the cases mentioned above such as the mixed complex type case,
the non-compactly causal spaces, and also the Riemannian symmetric spaces.
Our main objective in this paper is to describe and develop the structure theory
and convex geometry of such a class of symmetric Lie algebras. We have tried to
keep the exposition as self-contained as possible. As far as the structure theory
of symmetric spaces is concerned we use not much more than [3] for well known
facts on the structure of Riemannian symmetric spaces.

We now give a short overview over the contents of this paper:

Section I starts with a collection of structural results concerning Levi
decompositions and Cartan decompositions which are invariant under some com-
pact group of automorphisms. Then we introduce the basic notions concerning
symmetric Lie algebras (g, τ).

The key notions in our structural analysis of symmetric Lie algebras
are those of hyperbolic and elliptic elements. Looking for large subspaces of
hyperbolic elements, we are led to the notion of a maximal abelian subspace of q
consisting of hyperbolic elements (always denoted a) and a maximal hyperbolic
Lie triple system p of q , i.e.,

[
p, [p, p]

]
⊆ p . One has similar notions for elliptic
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replaced by hyperbolic. The main results of Section II are Theorem II.8 and
Corollary II.9 stating that maximal elliptic and hyperbolic Lie triple systems
are always conjugate under the group Inng(h) = 〈ead h〉 acting naturally on
q . From that Lie algebraic result one easily deduces that all maximal compact
subspaces of a symmetric space which contain a given point are conjugate under
the isotropy group of this point. This generalizes the well known theorem that
all maximal compact subgroups of a connected Lie group are conjugate under
inner automorphisms.

In Section III we turn to a closer study of hyperbolic elements and
their orbits under the group Inng(h). We show that all maximal hyperbolic
abelian subspaces a of q are conjugate under Inng(h) and deduce that the
set qhyp of hyperbolic elements in q has non-empty interior if and only if a
is maximal abelian in q (Theorem III.3). These observations imply in particular
that qhyp = Inng(h).a , i.e., that each hyperbolic element is conjugate to an
element in a . Now the question arises how the orbit OX of such an element X
intersects a . The surprisingly simple answer to this question is given in Theorem
III.10 saying that for X ∈ a the orbit OX intersects a in the orbit of X under
the Weyl group of a maximal hyperbolic Lie triple system p containing a . This
result is obtained by showing that the Weyl group of a is not bigger than the
Weyl group of the Riemannian symmetric Lie algebra generated by p .

We have seen in Section III that the size of the set qhyp is related to the
subspaces a in the sense that it has interior points if and only if a is maximal
abelian in q . From now on we always assume this. In Section IV we consider the
root decomposition of the Lie algebra g with respect to a subspace a . It turns
out that each root vector Z generates an at most three dimensional τ -invariant
subalgebra:

(R) The Riemannian type, where g(Z) ∼= sl(2,R) endowed with the Cartan
involution. This is the type which exclusively occurs for Riemannian
symmetric Lie algebras.

(SR) The semi-Riemannian type, where g(Z) ∼= sl(2,R) endowed with the
involution corresponding to h = so(1, 1).

(A) The abelian type, where g(Z) ∼= R2 .

(N) The nilpotent type, where g(Z) is isomorphic to the three dimensional
Heisenberg algebra.

In semisimple symmetric Lie algebras only the first three types occur and
the occurence of (N) is a “solvable” phenomenon. It is quite illuminating that the
type of the test algebra g(Z) is, up to the distinction between type (A) and (N),
characterized by the sign of the quadratic form κτ (Z) := tr

(
adZ ad τ(Z)

)
(cf.

Proposition IV.7). We conclude Section IV with the discussion of some examples
which display the different types of behaviour that can occur.

Section V is dedicated to a discussion of a class of symmetric Lie algebras
that we call quasihermitian and which are characterized by the property that for
a maximal hyperbolic Lie triple system p the centralizer of its center in q is not
bigger than p .

In Section VI we come to the subject proper of this paper, the convexity
properties of the action of Inng(h) on the space q . The key role will be played by
those invariant convex subsets of q whose interior points are hyperbolic. We call
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such invariant convex sets hyperbolic. The main point of this section is that the
existence of hyperbolic invariant convex sets has significant consequences for the
structure of the symmetric Lie algebra (g, τ). In particular we show that this
implies that (g, τ) is quasihermitian, and, whenever pointed cones with these
properties exist, also that it has strong cone potential (cf. Definition V.1(g)).

Having already dealt with the quasihermitian Lie algebras in Section
V, we turn to the Lie algebras with (strong) cone potential in Section VII. We
show that it imposes quite restrictive conditions on the structure of the root
decomposition of g . The most crucial results are the Short String Theorem
(Theorem VII.18) and its consequences. We also describe a method to construct
interesting examples of mixed symmetric Lie algebras having all of the properties
mentioned above. A Lie algebra which displays many features of the theory is the
symmetric Jacobi algebra g = hno sp(n,R), where hn is a (2n+ 1)-dimensional
Heisenberg algebra, sp(n,R) acts naturally on it, and both are endowed with
compatible involutions turning g into a quasihermitian symmetric Lie algebra
with strong cone potential (cf. Example VII.17).

For many applications concerning analysis on symmetric spaces and in
particular phenomena related to analytic continuation aspects it is important to
understand quite well the embedding of the symmetric Lie algebra g into its
complexification gC which is endowed with the antilinear extension τ̂ of τ . This
corresponds to an embedding q → q̂ := q + ih = igc , where gc = h + iq is
the dual symmetric Lie algebra. We call gC , resp. q̂ , the canonical extension
of g , resp. q . The Inheritage Theorem (Theorem VIII.1) states that whenever
a symmetric Lie algebra (g, τ) is quasihermitian and the centralizer zh(a) of a
in h is compactly embedded, then (gC, τ̂) is also quasihermitian. This result is
a rather important tool because it makes many results that have been proved
for the special case of symmetric Lie algebras where τ is complex conjugation
available in the general context. In the remainder of Section VIII we apply
this method to derive convexity theorems which describe the (convex hull of)
projections of hyperbolic orbits in q onto a along the complementary subspace
[a, h] .

Section IX is almost entirely devoted to the characterization of those
symmetric Lie algebras for which there exists an open convex invariant cone in
qhyp . In this case there always exists finitely many maximal cones W 0

max having
this property. The main difficulty is to show that the interior of the cone Wmax

consists of hyperbolic elements which is not at all evident from the definition.

In Section X we finally use the aforementioned convexity theorems to
obtain a characterization of invariant subsets of q whose interior consists of
hyperbolic elements by their intersections with a . These results can in particular
be used to obtain a classification of the invariant hyperbolic cones in q by
their intersections with a . From this characterization we derive a particularly
interesting result saying that in the natural setup all invariant hyperbolic convex
subsets C ⊆ q can be extended to invariant convex hyperbolic subsets Ĉ ⊆ q̂
satisfying Ĉ ∩ q = C . We expect that these results have many applications in
the further investigation of related Hardy spaces, spherical functions, invariant
plurisubharmonic functions, Stein domains, and representations on spaces of
holomorphic functions.
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List of symbols

a maximal abelian hyperbolic subspace in q (Definition I.7(b))

â maximal abelian hyperbolic subspace in q̂ extending a

α̌ coroot of α ∈ ∆ (Definition V.1(e))

Aα representing element of α ∈ ∆ in a (Proposition IV.7(iv),(v))

B(C) lower bounded linear functionals on C (Definition VI.2(a))

Cmax maximal cone in a (Definition V.1(d))

Cmin minimal cone in a (Definition V.1(d))

Cmin,p minimal semisimple cone in a (Definition V.1(d))

Cmin,z minimal central cone in a (Definition V.1(d))

∆ root system of g with respect to a (Theorem IV.1)

∆̂ root system of gC with respect to â

∆+ system of positive roots in ∆

∆̌ coroots of ∆ (Definition V.1(e))

∆k compact roots in ∆ (Definition V.1(a))

∆n non-compact roots in ∆ (Definition V.1(a))

∆p non-compact semisimple roots in ∆(Definition V.1(a))

∆r solvable roots in ∆ (Definition IV.4)

∆s semisimple roots in ∆ (Definition IV.4)

(g, τ) finite dimensional real symmetric Lie algebra (Definition I.6(a))

gc = h + iq (c-dual of g)

gα root space associated to the root α ∈ ∆ (Theorem IV.1)

h 1-eigenspace of τ (Definition I.6(a))

ĥ = gc (1-eigenspace of τ̂ )

H(C) edge of C (Definition VI.2(b))

Inng(b) group of inner automorphisms of g generated by ead b , where b ⊆ g

κ Cartan-Killing form of g

κτ = κ(·, τ(·)) (Proposition IV.7(vi))

limC limit cone of C (Definition VI.2(b))

n maximal nilpotent ideal in g

nb(c) normalizer of c in b

NB(c) normalizer of c in B ⊆ Aut(g)

q −1-eigenspace of τ (Definition I.6(a))

q̂ = igc (−1-eigenspace of τ̂ )

p maximal hyperbolic Lie triple system in q (Definition I.7(c))

p̂ maximal hyperbolic Lie triple system in q̂

qell elliptic elements in q (Definiton I.7(a))

qhyp hyperbolic elements in q (Definition I.7(a))



74 Krötz and Neeb

r radical of g

rα solvable part of gα (Definition IV.4)

s Levi-complement in g

sα semisimple part of gα (Definition IV.4)

t compactly embedded Cartan subalgebra of gc (Proposition VII.10)

θ Cartan-involution of s

th Cartan subalgebra of h0 (Proposition VII.10)

τ̂ complex antilinear extension of τ to gC
W Weyl group of (g, τ, a) (Definition III.9)

Ŵ Weyl group of (gC, τ̂ , â)

Wmax maximal hyperbolic cone in q (Chapter IX)

Ŵmax maximal hyperbolic cone in q̂ (Chapter X)

z(b) = zb(b) (center of b)

zb(c) centralizer of c in b

ZB(c) centralizer of c in B ⊆ Aut(g)

Conventions: Subscripts denote intesections, for instance rq = r ∩ q etc. and
for a subspace b ⊆ g we write b0: = zb(a) and denote by bL the subalgebra of g
generated by b .

I. Preliminaries on symmetric Lie algebras

Invariant Levi complements

We start with some information that will be crucial to obtain suitable Levi
decompositions of Lie groups.

Lemma I.1. Let V be a finite dimensional vector space over a field K with
charK = 0 and G ⊆ Gl(V ) an algebraic subgroup such that V is a semisimple
G-module. Then G is reductive.

Proof. According to the Levi decomposition G = GuoL , where L is reductive
([10, Th. VIII.4.3]), we only have to show that the unipotent radical Gu is
reduced to {1} . Since V is a direct sum of simple modules, it suffices to show
that Gu acts trivially on simple modules.

So let U ⊆ V be a simple submodule and put W := {v ∈ U : (∀g ∈
Gu)g.v = v} . Then W is non-zero if V is non-zero because Gu is unipotent.
Moreover W is invariant under G because Gu is normal. Hence W = U and
the proof is complete.

Proposition I.2. Let g be a finite dimensional Lie algebra over the field K
with charK = 0 . Let A ⊆ Aut(g) be a subgroup such that g is a semisimple
A-module. Then there exists an A-invariant Levi complement in g .

Proof. First we recall the Levi decomposition G = Gu o L of the algebraic
group G = Aut(g), where Gu is the unipotent radical and L is a reductive
subgroup. By passing to the Zariski closure of A , we may w.l.o.g. assume that A
is algebraic. Then A is a reductive subgroup of G (Lemma I.1), hence conjugate
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to a subgroup of L ([10, Th. VIII.4.3]) and we therefore may assume that A ⊆ L .
So it suffices to find an L -invariant Levi complement.

Let s ⊆ g be a fixed Levi complement. Then g is a semisimple ad s -
module. Hence ad s ⊆ der(g) is conjugate to a subalgebra of l :=  L(L) and we
may w.l.o.g. assume that ad s ⊆ l .

The subalgebra ad g ⊆ der(g) is an L -invariant ideal. Hence (ad g) ∩ l
is an L -invariant ideal in l containing ad s . We conclude that (ad g) ∩ l is a
reductive subalgebra of ad g . Since ad s is a Levi complement in ad g , it follows
that ad s = [(ad g) ∩ l, (ad g) ∩ l] . Thus ad s is also an L -invariant ideal of l .
Now ad−1(ad s) = s + z must be L -invariant. Therefore s = [s + z, s + z] is
L -invariant.

We obtain the following result as a corollary (cf. [11, App. 9.4]):

Corollary I.3. If g is a real Lie algebra and K ⊆ Aut(g) a compact group of
automorphisms of g , then there exists a K -invariant Levi complement.

Corollary I.4. If τ is an involutive automorphism of the Lie algebra g over
a field of characteristic 0 . Then there exists a τ -invariant Levi complement.

Invariant Cartan decompositions

Proposition I.5. Let g be a semisimple real Lie algebra and U ⊆ Aut(g) a
compact subgroup. Then the following assertions hold:

(i) There exists a U -invariant Cartan decomposition g = k + p . The corre-
sponding Cartan involution θ commutes with U .

(ii) If θ and θ′ are two Cartan involutions commuting with U , then there
exists X ∈ g with θ(X) = −X and [X,Ad(U)] = {0} such that θ′ =
eadXθe− adX .

(iii) For each involutive automorphism τ of g there exists a Cartan involution
θ commuting with τ . If θ′ is another Cartan involution commuting with
τ , then there exists X ∈ g with θ(X) = −X and τ(X) = X such that
θ′ = eadXθe− adX .

Proof. (i) Let g = k + p be a Cartan decomposition of g and θ the cor-
responding Cartan involution. Then Aut(g) = Aut(g)θead p is a Cartan de-
composition of the real Lie group Aut(g) which is semisimple and, since it is
an algebraic group over R , it has at most finitely many connected components.
Now M = Aut(g)/Aut(g)θ is the associated Riemannian symmetric space which
in turn can be identified with the set of all Cartan decomposition of g . In view
of [3, Th. VI.2.1], the group U has a fixed point in M , hence commutes with a
Cartan involution and therefore leaves the corresponding Cartan decomposition
invariant.

(ii) In view of (i), we may w.l.o.g. assume that U ⊆ Aut(g)θ . Then the set
of all Cartan involutions commuting with U can be written as ead a.θ , where
a = {X ∈ p: (∀γ ∈ U)γ.X = X} . This proves the assertion.

(iii) This is a special case of (i) and (ii).
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Symmetric Lie algebras

Definition I.6. (a) A symmetric Lie algebra is a pair (g, τ), where τ is an
involutive automorphism of g . A symmetric Lie group is defined analogously.
Note that if (G, τ) is a symmetric Lie group, then

(
g, dτ(1)

)
is a symmetric Lie

algebra. If H ⊆ Gτ is an open subgroup, then G/H is called a symmetric space
associated to the symmetric Lie algebra (g, τ).

If (g, τ) is a symmetric Lie algebra, then we write

h = gτ = {X ∈ g: τ(X) = X} and q = {X ∈ g: τ(X) = −X}

and note that g = h+q is a direct vector space decomposition. For a τ -invariant
subspace b ⊆ g we will always write bh := b∩h and bq := b∩q , so that we have
b = bh ⊕ bq .

(b) For each symmetric Lie algebra (g, τ) the subspace gc := h + iq of the
complexification gC is also a symmetric Lie algebra with respect to the involution
obtained by restricting the complex linear extension of τ .

(c) A symmetric Lie algebra (g, τ) is called effective if h does not contain any
non-zero ideal of g . Note that h = [q, q] does not imply that (g, τ) is effective
because ([h, h] + ih, σ), where h is a two-step nilpotent Lie algebra and σ is
complex conjugation provides a counterexample.

(d) A symmetric Lie algebra (g, τ) is said to be irreducible if each non-zero
τ -invariant ideal of g coincides with g .

Note that this implies in particular that (g, τ) is effective. Since a =
ah + aq 7→ ac := ah + iaq defines a one-to-one correspondence between the τ -
invariant ideals of g and gc , we see that (gc, τ) is irreducible if and only if (g, τ)
is irreducible.

There are three basic types of irreducible symmetric Lie algebras. If
g is not semisimple, then it must be abelian, and therefore g = q ∼= R . If
g is semisimple, then either g is simple or g ∼= h ⊕ h , where h is simple and
τ(X,Y ) = (Y,X).

Definition I.7. Let (g, τ) be a symmetric Lie algebra with the corresponding
decomposition g = h + q .

(a) An element X ∈ g is called hyperbolic if adX is diagonalizable over R . We
write qhyp for the set of all hyperbolic elements in q . An element X ∈ g is
called elliptic if adX is semisimple with purely imaginary spectrum. We write
qell for the set of elliptic elements in q . We note that if gc = h + iq is the dual
symmetric Lie algebra, then iqhyp = (iq)ell and vice versa.

(b) An abelian subspace a ⊆ q is called maximal hyperbolic abelian, resp.,
maximal elliptic abelian if a consists of hyperbolic, resp., elliptic elements and is
maximal with respect to this property.

(c) A subspace a ⊆ q is called a Lie triple system if
[
a, [a, a]

]
⊆ a . Note that this

means that the space aL := a + [a, a] is a subalgebra of g . A Lie triple system
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a ⊆ q will be called hyperbolic, resp., elliptic if it consists of hyperbolic, resp.,
elliptic elements.

(d) For a subalgebra a of a Lie algebra g we write Inng(a) := 〈ead a〉 for the
group of inner automorphisms of g generated by ead a .

(e) A subalgebra a of a Lie algebra g is said to be compactly embedded if a
consists of elliptic elements which is equivalent to the condition that the closure
of Inng(a) is compact (cf. [4, 2.6]).

(f) A compactly embedded Cartan subalgebra t of g is a compactly embedded
subalgebra which in addition is maximal abelian. Note that this implies in
particular that t is self-normalizing, hence a Cartan subalgebra of g . A toral
Cartan subalgebra is a subalgebra consisting of hyperbolic elements which in
addition is maximal abelian.

The following lemma clarifies the meaning of the effectiveness assumption
for a symmetric Lie algebra (g, τ).

Lemma I.8. The largest ideal of g contained in h coincides with the kernel of
the representation adq of h on q .

Proof. Let j ⊆ h denote the largest ideal of g contained in h . Then
[j, q] ⊆ j ∩ q ⊆ h ∩ q = {0} . On the other hand ker adq ⊆ h is an ideal of h
with [q, ker adq] = {0} . Therefore ker adq is an ideal of g .

The following observation will be of crucial use in the remainder of this
paper.

Lemma I.9. (i) If a, b ⊆ q are hyperbolic (elliptic) subspaces with [a, b] = {0} ,
then a + b is hyperbolic (elliptic).

(ii) Let s be a semisimple Lie algebra and ρ: s → End(V ) a finite dimensional
representation. Then the following assertions hold:

(a) For each Cartan involution θ of s there exists a scalar product on V
such that ρ(θ.X) = −ρ(X)> for all X ∈ s .

(b) If X ∈ s is hyperbolic or elliptic, then the same holds for ρ(X) .

Proof. (i) In view of the duality of g and gc , it suffices to prove the assertion
for the hyperbolic case, where we have to show that for X ∈ a and Y ∈ b
the sum is hyperbolic. But this follows from the fact that two diagonalizable
operators that commute can be diagonalized simultaneously.

(ii) We may w.l.o.g. assume that V is a complex s -module, so that we obtain
an extension of ρ to a representation of the complexification sC .

(a) If s = sk ⊕ sp is the Cartan decomposition corresponding to the Cartan
involution θ , then u := sk +isp is a compact real form of sC . Now Weyl’s unitary
trick shows that there exists a scalar product on V for which the operators in
ρ(u) are skew-Hermitian. Then the operators in ρ(sk) are skew-symmetric and
those in ρ(sp) are symmetric. This proves (a).

(b) Since X ∈ sC is hyperbolic if and only if iX is elliptic, it suffices to prove
that ρ(X) is elliptic whenever X ∈ sC is so. Let X ∈ sC be elliptic. Then X is
contained in a maximal compactly embedded subalgebra u ⊆ sC which therefore
is a compact real form, i.e., sC = u + iu is a Cartan decomposition. Therefore
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(a) applies and we see that, with respect to a certain scalar product on V , the
operators in ρ(u) are skew-Hermitian, hence elliptic.

Lemma I.10. If (g, τ) = (hC, σ) , where σ is complex conjugation, then gc ∼=
h⊕ h , where τ(X,Y ) = (Y,X) .

Proof. We identify gC = (hC)C with C ⊗R hC = C ⊗R g . We claim that
gC ∼= hC ⊕ hC , where hC denotes the Lie algebra hC endowed with the opposite
complex structure. In fact, we define two mappings

η±: hC → gC, X 7→ 1
2(1⊗X ± i⊗ iX).

Then

[η±(X), η±(Y )] = 1
4 [1⊗X ± i⊗ iX, 1⊗ Y ± i⊗ iY ]

= 1
4(1⊗ [X,Y ]± i⊗ i[X,Y ]± i⊗ i[X,Y ]− 1⊗ [iX, iY ])

= 1
2(1⊗ [X,Y ]± i⊗ i[X,Y ]) = η±([X,Y ])

shows that the mappings η± are Lie algebra homomorphisms. It is clear that
both are injective and that their images intersect in {0} . Moreover,

[η+(X), η−(Y )] = 1
2 [1⊗X + i⊗ iX, 1⊗ Y − i⊗ iY ]

= 1
2
(1⊗ [X,Y ]− i⊗ i[X,Y ] + i⊗ i[X,Y ] + 1⊗ [iX, iY ]) = 0.

Hence

gC ∼= η−(hC)⊕ η+(hC) ∼= hC ⊕ hC

because η+ is complex antilinear and η− is complex linear. It is clear that
in this representation the complex conjugation σg with respect to g acts by
σg(X,Y ) = (Y,X), the complex linear extension τ of the involution τ on hC by
τ(X,Y ) = (τ.Y, τ.X), and the complex conjugation σ = τ ◦ σg with respect to
gc by σ(X,Y ) = (τ.X, τ.Y ). The fixed point set of this involution is

gc ∼= {(X,Y ):X,Y ∈ h} = h⊕ h,

and the corresponding involution maps (X,Y ) to (Y,X).

II. Maximal elliptic and hyperbolic Lie triple systems

In this section we will show that maximal elliptic and hyperbolic Lie triple
systems are conjugate under the group Inng(h). From that we will conclude in
particular that all maximal compact symmetric subspaces of a general symmetric
space which contain a given point x are conjugate under the stabilizer of x .

In the following we call a symmetric Lie algebra (g, τ) non-compactly
Riemannian if g is reductive, z(g) ⊆ q , and τ |[g,g] is a Cartan involution.
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Proposition II.1. If q consists of hyperbolic elements and h = [q, q] , then
(g, τ) is non-compactly Riemannian.

Proof. First we recall that [g, r] is a nilpotent ideal of g which implies that

[g, r] ∩ q = [g, r] ∩ qhyp ⊆ z(g).

Let g = r + s be a τ -invariant Levi decomposition (Corollary I.4). Then
q = rq + sq . Let X ∈ rq . Then

(adX)2.q ⊆ rq ∩ [g, r] ⊆ z(g)

implies that (adX)3.q = {0} and therefore that (adX)4 = 0. Since adX
is semisimple, it follows that adX = 0, i.e., that X ∈ z(g). Now we have
h = [q, q] = [rq + sq, rq + sq] = [sq, sq] ⊆ s and therefore r = rq ⊆ z(g). This
means that g is reductive and that s is the commutator algebra of g .

Let θ be a Cartan-involution of s commuting with τ and s = k + p the
corresponding Cartan decomposition. Then the fact that q consists of hyperbolic
elements means that q = p ∩ q , and finally h = [q, q] shows that (g, τ) is in fact
a Riemannian symmetric Lie algebra.

Corollary II.2. If q consists of elliptic elements and h = [q, q] , then g is a
compact Lie algebra and z(g) ⊆ q .

Proof. Let gc := h + iq denote the dual symmetric Lie algebra. Then gc

satisfies the assumptions of Proposition II.1, hence is Riemannian symmetric.
We write gc = z(gc) ⊕ sc , where sc is the commutator algebra. Then sc =
sch + scq = kc + pc is a Cartan decomposition of sc and hence

g = iz(gc)⊕ (kc + ipc)

is a compact Lie algebra.

Corollary II.3. If a ⊆ q is an elliptic Lie triple system, then the subalgebra
aL = a + [a, a] is compactly embedded in g .

Proof. First we use Corollary II.2 to see that aL is a compact Lie algebra
with z(aL) ⊆ a . Then the fact that [aL, aL] is compact and semisimple implies
that it is compactly embedded, hence that aL = z(aL) ⊕ [aL, aL] is compactly
embedded.

Next we will show that maximal elliptic Lie triple systems in q are
conjugate under the group Inng(h). The proof will be by induction over the
dimension of g . Therefore we first collect some preparatory lemmas.

Lemma II.4. If h = [q, q] , r is the radical of g , g/r is a compact Lie algebra
and a ⊆ q is a maximal elliptic Lie triple system, then the commutator algebra
of aL is a Levi complement in g .

Proof. First we choose a Levi complement s ⊆ g which is simultaneously
invariant under τ and aL . Such a Levi complement exists because the group
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〈ead aL , τ〉 ⊆ Aut(g) has compact closure (Corollary I.3). Then the normalizer
ng(s) of s in g is a subalgebra of g which contains s as an ideal, hence ng(s) =
nr(s) ⊕ s , because [nr(s), s] ⊆ r ∩ s = {0} . Now aL ⊆ ng(s) follows from our
construction of s . Let p: ng(s)→ nr(s) denote the canonical projection and note
that this is a homomorphism of Lie algebras which commutes with τ because the
invariance of s and r implies the invariance of nr(s) under τ . Let X ∈ aL . Then
0 = [p(X), X−p(X)] = [p(X), X] implies that p(X) = X+

(
p(X)−X

)
is elliptic

because X− p(X) ∈ s is elliptic. Therefore p(aL) is a subalgebra of the solvable
Lie algebra nr(s) consisting of elliptic elements, hence abelian. Now p(aL)⊕ s is
compactly embedded and contains aL , so that the maximality of a implies that
a = sq ⊕ ar is adapted to the decomposition of ng(s). Finally h = [q, q] and
the surjectivity of the quotient homomorphism g→ s yields [a, a] = [sq, sq] = sh

which in turn implies that s = [aL, aL] .

Lemma II.5. Let (g, τ) be a symmetric Lie algebra such that g = v+ k , where
v is a τ -invariant abelian ideal and k is τ -invariant and compactly embedded.
Then two maximal elliptic Lie triple system in q are conjugate under Inng(h) .

Proof. Since k is compactly embedded, g is a semisimple k -module and
therefore g = zg(k) ⊕ [k, g] , where [k, g] = [k, v] + [k, k] = [g, g] follows from
[v, v] = {0} . Thus zg(k) is a subalgebra complementary to [g, g] and therefore
central, i.e., zg(k) = z(g). So g decomposes as a direct sum of the ideals
g = z(g) ⊕ [g, g] . Since both ideals are τ -invariant, the projections of k and
v on [g, g] still satisfy the assumptions of the lemma, and the assertion is trivial
for abelian Lie algebras, it suffices to prove the assertion under the additional
assumption that g = [g, g] and zg(k) = {0} .

Since k ∩ v is a compactly embedded subalgebra which is contained in
a nilpotent ideal, it must be central and therefore trivial. Thus g = v o k is a
semidirect sum. Let G = voK denote a simply connected group corresponding
to g and G̃ = Go {1, τ} . Then the natural affine action of G on v defined by

(v, k).x := k.x+ v

together with the restriction of τ to v defines an action of G̃ on v by affine
mappings.

Let a ⊆ q be a maximal elliptic Lie triple system and aL ⊆ g the
corresponding Lie algebra which is compactly embedded (Corollary II.3). Let

k̃ ⊇ k be maximal compactly embedded. Then k̃ = k⊕(̃k∩v) and k̃∩v ⊆ z(g) = {0}
follows as above. Thus k̃ = k and k is maximal compactly embedded in g .
Therefore aL is conjugate to a subalgebra of k (cf. [4, 2.6]). From that we
conclude that the closure U of the image of exp(aL) o {1, τ} in Aff(v) is a
compact group. Therefore U has a fixed point x ∈ v . Then τ(x) = x implies
x ∈ vh and moreover

(−x, 0)U(x, 0).0 = {0}

entails that e− adx.aL ⊆ k , hence that e− ad x.a = kq by maximality of a . This
proves that any maximal elliptic Lie triple system in q is conjugate to kq and
therefore that two maximal elliptic Lie triple system are conjugate under ead vh .
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Proposition II.6. Let

a ⊆ p ⊆ q and a ⊆ ã ⊆ p̃ ⊆ q̃,

where p ⊆ q is a maximal hyperbolic Lie triple system, a ⊆ p is maximal abelian,
q̃ ⊆ q is a Lie triple system, p̃ ⊆ q̃ is maximal hyperbolic with respect to q̃L , and
ã is maximal abelian in p̃. Then the following assertions hold:

(i) If p ⊆ p̃ , then [p̃L, p̃L] = [pL, pL] .

(ii) a =
(
a ∩ z(p̃)

)
⊕
(
a ∩

[
p̃, [p̃, p̃]

])
, where a ∩ z(p̃) = z(p̃) ∩ qhyp and

a ∩
[
p̃, [p̃, p̃]

]
is maximal abelian in

[
p̃, [p̃, p̃]

]
.

The same assertions hold with “elliptic” instead of “hyperbolic”.

Proof. If (i) and (ii) hold, then the same assertions for elliptic Lie triple
systems follow by applying (i) and (ii) to the dual symmetric Lie algebra gc .

(i) Let s := [p̃L, p̃L] = [p̃, p̃] +
[
p̃, [p̃, p̃]

]
denote the commutator algebra in p̃L

which is a semisimple Lie algebra invariant under τ (Proposition II.1). Then
p̃L = z⊕ s , where z = z(p̃) denotes the center of p̃ .

Let p: p̃ → z denote the projection along sq . For X ∈ p we then have
X = Xz+Xs according to the above decomposition. Now Xs is contained in the
semisimple Lie algebra s , where it is hyperbolic, hence is hyperbolic in g (Lemma
I.9(i)(b)). Therefore Xz = X−Xs is hyperbolic because [X,Xs] = [Xz, Xs] = 0.
This proves that p(p)+p is a hyperbolic Lie triple system so that p(p) ⊆ p follows
from the maximality of p , whence p = (p ∩ z)⊕ (p ∩ s).

Next the hyperbolicity of (a ∩ z) ⊕ sq and the maximality of p yield
p = (p ∩ z) ⊕ sq . Hence p̃ ⊆ p + z and therefore [p, p] = [p̃, p̃] as well as[
p, [p, p]

]
=
[
p̃, [p̃, p̃]

]
. This proves (i).

(ii) Since a ⊆ p̃ , the maximality of a and a similar argument as in (i) show that
p(a) ⊆ a , hence that a = (a ∩ z)⊕ (a ∩ s). The maximality of a further implies
that a∩ s is maximal abelian in the semisimple hyperbolic Lie triple system sq .
Furthermore z∩ qhyp is a vector space containing a , so that a = z∩ qhyp follows
from the maximality of a .

In the following we write κ(X,Y ) = tr(adX adY ) for the Cartan-Killing
form of g .

Lemma II.7. Let (g, τ) be a semisimple symmetric Lie algebra. Then the
following assertions hold:

(i) If V ⊆ q is an h-invariant subspace and V ⊥ = {X ∈ q: (∀Y ∈
V )κ(X,Y ) = 0} is the orthogonal space with respect to the Cartan-Killing form,
then [V, V ⊥] = {0} . Moreover, if the restriction of κ to V is non-degenerate,
then VL is an ideal of g .

(ii) If (g, τ) is irreducible and q is not irreducible as an h-module, then
the following assertions hold:

(a) q splits into two irreducible components q = q+ ⊕ q− such that θ(q+) =
q− holds for any Cartan involution θ commuting with τ .

(b) The submodules q± are isotropic for the Cartan-Killing form and abelian
subalgebras of g .

(c) The subalgebras h + q± of g are maximal parabolic.
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Proof. First we claim that the Cartan-Killing form is non-degenerate on h
and q . In fact, we choose a Cartan involution θ commuting with τ (Proposition
I.5). Then h and q are θ -invariant subspaces of g . If E ⊆ g is θ -invariant and
E = E+⊕E− is the θ -eigenspace decomposition, then the invariance of κ under
θ implies that E+ and E− are orthogonal. Moreover, κ is negative definite on
E+ and positive definite on E− , hence κ is non-degenerate on E . This applies
in particular to h and q .

(i) We have

κ([V ⊥, V ], h) = κ(V ⊥, [V, h]) ⊆ κ(V ⊥, V ) = {0}.

Since the restriction of κ to h is non-degenerate, we conclude that [V, V ⊥] = {0} .
It follows in particular that VL is an h -invariant subalgebra of g satisfying
[V ⊥, VL] = {0} . If the restriction of κ to V is non-degenerate, then q = V ⊕V ⊥ ,
showing that [q, VL] ⊆ VL , hence that VL is an ideal.

(ii) (a), (b): If V ⊆ q is an irreducible h -submodule which is not isotropic, then
the restriction of the Cartan-Killing form κ to V is non-degenerate and so (i)
implies that VL is a τ -invariant ideal of g . Hence the irreducibility of (g, τ)
yields q = V . This contradiction shows that each irreducible submodule of q
must be isotropic. Moreover, if q+ is such a submodule, the subspace q+ +θ(q+)
is a non-degenerate h -submodule, hence coincides with q . To complete the proof,
we only have to note that (q+)⊥ = q+ follows from the fact that q+ is isotropic
and of half the dimension of q .

(c) In view of (b), we have

[q+, q−] ⊆ h, [q+, h] ⊆ q+ and [q+, q+] = {0}.

Therefore g is a nilpotent q+ -module and the subalgebra b := h + q+ is not
reductive in g . Since it is a maximal subalgebra, it must be parabolic (cf. [1,
Ch. 8, §10, Cor. 1 de Th. 2]).

Theorem II.8. Any two maximal elliptic Lie triple systems in q are conjugate
under Inng(h) .

Proof. We prove the assertion by induction over the dimension of g . If
dim g = 0, then the assertion is trivial.

Suppose that dim g > 0. First we assume that g is semisimple. In
addition, we may assume that h = [q, q] because qL = q + [q, q] is an ideal of g
which is complemented by an ideal contained in h (Lemma II.7(i)). Hence an
element X ∈ q is elliptic in g if and only if it is elliptic in qL .

Let kq ⊆ q be a maximal elliptic Lie triple system. Then (kq)L is a

compactly embedded subalgebra (Corollary II.3). Let U := 〈ead kq , τ〉 ⊆ Aut(g).
Then U is a compact subgroup and Proposition I.5 implies that there exists a
Cartan involution θ of g commuting with U . This means that θ commutes with
τ and that (kq)L ⊆ k , where g = k+p is the corresponding Cartan decomposition
of g . Now the maximality of kq implies that kq = k∩q . Let (kq)⊥ ⊆ q denote the
orthogonal subspace with respect to the Cartan-Killing form. Then (kq)⊥ = pq

and therefore h = [q, q] implies that

(2.1) k = kq + [kq, kq] + [pq, pq] = (kq)L + [(kq)⊥, (kq)⊥].
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This means that k and therefore θ can be reconstructed from kq via (2.1). Now
the fact that two Cartan involutions commuting with τ are conjugate under the
group Inng(h) (Proposition I.5(iii)) implies that two maximal elliptic Lie triple
systems in q are conjugate under Inng(h).

Now we turn to the general case. If g is not semisimple, then the radical
r of g is non-zero, hence the maximal nilpotent ideal n of g is non-zero and
therefore its center zn is also non-zero. The ideals r , n and zn of g are invariant
under each automorphism of g , hence in particular under τ . Let g1 := g/zn and
τ1 the involution induced by τ on the quotient algebra g1 . We write π: g→ g1

for the quotient morphism. Then

π(h) = h1 and π(q) = q1.

Let k, b ⊆ q be maximal elliptic Lie triple systems. Then the subspaces
π(k) and π(b) of q1 are elliptic Lie triple systems, hence contained in maximal
elliptic Lie triple systems k1 and b1 of q1 . In view of our induction hypothesis,
there exists h1 ∈ Inng1

(h1) with h1.k1 = b1 .

The surjective homomorphism π: g→ g1 induces a surjective homomor-
phism q: Inn g→ Inn g1 defined by

π ◦ γ = q(γ) ◦ π

for γ ∈ Inn g and we conclude from π ◦ τ = τ1 ◦ π that q
(

Inng(h)
)

= Inng(h1).
Hence there exists h ∈ Inng(h) with q(h) = h1 .

Let k̃ := π−1(k1)∩q and b̃ := π−1(b1)∩q and note that these spaces are

Lie triple systems. Then π(h.̃k) = h1.k1 = b1 = π(b̃) and hence h.̃k = b̃ . After

replacing k by h.k we may therefore assume that k̃ = b̃ .

We note that the fact that π intertwines τ and τ1 implies that τ (̃k) = k̃ .

Let k′ ⊇ k be a maximal elliptic Lie triple system in k̃q with respect to k̃L . Then

the fact that k̃L is an abelian extension of the compact Lie algebra (k1)L implies

that k̃L is compact modulo its radical. Therefore Lemma II.4 shows that [k′L, k
′
L]

is a Levi complement in k̃L . Moreover, the fact that k′L is a compact Lie algebra
implies that [k′L, k

′
L] = [kL, kL] because the elliptic version of Proposition II.6(i)

applies with q̃ := p̃ := k′ .
Let v := zn∩ k̃L = (kerπ)∩ k̃L . Then v is an abelian ideal of k̃L which is

invariant under τ . Now π([kL, kL]) = π([bL, bL]) is the unique Levi subalgebra
of (k1)L . Therefore [bL, bL] ⊆ v + [kL, kL] . In view of Lemma II.5, we may
w.l.o.g. assume that [kL, kL] = [bL, bL] . Then z(k) and z(b) are contained in the
τ -invariant solvable subalgebra c := z̃

kL
([kL, kL]) of g . The Lie algebra c is an

abelian extension of the abelian algebra z(k1), hence solvable. Let kh , resp., bh

be Cartan subalgebras of c containing z(k), resp., z(b) (cf. [1, Ch. 7]). Then
there exists Z ∈ [c, c] with eadZ .kh = hb (cf. [1, Ch. 7]). The fact that π(c) is
abelian implies that [c, c] ⊆ zn and in particular that (adZ)2 = 0 for Z ∈ [c, c] .
Let Z = Zh + Zq according to the τ -eigenspace decomposition of zn and note
that

eadZ .z(k) = (1 + adZh + adZq).z(k) ⊆ hb ⊆ zg(b).
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For X ∈ z(k) and Y ∈ b we therefore have

0 = [eadZ .X, Y ] =
[
X + [Zh, X], Y

]
︸ ︷︷ ︸

∈h

+
[
[Zq, X], Y

]
︸ ︷︷ ︸

∈q

.

So both summands have to vanish and consequently eadZh .z(k) ⊆ zq(b). Now b+
eadZh .z(k) = b + eadZh .k ist an elliptic Lie triple subsystem of q and maximality
implies that b = eadZh .k . This proves that k and b are conjugate under Inng(h).

Corollary II.9. Two maximal hyperbolic Lie triple systems in q are conjugate
under Inng(h) .

Proof. This follows by applying Theorem II.8 to the dual symmetric Lie
algebra gc = h + iq .

Let G/H be a symmetric space associated to the symmetric Lie algebra
(g, τ) and (G, τ) a corresponding connected symmetric group. The exponential
function of G/H is defined by

Exp: q→ G/H, X 7→ exp(X)H.

An important consequence of the conjugacy of the maximal elliptic Lie
triple systems in q is the conjugacy of the maximal compact symmetric subspaces
of an associated symmetric space G/H which will follow from the following
auxiliary proposition.

Proposition II.10. If G/H is a symmetric space associated to the symmetric
Lie algebra (g, τ) and q consists of elliptic elements, then

{X ∈ q: Exp(RX) is compact }

is a Lie triple subsystem of q .

Proof. Since the analytic subgroup of G generated by exp(q+[q, q]) still acts
transitively on G/H , we may w.l.o.g. assume that h = [q, q] . If q is elliptic,
then Corollary II.2 says that g is a reductive Lie algebra and q = z(g) + kq ,
where k = [g, g] is the semisimple compact commutator algebra. Let t ⊆ z be
the Lie algebra of a maximal torus T in Z(G). Then Exp(t + kq) ⊆ G/H is
compact and for X ∈ q the conditions X ∈ t + kq and the relative compactness
of Exp(RX) are equivalent. Now the assertion follows from the fact that t + kq

is a Lie triple system.

Theorem II.11. If G/H is a symmetric space associated to the symmetric Lie
algebra (g, τ) and k, b ⊆ q are maximal Lie triple systems with the property that
Exp(k) and Exp(b) are compact subsets of G/H , then there exists h ∈ Inng(h)
with h.k = b . If, in addition, q is elliptic, then k = b .

Proof. We may w.l.o.g. assume that h = [q, q] . Then k and b are elliptic Lie
triple systems because the quadratic representation q:G/H → G, gH 7→ gτ(g)−1
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maps the compact sets Exp k , resp. Exp b , onto exp(k), resp. exp(b), and we
see that both are compact subsets of G . Therefore Theorem II.8 implies that we
may w.l.o.g. assume that q is elliptic. Then Proposition II.10 shows that

c := {X ∈ q: Exp(RX) is compact }

is a Lie triple system in q which contains k and b . Therefore c = k = b by
maximality. This proves the second assertion and therefore also the first one.

III. Hyperbolic elements and their orbits

In this section we turn to the study of the set qhyp of hyperbolic elements
in q . First we will investigate the interior of the set qhyp and derive useful
characterizations of the elements in its interior. From that we will conclude that
this set has interior points if and only if q contains maximal hyperbolic abelian
subspaces which are in addition maximal abelian, and this will pave the way to
the root decompositions which will be discussed in Section IV.

Lemma III.1. Let X ∈ qhyp , V ⊆ q be a subspace containing X , and

Ψ: Inng(h)× V → q, (h, v) 7→ h.v.

Then dΨ(h,X) is surjective if and only if

zq(X) ⊆ V + [X, h].

Proof. We have

dΨ(h,X).(dλh(1). adZ, Y ) = h.[Z,X] + h.Y = h.([Z,X] + Y ).

Therefore the linear mapping dΨ(h,X):Th(Inng(h)) × V → q is surjective if
and only if [X, h] + V = q . Since g is a semisimple RX -module, we have
g = [X, g]⊕ zg(X) and hence that q = [X, h] + zq(X). Therefore [X, h] + V = q
is equivalent to zq(X) ⊆ V + [X, h] .

Proposition III.2. For X ∈ qhyp the following are equivalent:

(1) X ∈ int qhyp .

(2) zq(X) is a hyperbolic Lie triple system.

Proof. (1) “⇒” (2): From zq(X) = q ∩ zg(X) and the fact that zg(X) is
a subalgebra of g , it follows that zq(X) is a Lie triple system. Suppose that
X ∈ int qhyp and let Y ∈ zq(X). Then there exists a t > 0 with X + tY ∈ qhyp .
Now [X,X + tY ] = 0 implies that tY = (tY +X)−X is hyperbolic, hence that
Y is hyperbolic. This proves that zq(X) is a hyperbolic Lie triple system.

(2) “⇒” (1): First we note that Lemma III.1 implies that for

Ψ: Inng(h)× zq(X)→ q, (h, v) 7→ h.v

the differential dΨ(1, X) is surjective. Therefore the implicit function theorem
implies that X = Ψ(1, X) ∈ int Ψ

(
Inng(h), zq(X)

)
⊆ int qhyp .
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Theorem III.3. Let g = h+q be a symmetric Lie algebra. Then the following
assertions hold:

(i) All maximal hyperbolic abelian subspaces a ⊆ q are conjugate under
Inng(h) .

(ii) If a ⊆ q is maximal hyperbolic abelian, then qhyp = Inng(h).a .

(iii) int qhyp 6= Ø if and only if a is maximal abelian in q .

Proof. (i) Let a, b ⊆ q be maximal hyperbolic abelian subspaces and ã , resp.,

b̃ maximal hyperbolic Lie triple systems in q containing a , resp., b . Then ã and
b̃ are conjugate under Inng(h) (Corollary II.9), hence we may w.l.o.g. assume

that ã = b̃ . Then a and b are nothing but maximal abelian subspaces of ã .

According to Proposition II.1, ãL is a Riemannian symmetric Lie algebra
with z

(
ãL) ⊆ q . Therefore the conjugacy of a and b follows from [3, Lemma

V.6.3].

(ii) Let X ∈ qhyp and ã ⊆ q be maximal hyperbolic abelian with X ∈ ã . Then
we use (i) to find h ∈ Inng(h) with h.ã = a . Then h.X ∈ a and therefore
qhyp = Inng(h).a .

(iii) We consider the mapping

Ψ: Inng(h)× a→ q, (h, Y ) 7→ h.Y.

Then Lemma III.1 shows that the linear mapping dΨ(h, Y0):Th(Inng(h))×a→ q
is surjective if and only if zq(Y0) ⊆ a + [Y0, h] . Since q = [Y0, h] ⊕ zq(Y0), this
holds if and only if a = zq(Y0).

If a is not maximal abelian in q , then zq(Y0) is always strictly bigger
than a . Therefore Sard’s Theorem implies that the image qhyp of Ψ contains
no interior points.

If, conversely, a is maximal abelian, then zq(a) = a and there exists
Y0 ∈ a such that a = zq(a) = zq(Y0). Then Proposition III.2 shows that
Y0 ∈ int qhyp and therefore that the latter set is non-empty.

Lemma III.4. Let p ⊆ q be maximal hyperbolic Lie triple system and a ⊆ p
maximal abelian. Then a is a maximal hyperbolic abelian subspace of q .

Proof. Let ã ⊇ a be maximal hyperbolic abelian and p̃ ⊇ ã a maximal
hyperbolic Lie triple system. Then there exists h ∈ Inng(h) with h.p̃ = p
(Corollary II.9). Hence h.ã is a maximal abelian subspace of p . Now the
fact that the symmetric Lie algebra pL is Riemannian entails that all maximal
abelian subspaces of p have the same dimension (cf. [3, Lemma V.6.3]). Therefore
dim ã = dim a implies a = ã , i.e., that a is maximal hyperbolic abelian in q .

Since we know at this point that all maximal hyperbolic abelian sub-
spaces of q are conjugate, the following specific constructions of maximal hy-
perbolic Lie triple systems give some important additional information on the
location of maximal hyperbolic Lie triple systems with respect to certain nice
Levi decompositions.

Proposition III.5. Let r denote the radical of g and r = rh + rq its τ -
eigenspace decomposition. Let ar ⊆ rq be a subspace which is maximal with
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respect to the property of being abelian and hyperbolic with respect to g and
s ⊆ g a Levi complement which is invariant under τ and ar . Then the following
assertions hold:

(i) For any maximal hyperbolic abelian subspace as ⊆ sq the space a :=
ar ⊕ as is maximal hyperbolic.

(ii) For any maximal hyperbolic abelian subspace a ⊆ q the intersection
a ∩ r is maximal hyperbolic in rq with respect to g . All these subspaces are
conjugate under Inng(h) .

(iii) [ar, s] = {0} .

(iv) If θ is a Cartan involution of s commuting with τ |s and s = sk⊕sp

the corresponding Cartan decomposition, then p := ar ⊕ (sp)q is a maximal
hyperbolic Lie triple system in q . Moreover a ⊆ p is maximal abelian if and
only if a = ar ⊕ as , where as ⊆ (sp)q is maximal abelian.

(v) The correspondence in (iv) sets up a one-to-one correspondence be-
tween Cartan involutions on the ideal (sq)L of s commuting with τ and maximal
hyperbolic Lie triple systems in q containing ar .

(vi) If n is the nilradical of g , then rh ⊆ zrh
(a) + nh .

Proof. (i) First we note that g = zg(ar) + [ar, g] ⊆ zg(ar) + r implies that
zg(ar) contains a Levi complement of g . Since zg(ar) is in addition τ -invariant,
we find a τ -invariant Levi complement s ⊆ zg(ar) (Corollary I.4). We pick
a maximal hyperbolic abelian subspace as ⊆ sq and set a := ar + as . Since
both summands commute, this subspace is hyperbolic. Let ã ⊇ a be maximal
hyperbolic abelian and write π: g→ s ∼= g/r for the canonical projection. Then
π(ã) ⊆ sq is hyperbolic and because it contains as , we even see that as = π(ã).
Thus ã ⊆ r + as and therefore ã = (r ∩ ã) + as . Then r ∩ ã is hyperbolic in rq

and therefore r ∩ ã = ar follows from the maximality of ar . This proves that
ã = a , i.e., a is maximal hyperbolic abelian in q .

(ii) These two assertions follow from (i) and the fact that all maximal hyperbolic
abelian subspaces are conjugate under Inng(h) (Theorem III.3(i)).

(iii) If s ⊆ g is an ar -invariant Levi complement, then [ar, s] ⊆ r ∩ s = {0} .

(iv) Since ar commutes with s , it is clear that p is a hyperbolic Lie triple system.
To see that it is maximal, let p̃ ⊇ p be a hyperbolic Lie triple system. First we
note that the elements in (sk)q are elliptic, so that (sp)q is maximal hyperbolic
in sq . Hence projecting p̃ along rq into sq shows that p̃ ⊆ rq + (sp)q and thus

p̃ = (p̃ ∩ rq)⊕ (sp)q.

Since the hyperbolic Lie triple system p̃∩rq is contained in a solvable Lie algebra,
it is abelian (cf. Proposition II.1), and so the maximality of ar gives p̃∩ rq = ar .
This shows that p̃ = p , i.e., that p is maximal.

For the second part of the assertion we first observe that ar ⊆ z(p), so
that any maximal abelian subspace a of p contains ar . Now the assertion is
immediate.

(v) We only have to show that p determines the Cartan involution on (sq)L
uniquely. The subalgebra pc := i(p ∩ s) + [p, p] of sc = sh + isq is compactly

embedded, so that Proposition I.5 implies the existence of a Cartan involution θ̃
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of sc commuting with τ such that i(p∩ s) ⊆ sck and therefore i(p∩ s) ⊆ isq ∩ sck .
Then

sk = (sh ∩ sck)⊕ (sq ∩ iscp) and sp = (sh ∩ scp)⊕ (sq ∩ isck)

defines a Cartan involution of s with p ∩ s ⊆ sq ∩ sp. In view of the maximality
of p , this implies that

p = ar ⊕ (sp)q.

Then (sk)q = sq ∩ (p ∩ s)⊥ and

[sq, sq] ∩ sk = [(sp)q, (sp)q] + [(sk)q, (sk)q]

shows that p determines the Cartan decomposition of (sq)L uniquely.

(vi) Since r is a semisimple a -module, we have r = zr(a) ⊕ [a, r] . From the
invariance of this decomposition under τ we further conclude that rh = zrh

(a)⊕
[a, rq] . Hence the assertion follows from [a, r] ⊆ [g, r] ⊆ n .

In the following we simply write b0 instead of zb(a) for the centralizer
of a in the subspace b of g .

Lemma III.6. For a maximal hyperbolic Lie triple system p ⊆ q and a maxi-
mal abelian subspace a ⊆ p we have

NInng(h)(a) = NInng([p,p])(a) Inng(h0)

and
ZInng(h)(a) = ZInng([p,p])(a) Inng(h0).

Proof. First we note that, in view of Proposition III.5 and the conjugacy
of all maximal hyperbolic Lie triple systems, there exists a maximal hyperbolic
abelian subspace ar ⊆ rq with respect to g , a τ -ar -invariant Levi decomposition
g = r o s , and a Cartan decomposition s = sk ⊕ sp which is invariant under τ
such that p = ar ⊕ (sq ∩ sp).

We first show that

(3.1) NInng(h)(a) = NInng(sh)(a) Inng(r0
h).

The inclusion “⊇” is obvious. For the converse let h ∈ NInng(h)(a). In view of
h = rh + sh = nh + r0

h + sh (Proposition III.5(vi)), we can write h as h = snz ,

where s ∈ Inng(sh), n ∈ Inng(nh) and z ∈ Inng(r0
h).

We denote the projection onto s along r by ps: g→ s . Since ps(r.Y ) =
Ys holds for every Y ∈ a and r ∈ Inng(r), we see that s ∈ NInng(sh)(as) ⊆
NInng(sh)(a) because [ar, s] = {0} . Hence n ∈ NInng(nh)(a). The nilpotency of

the subalgebra nh implies the existence of an element Y ∈ nh with n = eadY ,
and further the nilpotency of adY entails that adY = log eadY preserves a .
Now we use the semisimplicity of the a -module g to see that

ng(a) = zg(a)
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because any a -submodule m of ng(a) complementary to zg(a) satisfies [a,m] ⊆
a ∩ m = {0} . This proves that Y ∈ r0

h . Hence h ∈ s Inng(r0
h), which establishes

(3.1).

Next we show that

(3.2) NInng(sh)(a) = NInng([p,p])(a) Inng(s0
h).

Let sh = kh ⊕ ph the Cartan decomposition according to θ |sh
. Applying [21,

Lemma 1.1.3.7] with respect to θ , we see that

(3.3) NInng(sh)(a) = NInng(kh)(a)ead p0
h .

Since (p∩s)L = (p∩s)⊕[p, p] is an ideal of the reductive subalgebra kh⊕(sq∩sp) =
kh ⊕ (p ∩ s) (cf. Lemma II.7(i)), it follows in particular that [p, p] is an ideal of
kh so that kh = [p, p]⊕ [p, p]⊥ , where [p, p]⊥ ⊆ zkh

(p) ⊆ k0
h . We conclude that

(3.4) NInng(kh)(a) = NInng([p,p])(a) Inng(k0
h).

Hence (3.2) follows from (3.3), and (3.4).

Combining (3.1) and (3.2) implies the first statement of the lemma. The
second assertion is immediate from the first one.

Proposition III.7. Two maximal hyperbolic Lie triple systems in q contain-
ing a maximal hyperbolic abelian subspace a are conjugate under Inng(h0) .

Proof. Let p and p′ be maximal hyperbolic Lie triple systems containing
a . Let γ ∈ Inng(h) such that γ.p′ = p (Corollary II.8). Then a and γ.a are
maximal abelian subspaces in p , hence conjugate under Inng([p, p]) (Theorem
III.3). Thus we may assume that γ.a = a , i.e., γ ∈ NInng(h)(a).

Now Lemma III.6 applies and yields γ = ση , where σ ∈ Inng([p, p]) and
η ∈ Inng(h0). Obviously σ stabilizes p and therefore η.p′ = p , which proves the
proposition.

For symmetric Lie algebras of the type (hC, σ), where σ is complex
conjugation, we call these of complex type, Proposition III.7 can be used to obtain
a new proof of the following results which plays a crucial role for Lie algebras
with compactly embedded Cartan subalgebras (cf. [4, 3.13]).

Corollary III.8. Let g be a Lie algebra with compactly embedded Cartan
subalgebra t . Then t is contained in a unique maximal compactly embedded
subalgebra k . Moreover, ik is a maximal hyperbolic Lie triple system in ig for
the symmetric Lie algebra (gC, σ) , where σ denotes complex conjugation.

Proof. We consider the symmetric Lie algebra (gC, σ) with σ complex con-
jugation. Then a := it is a maximal hyperbolic abelian subspace in q = ig . If
k ⊇ t is a maximal compactly embedded subalgebra, then p := ik is a hyperbolic
Lie triple system in q containing a . We claim that p is maximal.

To see this, we only have show that one maximal hyperbolic Lie triple
systems p′ in q the subspace ip′ of g is a subalgebra. Then the conjugacy result



90 Krötz and Neeb

in Corollary II.8 implies that this holds for all maximal hyperbolic Lie triple
systems. So observe that ar := i(t∩ r) is a maximal hyperbolic abelian subspace
in ir with respect to gC because, according to Theorem III.3, all compactly
embedded Cartan subalgebras of g are conjugate. Let gC = rC o sC be an ar -
σ -invariant Levi decomposition, i.e., rC and sC are complexifications of r and s
for a Levi decomposition g = r o s of g . We know from Proposition III.5 how
to construct from this data a maximal hyperbolic subspace of q by taking

p′ := ar ⊕
(
(sC)p ∩ is),

where sC = (sC)k⊕(sC)p is a Cartan decomposition, i.e., u := (sC)k is a compact
real form of sC and (sC)p = iu . Hence p′ = ar ⊕ i(u ∩ s) implies that ip′ is a
subalgebra of g and therefore p = ik is maximal.

Now the assertion follows from h0 = t ⊆ k and Proposition III.7.

Definition III.9. We define the Weyl group W of (g, τ, a) by

W := NInng(h)(a)/ZInng(h)(a)

and recall from Lemma III.6 that

W ∼= NInng([p,p])(a)/ZInng([p,p])(a)

holds for any maximal hyperbolic Lie triple system p containing a . This shows in
particular that W is isomorphic to the Weyl group of the Riemannian symmetric
Lie algebra pL and that W is trivial whenever g is solvable.

Next we apply the information we have on the normalizer of a maxi-
mal hyperbolic abelian subspace to get a nice description of the intersection of
Inng(h)-orbits in qhyp with a (cf. also Theorem III.3).

Theorem III.10. Let p be a maximal hyperbolic Lie triple system in q , a ⊆ p
maximal abelian, and X ∈ a . Then the orbit OX := Inng(h).X intersects a in
an orbit of the Weyl group W .

Proof. Let gX = ker adX denote the centralizer of X in g and note that
this subalgebra is τ -invariant and contains a . Let pX := zp(X) and p̃ ⊇ pX

be a maximal hyperbolic Lie triple system in qX := zq(X) with respect to qXL .
Then Proposition II.6(ii) applied with q̃ = qX yields

(3.5) a =
(
a ∩ z(p̃)

)
⊕ (a ∩

[
p̃, [p̃, p̃]

]
) and a ∩ z(p̃) = z(p̃) ∩ qhyp,

where a ∩
[
p̃, [p̃, p̃]

]
is maximal abelian in

[
p̃, [p̃, p̃]

]
.

Now let h ∈ Inng(h) with h.X ∈ a . Then b := h−1.a ⊆ zq(X) is a

hyperbolic subspace. Hence there exists h1 ∈ 〈ead hX 〉 with h1.b ⊆ p̃ (Corollary
II.9). Since hh−1

1 .X = h.X , we may therefore w.l.o.g. assume that b ⊆ p̃ . Now
(3.5) applies to b as well and asserts that

b ∩ z(p̃) = z(p̃) ∩ qhyp = a ∩ z(p̃).
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Let a0 := a ∩ z(p̃), put a1 := a ∩
[
p̃, [p̃, p̃]

]
, and note that this is a maximal

abelian subspace in
[
p̃, [p̃, p̃]

]
. Defining b1 similarly, we obtain

a = a0 ⊕ a1 and b = a0 ⊕ b1,

where b1 is also maximal abelian in
[
p̃, [p̃, p̃]

]
. Next we use [3, Lemma V.6.3] to

find h2 ∈ exp[p̃, p̃] with h2.b1 = a1 . Replacing h by hh−1
2 , we may now w.l.o.g.

assume that h.a = a . So we have shown that

OX ∩ a = NInng(h)(a).X.

Finally we use Lemma III.6 to obtain

OX ∩ a = NInng([p,p])(a) Inng(h0).X = NInng([p,p])(a).X =W.X.

For later reference we also record the following lemma.

Lemma III.11. Let (g, τ) be a symmetric Lie algebra, j ⊆ g a τ -invariant
ideal, and π: g → g1: = g/j the quotient map. Write b1 := π(b) for a subspace
b ⊆ g . Then τ induces a symmetric structure τ1 on g1 and the eigenspace
decomposition of g1 w.r.t. τ1 is given by g1 = h1 ⊕ q1 . Moreover, if p ⊆ q is
a maximal hyperbolic Lie triple system and a ⊆ p is maximal abelian in p and
q , then p1 is a maximal hyperbolic Lie triple system in q1 , and a1 is maximal
abelian in p1 and q1 .

Proof. The existence of τ1 and the corresponding decomposition g1 = h1⊕q1

is trivial.

Writing q as q = a⊕ [a, h] , we see that q1 = a1 ⊕ [a1, h1] and therefore
that a1 is maximal abelian in q1 because g1 is a semisimple a1 -module. The
same argument proves that a1 is maximal abelian in p1 .

Therefore it only remains to show that p1 is a maximal hyperbolic Lie
triple system. For that we may w.l.o.g. assume that p = ar ⊕ ps is constructed
as in Proposition III.5(iv) (cf. Theorem III.3), where s is a τ -a -invariant Levi
complement, s = sk ⊕ sp is a Cartan decomposition of s commuting with τ ,
and ps = (sp)q . Then the ideal j decomposes as j = (j ∩ r) o (j ∩ s) (cf.
[1, Ch. 1, §6, no. 8, Cor. 4]) and j ∩ s is invariant under θ because ideals of
semisimple Lie algebras are invariant under Cartan involutions. Choosing a
complementary ideal s0 for j∩ s in s , we see that s1 = (sk)1⊕ (sp)1 is a Cartan
decomposition of s1 invariant under τ1 , and that (ps)1 = π(ps) = (sp)1 ∩ (sq)1 .
Since p1 = (ar)1 ⊕ (ps)1 , in view of Proposition III.5(iv), it suffices to show
that (ar)1 is maximal hyperbolic abelian in r with respect to g1 . Since a1 is
a maximal hyperbolic abelian subspace of q1 and (ar)1 = r1 ∩ a1 , this follows
from Proposition III.5(ii).

Example III.12. Let h be a 2-step nilpotent Lie algebra and (g, τ) := (hC, σ),
where σ denotes complex conjugation. Then a = iz(h) is a maximal hyperbolic
abelian subspace in q = ih which is not at the same time maximal abelian
in q . The image of a in g/z(g) is {0} but since g/z(g) is abelian, it is not
maximally hyperbolic in q . This shows that the additional assumption that a is
also maximal abelian in q is crucial in Lemma III.11.



92 Krötz and Neeb

IV. Root decompositions

In this section (g, τ) denotes a symmetric Lie algebra. Here we analyze the
root decomposition of g with respect to an abelian hyperbolic subspace a of q
which is, in addition, maximal abelian in q . The latter condition is important to
ensure that a is big enough so that the corresponding root decomposition carries
significant information on the structure of the whole Lie algebra.

Theorem IV.1. Let a ⊆ q be a maximal hyperbolic abelian subspace which is
maximal abelian in q . For a linear functional α ∈ a∗ we set

gα := {X ∈ g : (∀Y ∈ a)[Y,X] = α(Y )X}

and
∆ := ∆(g, a) := {α ∈ a∗ \ {0} : gα 6= {0}}.

Then the following assertions hold:

(i) g = zg(a)⊕⊕α∈∆ gα .

(ii) τ(gα) = g−α .

(iii) Let α 6= 0 , Z ∈ gα , and write g(Z) = span{Z, τ(Z), [Z, τ(Z)]} for
the τ -invariant subalgebra of g generated by Z . Then [Z, τ(Z)] ∈ a , h(Z) =
R
(
Z + τ(X)

)
is one-dimensional, and there are four possibilities:

(SR) α([Z, τ(Z)]) > 0 . Then g(Z) ∼= sl(2,R) , h(Z) ∼= so(1, 1) and q(Z) is
neither elliptic nor hyperbolic. The pair

(
g(Z), h(Z)

)
is semi-Riemann-

ian.

(R) α([Z, τ(Z)]) < 0 . Then g(Z) ∼= sl(2,R) , h(Z) ∼= so(2,R) and q(Z) is
hyperbolic. The pair

(
g(Z), h(Z)

)
is Riemannian.

(N) α([Z, τ(Z)]) = 0 and [Z, τ(Z)] 6= 0 . Then g(Z) is isomorphic to
the three-dimensional Heisenberg algebra, and for every E ∈ a with
α(E) 6= 0 the algebra g(Z,E) := g(Z)oRE is a four dimensional solvable
symmetric Lie algebra.

(A) [Z, τ(Z)] = 0 . Then g(Z) ∼= R2 and for every E ∈ a with α(E) 6= {0}
the algebra g(Z,E) = g(Z) o RE is a three dimensional solvable Lie
algebra.

Proof. (i) The algebra ad a ⊆ gl(g) is abelian and consists of diagonalizable
elements. Hence this set permits a simultaneous diagonalization. This proves
(i).

(ii) For E ∈ a and Z ∈ gα we have

[E, τ(Z)] = τ([τ(E), Z]) = −α(E)τ(Z).

Therefore τ(Z) ∈ g−α .

(iii) Let HZ := [Z, τ(Z)] . Then, in view of (ii), HZ ∈ [gα, g−α] ⊆ g0 = zg(a)
and

τ(HZ) = τ([Z, τ(Z)]) = [τ(Z), Z] = −HZ
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it follows that HZ ∈ zg(a) ∩ q = a . After rescaling Z , we may w.l.o.g. assume
that α(HZ) ∈ {2, 0,−2} .

(SR) If α([Z, τ(Z)]) > 0, then α(HZ) = 2 so that

[HZ , Z] = 2Z, [HZ , τ(Z)] = −2τ(Z), HZ = [Z, τ(Z)]

implies that g(Z) ∼= sl(2,R), where h(Z) = R
(
Z+τ(Z)

)
corresponds to so(1, 1).

(R) If α([Z, τ(Z)]) < 0, then α(HZ) = −2 so that

[HZ , Z] = −2Z, [HZ , τ(Z)] = 2τ(Z), HZ = [Z, τ(Z)]

implies that g(Z) ∼= sl(2,R), where h(Z) = R
(
Z + τ(Z)

)
corresponds to so(2).

(N) If α([Z, τ(Z)]) = 0 and [Z, τ(Z)] 6= 0, then HZ is central in g(Z) and
HZ = [Z, τ(Z)] implies that g(Z) ∼= h1 , the three dimensional Heisenberg
algebra.

(A) If [Z, τ(Z)] = 0, then g(Z) ∼= R2 .

The remaining assertions are easy consequence of these computations.

Definition IV.2. In the preceding theorem we have seen that for an element
Z ∈ gα there are four possibilities. In the following we will say that Z is of semi-
Riemannian type (SR), Riemannian type (R), nilpotent type (N), and abelian type
(A), whenever the corresponding case in Theorem IV.1 occurs.

Before we turn to the structure of the root decomposition we discuss
some basic examples.

Example IV.3. (a) Let g = g0 ⊕ g0 where g0 is a Lie algebra and τ is given
by τ(X,Y ) = (Y,X). Then we get

h = {(X,X) : X ∈ g0} and q = {(X,−X) : X ∈ g0}.

We observe that an element (X,−X) ∈ q is hyperbolic if and only if X is a
hyperbolic element of the Lie algebra g0 . Therefore there exists a hyperbolic
subspace a ⊆ q which is maximal abelian in q if and only if g0 possesses a
Cartan subalgebra a0 consisting of hyperbolic elements, i.e., if g0 has a toral
Cartan subalgebra. If g0 is semisimple, this means that g0 is a normal real form
of its complexification.

Applying Theorem III.3 to this situation, we see that all maximal abelian
hyperbolic subspaces of a Lie algebra g0 are conjugate under inner automor-
phisms and in particular that two toral Cartan subalgebras are conjugate when-
ever such Cartan subalgebras exist.

Let a0 ⊆ g0 be a toral Cartan subalgebra. Then the subspace a =
{(X,−X) : X ∈ a0} is hyperbolic and maximal abelian in q . If ∆0: = ∆(a0, g0)
is the root system of g0 with respect to a0 , then the root spaces for a are given
by

gα := (gα0
0 × {0})⊕ ({0} × g−α0

0 ), α0 ∈ ∆0,

where α(X,−X) = α0(X) is the corresponding root. Let Z = (Zα0
, Z−α0

) ∈ gα .
Then

[Z, τ(Z)] = ([Zα0
, Z−α0

],−[Zα0
, Z−α0

]) and α
(
[Z, τ(Z)]

)
= α0([Zα0

, Z−α0
]).
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Suppose that g0 is semisimple with Cartan involution θ satisfying a0 ⊆
p . Then Theorem IV.1 implies that α0

(
[Zα0

, θ(Zα0
)]
)
< 0. Thus, putting

Z−α0
= 0 or Z−α0

= ±θ(Zα0
), we obtain root vectors Z of the types (SR),

(R) and (A) in each root space gα .

(b) Let h be a Lie algebra and (g, τ) := (hC, σ), where σ denotes complex
conjugation. In this case q = ih . An element X ∈ q is hyperbolic if and only if
X is an elliptic element of the Lie algebra h . Therefore a hyperbolic subspace
a ⊆ q is maximal abelian in q if and only if ia is a compactly embedded Cartan
subalgebra of h .

Using Theorem III.3 again, we regain the fact that all maximal abelian
compactly embedded subalgebras of a Lie algebra h are conjugate under inner
automorphisms and in particular that two compactly embedded Cartan subalge-
bras are conjugate whenever they exist.

Let t ⊆ h be a compactly embedded Cartan subalgebra. Then the
subspace a := it ⊆ q is hyperbolic and maximal abelian in q and the root systems
∆(g, a) and ∆(hC, tC) coincide. For Z ∈ gα = hαC we have [Z, τ(Z)] = [Z,Z] so
the four types from Theorem IV.1 correspond to the four types of root spaces
considered in [5, Ch. 7].

Having introduced the general setup for the root decompositions, we now
turn to their relations to well chosen Levi decompositions of g .

Definition IV.4. If g = r o s is an a -τ -invariant Levi decomposition, then
we say that a root α ∈ ∆ is semisimple if sα 6= {0} and solvable if gα ⊆ r . We
write ∆s for the set of semisimple roots and ∆r for the set of solvable roots.

Lemma IV.5. For an a-τ -invariant Levi decomposition g = ros the following
assertions hold:

(i) gα = rα ⊕ sα, where rα = gα ∩ r and sα = gα ∩ s .

(ii) ∆⊥s = ar .

(iii) g ⊆ qL + h0 .

Proof. (i) Since r and s are invariant under a , both subspaces of g decompose
according to the root decomposition of Theorem IV.1. Therefore each root space
gα can be written as gα = (gα ∩ r)⊕ (gα ∩ s), whence the assertion.

(ii) If α ∈ ∆s , then sα 6= {0} , so that [ar, s
α] ⊆ r ∩ sα = {0} implies that

α |ar
= 0.

If, conversely, X ∈ ∆⊥s , then X ∈ za(s) ⊆ ar , because each element
in zg(s) is mapped by the natural homomorphism g → g/r ∼= s onto a central
element of s , hence to 0.

(iii) According to the root space decomposition, we have g = h0⊕ a⊕⊕α∈∆ gα .
Therefore a ⊆ q and gα ⊆ qL imply that g ⊆ qL + h0 .

We recall our notation κ for the Cartan-Killing form of g and write
mα := dim gα for the multiplicity of the root α ∈ ∆.

Definition IV.6. Let (g, τ) be a symmetric Lie algebra and V a g -module
carrying a bilinear form φ . The form φ is called τ -covariant, if

φ(X.v, w) = −φ(v, τ(X).w)
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holds for all X ∈ g and v, w ∈ V .

Proposition IV.7. If s is τ -a-invariant Levi complement and κa denotes
the restriction of the Cartan-Killing form to a , then the following assertions
hold:

(i) κa(X,Y ) =
∑

α∈∆mαα(X)α(Y ) and κa(X,X) ≥ 0 for X,Y ∈ a .

(ii) a⊥κa = az := z(g) ∩ a , a
⊥κa
r = az ⊕ as , and a

⊥κa
s = ar.

(iii) If we define φ: a→ a∗ by φ(X)(Y ) := κ(X,Y ) , then

φ(X) =
∑

α∈∆

mαα(X)α,

kerφ = az , and φ(a) = span ∆ . The prescription 〈φ(X), φ(Y )〉 := κ(X,Y )
defines a scalar product on span ∆ .

(iv) For each α ∈ ∆s there exists a unique element Aα ∈ as with
φ(Aα) = α which, in addition, satisfies α(Aα) > 0 .

(v) If Z ∈ gα , then [Z, τ(Z)] ∈ az for α ∈ ∆r , and

[Z, τ(Z)] ∈ κ
(
Z, τ(Z)

)
Aα + az

for α ∈ ∆s . If, in addition, Z ∈ sα , then

[Z, τ(Z)] = κ
(
Z, τ(Z)

)
Aα.

(vi) The form defined by κτ (X,Y ) := κ(X, τ.Y ) is a symmetric τ -
covariant form on g . Moreover, on each root space gα the degenerate subspace
coincides with rα , and an element X ∈ gα is

(a) of type (SR) if κτ (X) > 0 ,

(b) of type (R) if κτ (X) < 0 , and

(c) of type (N) or (A) if κτ (X) = 0 .

Proof. (i) This is an immediate consequence of the definition of the Cartan-
Killing form.

(ii) That a⊥κa = z(g)∩ a follows directly from the explicit formula in (i) and the
observation that z(g) ∩ a =

⋂
α∈∆ kerα .

Next we recall from [1, Ch. 1, §5.5, Prop. 5(b)] that r = [g, g]⊥κ . From

that we conclude that ar ⊆ a
⊥κa
s , so that the equality follows from the non-

degeneracy of κa on as . Thus we get that

a
⊥κa
r = (a

⊥κa
s )⊥κa = as ⊕ az.

(iii) The formula for φ follows by rewriting (i). From that we observe that
kerφ = az and φ(a) = span ∆. In view of (i), it now is clear that 〈φ(X), φ(Y )〉 :=
κ(X,Y ) defines a scalar product on span ∆.

(iv) Let α ∈ ∆s and X ∈ φ−1(α). Then κ(X, ar) = α(ar) = 0 (cf. Lemma IV.5)

implies that X ∈ a
⊥κa
r = as ⊕ az . Writing X = Xs + Xz with Xz ∈ az and
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Xs ∈ as , we see that Xs ∈ as ∩ φ−1(α) 6= Ø. Now the uniqueness of Aα follows
from the injectivity of φ |as

. Finally we observe that

α(Aα) = κ(Aα, Aα) =
∑

β∈∆

β(Aα)2 > 0.

(v) Let Z ∈ gα . If α ∈ ∆r , then gα = rα and therefore [Z, τ(Z)] ∈ ar∩[r, r] ⊆ az

because for each element X in [r, r] the operator adX is nilpotent, so that the
simultaneous semisimplicity implies that it is central.

If α ∈ ∆s and Aα is chosen as in (iv), then we have for Y ∈ a :

φ
(
[Z, τ(Z)]

)
(Y ) = κ

(
[Z, τ(Z)], Y

)
= κ

(
Z, [τ(Z), Y ]

)

= α(Y )κ
(
Z, τ(Z)

)
= κ

(
Z, τ(Z)

)
φ(Aα)(Y )

which entails that

[Z, τ(Z)] ∈ φ−1
(
κ(Z, τ(Z))Aα

)
= κ

(
Z, τ(Z)

)
Aα + az.

If, in addition, Z ∈ sα , then Aα ∈ as entails [Z, τ(Z)] = κ
(
Z, τ(Z)

)
Aα .

(vi) First we note that the invariance of the Cartan-Killing form κ under τ and
τ2 = idg imply that κτ (X,Y ) := κ(X, τ.Y ) defines a τ -covariant symmetric
bilinear form on g .

We recall from the proof of (ii) that r = [g, g]⊥κ which, in view of
gα ⊆ [g, g] , shows that κτ (rα, gα) = {0} . Since κτ is τ -covariant, ad a acts
by κτ -symmetric operators, hence κτ (gα, gβ) = {0} for α + β 6= 0. For any
a -τ -invariant Levi complement s we have κ(r, s) ⊆ κ(r, [g, g]) = {0} and hence
s⊥ ∩ s ⊆ g⊥ ∩ s ⊆ r ∩ s = {0} . Thus κτ restricted to s is non-degenerate and
the orthogonality of the root spaces implies that κτ is non-degenerate on sα .

Now let Z ∈ gα . If α ∈ ∆r , then gα ⊆ r , κτ vanishes on gα , and since
r contains no semsisimple subalgebras, Z is of type (N) or (A). If α ∈ ∆s , then
(v) shows that

α([Z, τ.Z]) = α(Aα)κτ (Z).

Therefore the assertion follows from α(Aα) > 0.

Proposition IV.8. Let g = ro s be a τ -a-invariant Levi decomposition and
θ a Cartan involution of s commuting with τ . Then the following assertions
hold:

(i) The involution τa := θτ |s preserves the root spaces sα of a and the
quadratic form κτ is positive definite on the −1-eigenspace and negative definite
on the 1-eigenspace of τa in sα .

(ii) Each element Z ∈ sα is of type (SR), (R) or (A). If the types (SR)
and (R) occur in sα , then type (A) also occurs.

(iii) Each root space gα , α ∈ ∆s contains an element of type (SR) or
(R).

(iv) In rα only the types (N) and (A) may occur.

Proof. (i) Since ar commutes with s and σ leaves the elements of as

pointwise fixed, it preserves the root spaces sα . For Z ∈ sα we write Z =
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Z+ +Z− according to the σ -eigenspace decomposition. Note that the invariance
of κτ under σ implies that the components are orthogonal with respect to κτ .
Therefore

κτ (Z) = κ
(
Z, τ(Z)

)
= κ

(
Z+ + Z−, θ(Z+)− θ(Z−)

)

= κ
(
Z+, θ(Z+)

)
︸ ︷︷ ︸

≤0

−κ
(
Z−, θ(Z−)

)
︸ ︷︷ ︸

≥0

follows from the fact that the form κθ(Z) := κ
(
Z, θ(Z)

)
is negative definite on s

which in turns follows from the fact that for θ.X = X the element X is elliptic
and non-central, and for θ.X = −X the element X is hyperbolic and non-central
(cf. Lemma I.9(ii)).

(ii) Since for Z ∈ sα we have [Z, τ(Z)] = κ
(
Z, τ(Z)

)
Aα , the assertion follows

from Proposition IV.7(vi) if we note that the occurence of type (R) and (SR)
means that κτ is indefinite on sα which implies the existence of isotropic vectors
and therefore of elements of type (A).

(iii), (iv) In view of Proposition IV.7(vi), the form κτ is non-zero on gα if and
only if α ∈ ∆s . Therefore the assertions follow from Proposition IV.7(vi).

Lemma IV.9. If α ∈ ∆s with gα = sα and κτ is definite on gα , then gα is
an irreducible h0 -module.

Proof. Let 0 6= Z ∈ gα and note that, in view of Proposition IV.8, our
assumption implies that the subalgebra spanned by Z , τ(Z) and [Z, τ(Z)] is
isomorphic to sl(2,R). Thus sl2 -theory, applied to the module

∑
n∈Z gnα shows

that adZ: g0 → gα is surjective. Therefore gα = [Z, a] + [Z, h0] = RZ + [Z, h0] .
From that we obtain that the h0 -submodule of gα generated by Z coincides
with gα . Since Z ∈ gα was arbitrary, the irreducibility follows.

Example IV.10. (a) Let g = (h1 ⊕ V ) o RH , where h1 = span{P,Q, Z} is
the three dimensional Heisenberg algebra with [P,Q] = Z ∈ z(h1) on which H
acts as by

H.P = P, H.Q = −Q, and H.Z = 0,

and V = RP ′ ⊕ RQ′ on which H acts in the same way. Let

h := R(P +Q)⊕R(P ′+Q′), and q := RZ ⊕R(P −Q)⊕R(P ′ −Q′)⊕RH.

Since [q, q] ⊆ h, [q, h] ⊆ q and [h, h] ⊆ h , we obtain an involutive automorphism
τ of g by τ |h = idh and τ |q = − idq .

Now a = z(g)⊕RH is a hyperbolic subspace which is maximal abelian in
q , and the root system is given by ∆ = ∆r = {±α} , where α(H) = 1. Moreover

gα = span{P, P ′}, g−α = span{Q,Q′},

and τ(P ) = Q , τ(P ′) = Q′ . Hence type (N) as well as type (A) occurs in gα .

(b) Let g = h2 o RH , where h2 = span{P,Q, P ′, Q′, Z} is the five dimensional
Heisenberg algebra with [P,Q] = [P ′, Q′] = Z ∈ z(h2). The action of H is
defined by

H.P = P, H.Q = −Q, H.P ′ = −P ′, H.Q′ = Q′, and H.Z = 0.
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We put

h := R(P − P ′)⊕ R(Q+Q′) and q := RZ ⊕ R(P + P ′)⊕ R(Q−Q′)⊕ RH.

As in the preceding example, the prescriptions τ |h = idh and τ |q = − idq define
an involutive automorphism of g . We obtain ∆ = {±α} , where α(H) = 1, and
the root spaces are given by

gα = span{P,Q′} and g−α = span{Q,P ′}.

From τ(P ) = −P ′ and τ(Q) = Q′ , we get

[λP + µQ′, τ(λP + µQ′)] = [λP + µQ′,−λP ′ + µQ)] = 2λµZ.

Thus the set of type (A)-elements in gα is not a subspace.

(c) We give an example of a symmetric simple Lie algebra in which the root
spaces are all of mixed type. So let us take s = so(3, 3) and τ conjugation
by diag(−1, 1, 1, 1, 1, 1). Then a = R(E1,6 + E6,1) is a hyperbolic subspace in
q which is also maximal abelian in q . Further, the root system is given by
∆ = {±α} , where α(E1,6 + E6,1) = 1. For j = 2, 3, we set

Xj = E1,j − Ej,1 + E6,j + Ej,6,

while for j = 4, 5, we put

Xj = E1,j + Ej,1 + E6,j − Ej,6.

Then it is easy to check that sα = span{X2, X3, X4, X5}, and another simple
computation shows that the form κτ on sα has signature (1, 1,−1,−1). Hence
in sα all types (SR), (R) and (A) occur.

This example also shows that the subspace a might be contained in
several maximal hyperbolic Lie triple systems. In fact, we have h0 ∼= so(2, 2)
and [h0, (sp)q] 6⊆ (sp)q , where the Cartan involution is given by θ(X) = −X> .
Therefore all the conjugates of (sp)q under the group Inns(h0) are maximal
hyperbolic Lie triple systems containing a (cf. Proposition III.7). To make this
more explicit, let E ⊆ sα be a two-dimensional plane on which the scalar product
κτ is negative definite. Then a + {τ(X)−X:X ∈ E} is a maximal hyperbolic
Lie triple system in q containing a (cf. Proposition IV.8). Since there exists a
continuous family of such subspaces E , this (sp)q is not unique.

Example IV.11. Let s = sl(2,R) with the basis

H =

(
1 0
0 −1

)
, U =

(
0 1
−1 0

)
, T =

(
0 1
1 0

)

with the commutator relations

[H,U ] = 2T, [H,T ] = 2U, and [U, T ] = 2H.
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We consider the involution on s of type (SR) which corresponds to the decom-
position

sh = RT, and sq = RH + RU.

Let r be the three dimensional s -module with the basis (H ′, U ′, T ′) correspond-
ing to the identification with s endowed with the adjoint representation. We
form the Lie algebra g := ro s and put

rh := span{H ′, U ′}, rq := RT ′, h := rh + sh and q := rq + sq.

Then [sh, rh] ⊆ rh , [sh, rq] ⊆ rq , [sq, rq] ⊆ rh , and [sq, rh] ⊆ rq imply that
τ |h = idh and τ |q := − idq defines an automorphism of g .

The subspace a := RH ⊆ q is maximal abelian, hyperbolic, and zg(a) =
a + RH ′ . The corresponding roots are given by ∆ = ∆s = {±α} , α(H) = 2,
and

gα = span{U + T, U ′ + T ′}, rα = R(U ′ + T ′), and sα = R(U + T ).

Since the form κτ is positive definite on sα and degenerate on rα (cf. Proposition
IV.7(vi)), the elements in rα are of type (A) and the other elements are of type
(SR).

The space q = span{H,U, T ′} is three dimensional, and to see the action
of Inng(h) on this space, we note the the matrices of the elements of h with
respect to the basis (T ′, H, U) are given by

adq T =




0 0 0
0 0 −2
0 −2 0


 , adqH

′ =




0 0 2
0 0 0
0 0 0


 ,

and

adq U
′ =




0 −2 0
0 0 0
0 0 0


 .

From that for
Wmax := RT ′ + R+(H + U) + R+(H − U)

the set qhyp = Inng(h).a is given by

{0} ∪W 0
max ∪ −W 0

max.

Note that Wmax ∩ a = R+H . The orbits in W 0
max are surfaces of the type

RT ′ + ead shλH , λ > 0. It follows in particular that their convex hulls always
contain affine lines.

For the coadjoint action on q∗ we obtain the matrices

ad∗q T =




0 0 0
0 0 −2
0 −2 0


 , ad∗qH

′ =




0 0 0
0 0 0
2 0 0


 ,



100 Krötz and Neeb

and

ad∗q U
′ =




0 0 0
−2 0 0
0 0 0


 .

Therefore the orbit of each functional not vanishing on T ′ is a two-dimensional
plane parallel to (T ′)⊥ . In the plane (T ′)⊥ the orbits meeting a∗ ∼= {T ′, U}⊥
are hyperbolas. Therefore the only orbits in W ?

max which are closed and have a
pointed convex hull are those through a∗ .

V. The Weyl group and quasihermitian symmetric Lie algebras

In this section (g, τ) denotes a symmetric Lie algebra and a ⊆ q is a maximal
hyperbolic abelian subspace which is maximal abelian in q .

Definition V.1. Let p ⊇ a be a maximal hyperbolic Lie triple system.

(a) We say that a root α ∈ ∆ is compact if gα ∩ pL 6= Ø and non-compact
otherwise. We write ∆k = ∆(pL, a), resp. ∆n , for the set of compact, resp.
non-compact, roots. Note that, in view of Proposition III.7, the set ∆k does
not depend on the choice of p because all maximal hyperbolic Lie triple systems
containing a are conjugate under the group Inng(h0) which preserves the root
spaces.

If p is related to a τ -a -invariant Levi complement s as in Proposition
III.5(iv), then it is clear that

∆k ⊆ ∆s and ∆r ⊆ ∆n.

The roots in ∆p := ∆n ∩∆s are called the non-compact semisimple roots.

(b) The root system ∆ is called split if all root vectors X ∈ gα , α ∈ ∆k are of
Riemannian type (R).

(c) A positive system ∆+ is called p-adapted if ∆+
n is invariant under the Weyl

group.

(d) If C is a subset of the finite dimensional real vector space V , then we write
cone(C) for the smallest closed convex cone containing C . For a positive system
∆+
n of non-compact roots, we consider the following cones:

Cmin,p := Cmin,p(∆+
n ) := cone({[X, τ(X)]:X ∈ gα, α ∈ ∆+

p }) ⊆ a,

Cmin,z := Cmin,z(∆
+
n ) := cone({[X, τ(X)]:X ∈ rα, α ∈ ∆+}) ⊆ a ∩ n = z(g)q,

Cmin = Cmin(∆+
n ) = Cmin,p + Cmin,z , and

Cmax := Cmax(∆+
n ) = {X ∈ a: (∀α ∈ ∆n)α(X) ≥ 0}.

(e) For every α ∈ ∆s we set α̌: = 2Aα
〈α,α〉 and accordingly ∆̌s: = {α̌:α ∈ ∆s} .

Note that α(α̌) = 2 for all α ∈ ∆s and, more generally, that

β(α̌) =
2β(Aα)

〈α, α〉 =
2φ(Aβ)(Aα)

〈α, α〉 =
2κ(Aβ, Aα)

〈α, α〉 =
2〈α, β〉
〈α, α〉
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for all β ∈ span ∆ = φ(a).

(f) We say that (g, τ) has cone potential, if no non-zero Z ∈ gα , α ∈ ∆ is of
type (A).

(g) We say that (g, τ) has strict cone potential, if it has cone potential and for
each β ∈ ∆ there is an element α ∈ a∗z such that

(5.1) α
(
[X, τ(X)]

)
> 0 for all 0 6= X ∈ rβ .

If, in addition, there exists a p -adapted positive system ∆+ such that (5.1) holds
simultaneously for all β ∈ ∆+ , then we say that (g, τ) has strong cone potential.

Proposition V.2. Let (g, τ) be a symmetric Lie algebra, p ⊆ q a maximal
hyperbolic Lie triple system and a ⊆ p maximal abelian. Then the following
assertions hold:

(i) The Weyl group W is isomorphic to the finite group generated by the
reflections

sβ : a→ a, X 7→ X − β(X)β̌

for β ∈ ∆k .

(ii) The center of p is given by the fixed point set of the Weyl group W ,
i.e.

z(p) = aW = {X ∈ a: (∀α ∈ ∆k) α(X) = 0}.

It follows in particular that this space is independent of the choice of p .

(iii) If Ws ⊆ Gl(a) is the group generated by the reflections sα , α ∈ ∆s ,
then Ws is finite and Ws.∆ = ∆ , where the action of Ws on a∗ is given by
sβ(α) = α− α(β̌)β.

Proof. (i) In view of Definition III.9, this is a statement on Riemannian
symmetric Lie algebras and therefore follows from [3, Cor. VII.2.1].

(ii) Since z(p) ⊆ a holds for any maximal abelian subspace a in p , the assertion
follows immediate from the definition of the compact roots and (i).

(iii) Let ar = a ∩ r , and s a τ -ar -invariant Levi complement. Then we may
w.l.o.g. assume that a = ar⊕ as , where as = a∩ sq (cf. Proposition III.5(i),(ii)).
Now ar = ∆⊥s (Lemma IV.5(ii)) shows that ar = aWs is the fixed point set of
Ws .

Let α ∈ ∆, β ∈ ∆s , and 0 6= Zβ ∈ gβ be an element of type (SR) or
(R) (Proposition IV.7(vi)) and note that this implies that g(Z) ∼= sl(2,R). We
consider the g(Z)-module

V :=
∑

n∈Z
gα+nβ .

Then (α+nβ)(β̌) = α(β̌)+2n shows that the spaces gα+nβ are the β̌ -eigenspaces
in V . Therefore the representations theory of sl(2,R) shows that whenever
α− pβ and α+ qβ are roots, the same holds for all n ∈ {−p, . . . , q} . Moreover,
if p and q are maximal, then

α(β̌)− 2p = (α− pβ)(β̌) = −(α+ qβ)(β̌) = −α(β̌)− 2q
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([1, Ch. 8, §1, no. 3]). This proves that α(β̌) = p− q , and hence that

sβ .α = α− α(β̌)β = α+ (q − p)β ∈ ∆.

Thus ∆ is invariant under sβ , and therefore under Ws .

To see that Ws is finite, we note that ∆⊥s = ar implies that a∗s =
span ∆s . Now the fact that Ws acts effectively on as and the invariance of the
finite set ∆s imply that Ws is finite.

Corollary V.3. Let α ∈ ∆ and β ∈ ∆s . Then the β -string containing α
has the form α + nβ , −p ≤ n ≤ q , where p, q ≥ 0 . Furthermore p− q = α(β̌).
Moreover, we have

(i) [gβ, gα] = gα+β whenever α(β̌) ≥ −1 .

(ii) [gβ , gα] 6= {0} if and only if α+ β ∈ ∆ .

(iii) [gβ , gα] = gα+β whenever α, β ∈ ∆s and α 6= −β .

Proof. The first part has been shown in the proof of Proposition V.2(iii).

(i), (ii) This follows from the representation theory of sl(2,R) which shows that
[Z, gα] = gα+β whenever α(β̌) ≥ −1 and [Z, gα] 6= {0} whenever α(β̌) ≤ −1
(cf. [1, Ch. 8, §1, no. 3]).

(iii) (cf. [20]) Let α, β ∈ ∆s with [gα, gβ] 6= gα+β . Then (i) implies that

2〈α, β〉
〈β, β〉 = α(β̌) ≤ −2 and

2〈α, β〉
〈α, α〉 = β(α̌) ≤ −2.

Multiplication of both inequalities yields 〈α, β〉2 ≥ 〈α, α〉〈β, β〉, so that equality
follows from the Cauchy-Schwarz inequality. We conclude that β = λα and
obtain β(α̌) = 2λ ≤ −2 as well as α(β̌) = 2

λ ≤ −2, hence that λ = −1, i.e.,
α = −β .

Proposition V.4. Let (g, τ) be a symmetric Lie algebra, p ⊆ q a maximal
hyperbolic Lie triple system and a ⊆ p maximal abelian. Then for a positive
system ∆+ the following are equivalent:

(1) The system ∆+ is p-adapted.

(2) The cone Cmax is W -invariant.

(3) C0
max ∩ z(p) 6= Ø .

(4) (∆+
n + ∆k) ∩∆ ⊆ ∆+

n .

(5) If

m =
⊕

α∈∆k∪{0}
gα and p+ =

⊕

α∈∆+
n

gα,

then [m, p+] ⊆ p+ .

Proof. (1) ⇒ (2): It is clear that the W -invariance of ∆+
n implies the W -

invariance of Cmax .

(2) ⇒ (3): If Cmax is invariant under W and X ∈ C0
max , then X0 :=

∑
γ∈W γ.X

is still contained in C0
max and, in addition, W -invariant. Therefore each compact

root vanishes on X0 and thus X ∈ z(p) (Proposition V.2(ii)).
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(3) ⇒ (4): Let X0 ∈ C0
max ∩ z(p). Then ∆+

n = {α ∈ ∆:α(X) > 0} because all
compact roots vanish on X . Hence α ∈ ∆+

n , β ∈ ∆k implies that (α+β)(X) =
α(X) > 0, and therefore that α+ β ∈ ∆+

n whenever it is a root.

(4) ⇒ (5): This is an immediate consequence of [gα, gβ ] ⊆ gα+β and (4).

(5) ⇒ (1): Let α ∈ ∆k and Z ∈ gα be of type (R). Then g(Z) ⊆ m , and
(5) implies that [g(Z), p+] ⊆ p+ . Thus p+ is a module of the subalgebra
g(Z) ∼= sl(2,R), and the invariance of ∆+

n , the corresponding set of weights,
under the reflection sα follows from sl(2,R)-representation theory. We conclude
that W.∆+

n = ∆+
n .

Definition V.5. Let (g, τ) a symmetric Lie algebra and p ⊆ q a maximal
hyperbolic Lie triple system.

(i) We call (g, τ) quasihermitian, if zq

(
z(p)

)
= p , where z(p) = {X ∈ p: [X, p] =

{0}} .

(ii) If (g, τ) is semisimple and irreducible, then we call (g, τ)

(NCR) non-compactly Riemannian, if g is non-compact and τ is a Cartan
involution.

(NCC) non-compactly causal, if (g, τ) is quasihermitian and z(p) 6= {0} .

(CC) compactly causal, if (gc, τ) is (NCC).

(CT) of Cayley type, if it is both (CC) and (NCC).

Note that (g, τ) is quasihermitian if and only if it is (NCR) or (NCC).
The three dimensional simple Lie algebra (s, τ) of type (R) is (NCR) and if it is
of type (SR), then it is (CT) (cf. Theorem IV.1).

Let (g, τ) be a semisimple symmetric Lie algebra and θ a Cartan in-
volution commuting with τ . Denote by g = gk ⊕ gp the corresponding Cartan
decomposition. The prescription τa = θ ◦ τ defines an involution and we call
(g, τa) an associated symmetric Lie algebra. Note that the eigenspace decompo-
sition of g according to τa is given by

g = ha ⊕ qa, where ha = (gk)h ⊕ (gp)q, qa = (gk)q ⊕ (gp)h.

Proposition V.6. If (g, τ) is irreducible semisimple such that z(p) 6= {0} ,
then the following assertions hold:

(i) The symmetric Lie algebra (g, τ) is one of the following two types:

(1) The c-dual gc is simple and hermitian with z(kc) ⊆ qc .

(2) The subalgebra h is simple hermitian and (g, τ) ∼= (hC, σ) , where σ
denotes complex conjugation.

It follows in particular that g is simple.

(ii) There exists an up to sign unique element H ∈ z(p) with z(p) = RH ,
Spec(adH) = {2, 0,−2} and zq(H) = p . It follows in particular that (g, τ) is
quasihermitian, i.e., (NCC) and that H defines a triangular decomposition of g :

g = g(adH;−2)⊕ g(adH; 0)⊕ g(adH; 2).

(iii) The involution τa is given by τa = ei
π
2 adH .

Proof. (cf. [8, Lemma 1.3.5, Th. 1.3.8]) (i), (ii) First we choose a Cartan
decomposition g = gk ⊕ gp such that p = (gp)q (Proposition III.5(iv)). Then
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the fact that pL ⊆ ha is an ideal (Lemma II.7(i)) implies that z(p) ⊆ z(ha).
On the other hand kc := (gk)h ⊕ i(gp)q ⊆ gc is a maximal compactly embedded
subalgebra.

As already observed in Definition I.6(d), there are two possibilities:

(1) gc is simple. Then the fact that z(kc) 6= {0} implies that gc is a hermitian
Lie algebra with z(kc) ⊆ iq .

(2) gc ∼= h ⊕ h and h is simple. Then kc ∼= (gk)h ⊕ (gk)h , so that the same
argument as above shows that h is simple hermitian. Moreover g ∼= (hC, σ)
(Lemma I.10), so that p = i(gk)h .

If g is not simple, then g ∼= h ⊕ h and gc ∼= hC (cf. Lemma I.11).
Therefore the fact that a simple hermitian Lie algebra is never complex implies
that g is simple.

In both cases we see that z(p) is one-dimensional. Since the spectrum
of an element in the center of a maximal compactly embedded subalgebra of
a hermitian simple Lie algebra consists of {0, ci,−ci} (cf. [3, Prop. VIII.6.2]),
we can find H ∈ z(p) with Spec(adH) = {−2, 0, 2, } . Moreover, the fact that
zgc
(
z(kc)

)
= kc implies that zq(H) = p . This completes the proof.

(iii) This is an immediate consequence of (ii).

The preceding result can be sharpened significantly if we assume, in
addition, that the Lie algebra under consideration is of Cayley type.

Lemma V.7. For a symmetric (CT) Lie algebra (g, τ) the following assertions
hold:

(i) There are elements T ∈ z(h) ∩ gp and U ∈ z(gk)q such that

[H,U ] = 2T, [H,T ] = 2U, [U, T ] = 2H.

(ii) The element T defines a triangular decomposition

g = g(adT ;−2)⊕ g(adT ; 0)⊕ g(adT ; 2),

and τ = ei
π
2 adT .

(iii) The Cartan involution is given by θ = e
π
2 adU .

Proof. (i) - (ii) [8, Th. 1.3.11].

(iii) [8, Lemma 1.2.1].

Lemma V.8. The symmetric Lie algebra (g, τ) is quasihermitian if and only
if there exists an element X ∈ z(p) such that zq(X) = p .

Proof. “⇐”: This is trivial.

“⇒”: Let X0 ∈ z(p) such that no root in ∆
(
g, z(p)

)
vanishes on X0 . Then

zg(X0) = zg(z(p)) and the implication follows from the τ -invariance of both
sides.

Proposition V.9. Let (g, τ) be a quasihermitian symmetric Lie algebra, p
a maximal hyperbolic Lie triple system, and a maximal abelian in p . Then the
following assertions hold:
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(i) The maximal hyperbolic abelian subspace a is maximal abelian in q .

(ii) The root system ∆(g, a) is split.

(iii) The maximal hyperbolic abelian subspace a is contained in a unique
maximal hyperbolic Lie triple system p which is given by

p = a⊕
⊕

α∈∆k

(1− τ)(gα).

(iv) int qhyp ∩ z(p) = z(p) \⋃α∈∆n
kerα.

(v) If s := g/r is endowed with the inherited involution τs , then (s, τs) is
quasihermitian. This means that the irreducible constituents of (s, τ) are either
(NCR) or (NCC).

(vi) There exists a p-adapted positive system.

(vii) If ∆+ is a p-adapted positive system, then (∆+
p + ∆+

p ) ∩∆ ⊆ ∆+
r

and Cmin,p ⊆ (∆+
p )? .

(viii) The Lie algebra s has cone potential.

Proof. (i) Since a is maximal abelian in p and (g, τ) is quasihermitian, any
abelian subspace of q containing a must be contained in zq

(
z(p)

)
= p , hence has

to coincide with a . This proves that a is maximal abelian in q .

(ii) First we note that each root α ∈ ∆k vanishes on z(p) ⊆ a . Therefore
gα ⊆ zg

(
z(p)

)
and hence for each X ∈ gα the element X − τ(X) is contained in

zq

(
z(p)

)
= p . Now the a -invariance of pL shows that the gα -component X of

this element is contained in pL . Thus gα = (pL)α and this is what we had to
show.

(iii) The proof of (ii) implies that for α ∈ ∆k we have gα = (pL)α , hence that

p = a⊕
⊕

α∈∆k

(1− τ)(gα)

which shows that p is unique.

(iv) In view of (iii), an element X ∈ z(p) is contained in int qhyp if and only
if zq(X) is not bigger than p (cf. Proposition III.2), i.e., if and only if no non-
compact root vanishes on X . This proves (iv).

(v) In view of Proposition III.5(iv), we may assume that s is realized in g as a
τ -a -invariant Levi complement and that p has been constructed as p = ar⊕ ps ,
where ps = (sp)q with a Cartan decomposition s = sk ⊕ sp which is invariant
under τs . Then the fact that ar commutes with s (Proposition III.5(iii)) shows
that z(p) = ar ⊕ z(ps). Hence

zsq

(
z(ps)

)
= zsq

(
z(p)

)
⊆ p ∩ sq = ps

and so (s, τs) is quasihermitian.

If we decompose (s, τ) into a direct sum of irreducible symmetric Lie
algebras (sj , τj), it is clear that p is adapted to this decomposition. Therefore
all irreducible factors are quasihermitian, i.e. (NCR) or (NCC), if and only if
(s, τ) is quasihermitian.
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(vi) Let X ∈ z(p) with p = zq(X) (Lemma V.8). Then (ii) shows that α(X) 6=
{0} holds for all α ∈ ∆+

n . We choose X1 ∈ a such that sgnα(X1) = sgnα(X)
for all α ∈ ∆n and α(X1) 6= 0 for all α ∈ ∆k . Then ∆+ = {α ∈ ∆:α(X1) > 0}
is a positive system, and ∆+

n = {α ∈ ∆:α(X) > 0} is W -invariant because X
is fixed by W . This proves that ∆+ is p -adapted.

(vii) In view of (v), it suffices to prove (∆+
p + ∆+

p ) ∩∆ = Ø for (NCC) algebras
because this holds trivially for (NCR) algebras. Let H be as in Proposition
V.6(ii) and ∆+ be a k -adapted positive system. Then Proposition V.4(3) shows
that we may w.l.o.g. assume that H ∈ C0

max . Then ∆+
p = {α ∈ ∆:α(H) = 2} ,

and the assertion follows from the fact that 4 is no eigenvalue of adH .

To see that Cmin,p ⊆ (∆+
p )? , let α, β ∈ ∆+

p . For Z ∈ gβ we have
[Z, τ.Z] ∈ κ(Z, τ.Z)Aβ + az and hence α([Z, τ.Z]) = κ(Z, τ.Z)α(Aβ). Since
κ(Z, τ.Z) ≥ 0 by (ii) and Proposition IV.7(vi), we have to show that α(β̌) ≥ 0.
Since α+ β is no root in ∆(s, as), this follows from Corollary V.3.

(viii) We have already seen in (v) that (s, τs) is quasihermitian, hence (ii) implies
that ∆(s, as) is split. Now the assertion follows from the non-degeneracy of the
forms κτ on the root spaces sα (cf. Proposition IV.8).

Putting all these facts together, we arrive at the following characteriza-
tion of the quasihermitian symmetric Lie algebras.

Proposition V.10. The symmetric Lie algebra (g, τ) is quasihermitian if
and only if there exists a maximal hyperbolic abelian subspace a ⊆ q such that

(1) a is maximal abelian in q ,

(2) ∆(g, a) is split, and

(3) ∆(g, a) contains a p-adapted positive system.

Proof. The necessity of (1)-(3) follows from Propositon V.9.

Assume that (1)-(3) are satisfied and choose a maximal hyperbolic Lie
triple system p containing a . Using Proposition V.4(3), we find X0 ∈ z(p)∩C0

max .
Hence

zq(X0) = a⊕
⊕

α∈∆k

(1− τ).gα

because a is maximal abelian in q . To see that this implies that zq(X0) = p , it
now suffices to show that gα ⊆ pL holds for all α ∈ ∆k .

For this we recall from Proposition III.5(iv) that we can realize p as
p = ar ⊕ (sp ∩ sq), where ar is maximal hyperbolic abelian in rq with respect
to g , s is an ar -τ -invariant Levi complement, and s = sk + sp is a τ -invariant
Cartan decomposition defined by the Cartan involution θ .

Let α ∈ ∆k ⊆ ∆s and recall that sα is invariant under the involution
σ := τθ of s , and that its −1-eigenspace consists of elements of type (SR)
(Proposition IV.8). Now the fact that ∆ is split shows that σ |sα = id, hence
that

sα ⊆ (1− τ).sα + [a, (1− τ).sα] ⊆ p + [p, p] ⊆ pL.

Moreover, in view of Lemma IV.5 and Proposition IV.8(iii), (2) implies that
gα = sα and finally that gα ⊆ pL .
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Example V.11. (a) Let s = sl(2,R) with the basis from Example IV.11. We
consider the Cartan involution on s which corresponds to the decomposition

sh = RU, and sq = RH + RT.

Let r be the three dimensional s -module with the basis (H ′, U ′, T ′) correspond-
ing to the identification with s endowed with the adjoint representation. We
form the Lie algebra g := ro s and put

rh := span{H ′, T ′}, rq := RU ′, h := rh + sh and q := rq + sq.

Then, as in Example IV.11, these prescriptions define an involutive automor-
phism τ of g .

The subspace p := RH + RT ⊆ q is a maximal hyperbolic Lie triple
system, a := RH ⊆ p is maximal abelian, and z(p) = {0} . Therefore zq

(
z(p)

)
=

q 6= p and we see that (g, τ) is not quasihermitian. Nevertheless, the subspace
a is maximal abelian in q , W ∼= Z2 , ∆ = ∆k , and ∆n = Ø, so that each
positive system is p -adapted. Of course ∆ is not split because the root spaces
gα = rα ⊕ sα are 2-dimensional, the form κτ is negative semidefinite with one-
dimensional degeneracy in rα .

(b) Let s be a compact Lie algebra and V a real s -module. Let further
n = V × V × R denote the Heisenberg algebra with bracket

[(v, w, t), (v′, w′, t′)] := (0, 0, 〈v, w′〉 − 〈v′, w〉).

Let further H denote the operator on n given by H.(v, w, t) = (v,−w, 0) and
consider the Lie algebra g := no (s⊕ RH). Then

h = {(v, v, 0): v ∈ V }o s and q = {(v,−v, t): v ∈ V, t ∈ R}o RH

defines an involution τ on g . The subspace a := z⊕RH with z = {0}×{0}×R
is maximal hyperbolic and maximal abelian in q . Moreover, p = a is a maximal
hyperbolic Lie triple system, and ∆ = {±α} with α(H) = 1, where gα =
V ×{0} . Therefore (g, τ) is quasihermitian, effective with strong cone potential.
Nevertheless h0 = s is non-trivial.

(c) Let g0 be a split semisimple real Lie algebra and a0 ⊆ g0 a toral Cartan
subalgebra. We consider g = g0 ⊕ g0 with τ(X,Y ) = (Y,X). Then q =
{(X,−X):X ∈ g0} and if g0 = k0 + p0 is a Cartan decomposition, then p :=
{(X,−X):X ∈ p0} is a maximal hyperbolic Lie triple system in q . According to
Example IV.3(a), all root spaces are of mixed type, hence ∆ = ∆k . We conclude
in particular that all positive systems are p -adapted, but that ∆ is not split.

VI. Convexity properties and invariant convex sets

In this section we come to the subject proper of this paper, the convexity
properties of the action of Inng(h) on the space q . The key role will be played
by those invariant convex subsets having a sufficiently large intersection with
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a . The main point of this section is that the existence of such invariant convex
sets has significant consequences for the structure of the symmetric Lie algebra
(g, τ). In particular we will see that it implies that (g, τ) is quasihermitian, and
also that it has strong cone potential (cf. Definition V.1(g)).

Throughout this section we assume that a ⊆ q is a maximal hyperbolic
abelian subspace which is in addition maximal abelian in q .

A key tool in everything that follows is the following lemma which gives
precise information on the projections of orbits of elements in a with respect to
the action of one-parameter subgroups of Inng(h) coming from root vectors.

Lemma VI.1. For α ∈ ∆ , X ∈ a , and Z ∈ gα we have the following formulas:

ad
(
Z + τ(Z)

)m
(X)(i)

=





X for m = 0
−α(X)α(2[Z, τ(Z)])n

(
Z − τ(Z)

)
for m = 2n+ 1

−α(X)2α
(
2[Z, τ(Z)]

)n
[τ(Z), Z] for m = 2(n+ 1).

(ii) If p: q→ a is the projection along q ∩ [a, g] , then

p
(
ead(Z+τ(Z)).X

)

= cosh
(

ad(Z + τ(Z))
)
.X

=X −





α(X)[τ(Z), Z] for α([Z, τ(Z)]) = 0

α(X)
cosh(
√

2α([Z,τ(Z)]))−1

α([Z,τ(Z)]) [τ(Z), Z] for α([Z, τ(Z)]) > 0

α(X)
cos(
√

2α([τ(Z),Z]))−1

α([Z,τ(Z)]) [τ(Z), Z] for α([Z, τ(Z)]) < 0

and
p(eR ad(Z+τ(Z)).X)

=p(eR
+ ad(Z+τ(Z)).X)

=X +





R+α(X)[Z, τ(Z)] for α([Z, τ(Z)]) = 0
R+α(X)[Z, τ(Z)] for α([Z, τ(Z)]) > 0

[0, 2] α(X)
α([τ(Z),Z]) [Z, τ(Z)] for α([Z, τ(Z)]) < 0.

Proof. (i) We prove the assertion by induction with respect to m . For m = 0
there is nothing to prove. Suppose that the assertion is true for m = 2n . If
n = 0, then

ad(Z + τ(Z))m+1(X) = [Z + τ(Z), X] = −α(X)(Z − τ(Z)).

If m = 2n > 0, then

ad(Z + τ(Z))m+1 = ad(Z + τ(Z))
(
− α(X)2α(2[Z, τ(Z)])n−1[τ(Z), Z]

)

= −α(X)2α(2[Z, τ(Z)])n−1
[
Z + τ(Z), [τ(Z), Z]

]

= −α(X)α(2[Z, τ(Z)])n(Z − τ(Z)),
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and if m = 2n+ 1, then

ad(Z + τ(Z))m+1(X) = ad(Z + τ(Z))
(
− α(X)α(2[Z, τ(Z)])n(Z − τ(Z))

)

= −α(X)α(2[Z, τ(Z)])n2[τ(Z), Z].

(ii) Using (i), we see that ad(Z+τ(Z))2n+1.X ∈ [a, g]∩q and ad(Z+τ(Z))2n.X ∈
a . Thus

p(ead(Z+τ(Z)).X) = cosh
(

ad(Z + τ(Z))
)
.X.

Now the first formula for cosh
(

ad(Z + τ(Z))
)
.X follows from (i). For the

remaining assertions we distinguish several cases. The case α([Z, τ(Z)]) = 0
is trivial. If α([Z, τ(Z)]) > 0, then we use the surjectivity of the function
R+ → R+ , t 7→ cosh(ts) − 1 for s > 0, and for α([Z, τ(Z)]) < 0 we use
cos(R)− 1 = [−2, 0].

Definition VI.2. Let V be a finite dimensional real vector space and V ∗ its
dual space.

(a) For a subset C ⊆ V we define

B(C): = {α ∈ V ∗: inf α(C) > −∞} and C? := {α ∈ V ∗: inf α(C) ≥ 0}.

Note that both are convex cones and that C? is always closed, whereas B(C)
need not be closed. One obtains an instructive example by taking the graph of
the exponential function in V = R2 .

(b) For a convex subset C ⊆ V we put

limC: = {v ∈ V : v + C ⊆ C} and H(C) := lim(C) ∩ − lim(C).

We call limC the limit cone of C . Note that limC is always a convex cone
which is closed if C is closed or open (cf. [19, Prop. III.1.5]). If C is open or
closed, then the geometric meaning of H(C) is that c + H(C), c ∈ C are the
maximal affine subspaces contained in C .

Proposition VI.3. For Y ∈ a the following assertions hold:

(i) If X ∈ gα is of type (SR), (A) or (N), then

Y + R+α(Y )[X, τ(X)] ⊆ conv(OY ).

(ii) If X ∈ gα is of type (SR) and gα also contains elements of type (R),
then

Y + Rα(Y )α̌ ⊆ conv(OY ).

(iii) CY := cone
(
{α(Y )[X, τ(X)]:X of type (SR), (N)}

)
⊆ lim conv(OY ).

Proof. (i) In view of Lemma VI.1(ii), this follows from the observation that
for Z ∈ h we have

p(eadZ .Y ) = cosh(adZ).Y =
1

2

(
eadZ .Y + e− adZ .Y ) ∈ conv(OY ).
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(ii) First we note that if gα contains an element of type (R), then the same holds
for sα (cf. Proposition IV.7(v)). Hence the reflection in kerα defined by

sα(X) := X − α(X)α̌

is an element of the Weyl group W . Now (i) and Proposition IV.7(vi) imply that
Y + R+α(Y )α̌ ⊆ conv(OY ) and therefore the invariance of OY under W yields

sα
(
Y + R+α(Y )α̌

)
= sα(Y )− R+α(Y )α̌ ⊆ conv(OY ).

If α(Y ) 6= 0, then the convex hull of these two half-lines coincides with the line
Y + Rα̌ , and this proves (ii).

(iii) This is immediate from (i).

Next we introduce some notions that will be used to describe the effect
of the existence of certain invariant convex sets in q on the structure of the Lie
algebra g .

Definition VI.4. Let (g, τ) be a symmetric Lie algebra.

(a) We call a convex Inng(h)-invariant set C ⊆ q hyperbolic (resp. elliptic), if it
has non-empty interior and intC consists of hyperbolic (resp. elliptic) elements.

(b) A symmetric Lie algebra (g, τ) is called admissible if there exists a closed
convex generating hyperbolic invariant subset C ⊆ q with H(C) = {0} .

In the following D0 for a subset D of a means the relative interior of
D with respect to a .

Lemma VI.5. (i) If C ⊆ q is an invariant hyperbolic convex subset, then
C0 = Inng(h).(C ∩ a)0 .

(ii) If C ⊆ q is an invariant subset such that C ∩ a has interior points, then C
has interior points.

Proof. (i) Let Ca := C∩a . Then C0∩a ⊆ C0
a , so that, in view of C0 ⊆ qhyp ,

Theorem III.3(ii) implies that C0 = Inng(h).(C0 ∩ a) ⊆ Inng(h).C0
a . It remains

to show that C0
a ⊆ C0 ∩ a .

So let X ∈ C0
a and U ⊆ Ca be an open convex subset. If Y ∈ U satisfies

zq(Y ) = a , i.e., if α(Y ) 6= 0 holds for all α ∈ ∆, then Lemma III.1 shows that
the mapping

Ψ: Inng(h)× a→ q, (h, Z) 7→ h.Z

has surjective differential in (1, Y ), hence that Ψ(Inng(h)×U) is a neighborhood
of Y in q . Thus Y ∈ C0 . Since

U = conv({Y ∈ U : (∀α ∈ ∆)α(Y ) 6= 0}),

it follows that X ∈ C0 .

(ii) If U ⊆ C ∩ a is an open subset of a , then the argument above shows that
Inng(h).U ⊆ C contains an interior point.

The following theorem contains some key observations relating invariant
hyperbolic sets to the structure of the Lie algebra.
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Theorem VI.6. Let (g, τ) be a symmetric Lie algebra, p ⊆ q a maximal
hyperbolic Lie triple system, and a ⊆ p maximal abelian. Suppose that there
exists an invariant hyperbolic closed convex subset C ⊆ q . Then the following
assertions hold:

(i) The hyperbolic subspace a is maximal abelian in q .

(ii) The symmetric Lie algebra (g, τ) is quasihermitian and there exists
a p-adapted positive system ∆+ such that

Cmin ⊆ lim(C ∩ a) and C ∩ a ⊆ Cmax.

In particular we have Cmin ⊆ Cmax.

(iii) If H(C) = {0} , then (g, τ) has strong cone potential.

(iv) If, in addition, C 6= q , then z(p) 6= {0} .

Proof. (i) The existence of C implies that qhyp has non-empty interior. Hence
(i) follows from Theorem III.3(ii).

(ii) Let Ca := C ∩ a and X ∈ C0 ∩ a . Then X0 :=
∑

γ∈W γ.X ∈ C0
a is fixed

under W . According to Proposition V.2(ii), we have X0 ∈ z(p). In view of
Lemma VI.5, X0 ∈ C0 ⊆ int qhyp , so that Proposition III.2 implies that zq(X0)
is a hyperbolic Lie triple system. Clearly we have p ⊆ zq(X0), so that the
maximality of p implies that p = zq(X0), hence that (g, τ) is quasihermitian.

We define a positive system of non-compact roots by

∆+
n : = {α ∈ ∆n : α(X0) > 0}.

Since no non-compact root vanishes on an element of C0
a (Lemma VI.5, Proposi-

tion V.9(iv)), we get C0
a ⊆ Cmax and hence that Ca ⊆ Cmax . Finally Proposition

VI.3(iii) implies that Cmin ⊆ limCa .

(iii) First we show that (g, τ) has cone potential. Let Z ∈ gα be of type (A).
We have to show that Z = 0. Let X ∈ C0

a . Now Lemma VI.1(i) shows that

et ad
(
Z+τ(Z)

)
.X = X − tα(X)

(
Z − τ(Z)

)
∈ C

for all t ∈ R . Now H(C) = {0} implies that Z − τ(Z) = 0, hence that Z = 0,
and this proves that (g, τ) has cone potential.

Since lim(Ca) is pointed and contains the cone Cmin , this cone is also
pointed. Thus (g, τ) has strong cone potential because each functional α ∈
int lim(Ca)? satisfies α([X, τ.X]) > 0 for all X ∈ gα , α ∈ ∆+ . The p -
adaptedness of ∆+ follows from the choice of ∆+

n which ensures that it is
invariant under the Weyl group.

(iv) If z(p) = {0} , then the proof of (ii) shows that 0 ∈ C0 . If C is a cone, then
this implies that C = q . This proves (iv).

Example VI.7. (a) Let (s, τ) = (sl(2,R) ⊕ sl(2,R), τ1 ⊕ τ2), where τ1 = θ
is of type (R), and τ2 of type (SR) is given by conjugation by T (cf. Exam-
ple IV.11). Then (s, τ) is quasihermitian and admits ead h -invariant pointed
generating convex hyperbolic cones. An example is given by

C = {(tT + hH, h′H ′ + u′U ′) : 0 ≤ |u′| ≤ h′, 0 ≤ t2 + h2 ≤ (h′)2 − (u′)2}.
Note that dim q = 4 and dim p = 3. The set C is invariant since the Lorentzian
form given in coordinates by (h)′2 − (u′)2 − t2 − u2 is invariant under Inns(h).
Moreover, C is a Lorentzian cone in q .
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The preceding example shows that it is not necassary that the irreducible
pieces of (s, τ) are purely (NCC), which in the irreducible case can be shown to be
equivalent to the existence of a hyperbolic invariant convex cone (cf. [8]). Below
we will give a necessary and sufficient condition for symmetric Lie algebras to
have this property.

VII. Symmetric Lie algebras with cone potential

In this chapter we exploit the implications of (strong) cone potential for the
structure of a symmetric Lie algebra. We recall from Proposition V.9 that a
quasihermitian semisimple symmetric Lie algebra always has cone potential. The
following example shows that the converse is not true.

Example VII.1. Let g = so(2, n), n ≥ 3 and τ given by conjugation with

In,2 = diag(1, . . . , 1︸ ︷︷ ︸
n

,−1,−1).

Then h ∼= so(2, n− 2) ⊕ so(2), a = RX1 + RX2, where X1 = E1,n + En,1 and
X2 = E2,n−1 + En−1,2 , is a hyperbolic subalgebra which is maximal abelian in
q . The root system is given by

∆ = {±α1,±α2,±(α1 ± α2)},

where αi(Xj) = δij , i, j ∈ {1, 2} . It is easy to check that (g, τ) has cone
potential. In particular ∆k = {±(α1 ± α2)} and ∆p = {±α1,±α2} . The Weyl
group W is isomorphic to the Weyl group of the Riemannian symmetric Lie
algebra so(2, 2) ∼= sl(2,R) ⊕ sl(2,R) and is generated by the two orthogonal
reflections sα1+α2

, sα1−α2
. Hence (g, τ) does not have any p -adapted positive

system. This gives an example of a simple symmetric Lie algebra with cone
potential which is not quasihermitian.

For any a -invariant subspace b ⊆ g we write b+ := [a, b] for the effective
part of b and b0 for zb(a). Note that b = b0 ⊕ b+ .

Proposition VII.2. If (g, τ) has cone potential and n is the nilradical of g ,
then the following assertions hold:

(i) Every τ -invariant abelian ideal b ⊆ g is contained in n0 . Moreover,
bq ⊆ z(g) and bh E g .

(ii) [n, n] ⊆ n0 . In particular [rα, rβ] = {0} for α 6= −β .

(iii) If (g, τ) is effective, then

(a) [n, n] ⊆ z(g) ,

(b) z(g) ⊆ q , and

(c) [nh, nh] = {0} .

(iv) The subspace [a, h] of q contains no non-zero h-submodule.

Proof. (i) (cf. [5, Lemma 7.14]) Since b is an ideal, it is a -invariant. We
claim that [a, b] = {0} . Suppose that this is false and let 0 6= Z ∈ gα ∩ b . Since
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b was supposed to be τ -invariant, we obtain g(Z) ⊆ b . Since (g, τ) has cone
potential, g(Z) is not abelian, contradicting the assumption that b is abelian.
Now b = b0 yields bq ⊆ q0 ∩ b ⊆ a ∩ b ⊆ z(g) because b is a nilpotent ideal.
Since n + b is a nilpotent ideal, we have b ⊆ n .

To see that bh is an ideal, we first note that

[b, gα] ⊆ [g0, gα] ∩ b ⊆ gα ∩ b = {0}

implies
[
b, [a, g]

]
= {0} . Now the assertion follows from the fact that bh is an

ideal in h and from q = a⊕ [a, h] .

(ii) (cf. [5, Th. 7.15]) We prove the assertion by induction on dim(g). We denote
by nm the elements in the lower central series of n . Suppose that nm 6= {0}
for some integer m ≥ 2. According to [5, Lemma 7.13], the ideal b = nm−1 is
abelian. Note that b is τ -invariant, so that (i) applies. If bh 6= {0} , we consider
the symmetric Lie algebra g1 := g/bh . Let π: g → g1 denote the quotient
homomorphism. In view of Lemma III.11, π(a) is a maximal hyperbolic abelian
subspace of q1 := π(q). Moreover, g1 has cone potential because bh does not
intersect a and g has cone potential. Hence induction applies and yields the
assertion if bh 6= {0} .

Thus, in view of (i), we may assume that b = bq is central. But this
contradicts nm 6= {0} . Hence n1 = [n, n] is abelian. Again (i) applies and shows
that [n, n] ⊆ zn(a).

(iii) (a) We can use the same arguments as in the proof of (ii). Here bh = {0}
since (g, τ) is effective and bh is an ideal of g (cf. Lemma I.8). Hence the
argument above shows that [n, n] is an abelian ideal. Thus effectivity and (i)
give [n, n] ⊆ z(g).

(b) That z(g) ⊆ q follows from the fact that z(g)h is an ideal of g contained in
h .

(c) In view of (a) and (b), we have [nh, nh] ⊆ [n, n] ∩ h ⊆ z(g)h = {0}.
(iv) Let V ⊆ [a, h] be an h -submodule. Then its orthogonal subspace V ⊥κ ⊆ q
with respect to the Cartan-Killing form is an h -submodule containing a , hence
contains qhyp = Inng(h).a , and therefore coincides with q . We conclude that
V ⊆ q⊥κ and hence that V ⊆ g⊥κ ⊆ r .

If, on the other hand, s is an a -τ -invariant Levi complement, then

[a, h] = [a, sh + rh] = [a, sh]︸ ︷︷ ︸
⊆sq

+ [a, rh]︸ ︷︷ ︸
⊆rq

.

Therefore V ⊆ [a, rh] =
∑
α∈∆(1 − τ).rα . Let β ∈ ∆ and Xβ ∈ rβ . Then (ii)

implies that

[(1 + τ).Xβ,
∑

α∈∆

(1− τ).rα] = [(1 + τ).Xβ, (1− τ).rβ].

Moreover

[(1 + τ).Xβ, (1− τ).Xβ] = −[Xβ , τ.Xβ] + [τ.Xβ, Xβ] = 2[τ.Xβ, Xβ] ∈ ar \ {0}
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whenever Xβ 6= {0} . For v ∈ V with v =
∑
α∈∆ vα , vα = (1−τ).Xα ∈ (1−τ).rα

we now obtain
[(1 + τ).Xα, v] = 2[τ.Xα, Xα] ∈ V ∩ ar.

This proves that vα = 0 for all α , hence v = 0 for all v ∈ V , and eventually
V = {0} .

Example VII.3. The assertion of (ii) becomes false if (g, τ) does not have
cone potential. We consider the Lie algebra

g = span{T,X1, Y1, X2, Y2, X3, Y3}

with the non-zero brackets

[T,Xk] = kXk, [T, Yk] = −kYk, [X1, X2] = X3, [Y1, Y2] = Y3,

1 ≤ k ≤ 3. We define

h = R(X1 + Y1)⊕ R(X2 + Y2)⊕ R(X3 + Y3),

q = RT ⊕ R(X1 − Y1)⊕ R(X2 − Y2)⊕ R(X3 − Y3).

Since [h, h] ⊆ h , [h, q] ⊆ q and [h, h] ⊆ h , the prescriptions τ | h = idh and
τ | q = − idq define an involution on g . Further on a = RT is a maximal
hyperbolic abelian subspace in q , which is maximal abelian in q . An easy
calculation yields [n, n] = RX3 ⊕ RY3, hence [n, n] 6⊆ n0 .

Definition VII.4. Let (g, τ) be a symmetric Lie algebra and ρ: g→ gl(V ) a
representation. Then we call an operator A ∈ End(V ) a τ -intertwiner if

A ◦ ρ(X) = ρ(τ.X) ◦A

holds for all X ∈ g .

The significance of the notion of a τ -intertwiner becomes apparent in
the following lemma.

Lemma VII.5. Let V be a module of the symmetric Lie algebra (g, τ) and
φ a τ -covariant bilinear form on V . Further let σ be a second involution on
g commuting with τ and A ∈ End(V ) a σ -intertwiner. Then the following
assertions hold:

(i) The form φA defined by φA(v, w) := φ(A.v, w) is τσ -covariant.

(ii) If φ is symmetric (skew-symmetric), and A is φ-symmetric, then the
same holds for φA , and if A is φ-skew-symmetric, then φA is skew-symmetric
(symmetric).

Proof. (i) For v, w ∈ V and X ∈ g we have

φA(X.v, w) = φ(AX.v, w) = −φ
(
(σ.X)A.v, w

)

= −φ
(
A.v, (τσ.X).w

)
= −φA

(
v, (τσ.X).w

)
.

(ii) This is a simple computation.
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Lemma VII.6. Let A be a convex set of symmetric operators on Rn satisfying
the condition

d := max{rankA:A ∈ A} < n.

Then there exists 0 6= v ∈ Rn such that

〈A.v, v〉 = 0 for all A ∈ A .

Proof. (cf. [13, Prop. II.32]) Let A0 ∈ A be of maximal rank d and
{v1, . . . , vn} an orthonormal basis of eigenvectors, i.e.

A0.vi =

{
αivi i ≤ d,
0 i ≥ d+ 1.

We claim : 〈A.vd+1, vd+1〉 = 0 for all A ∈ A .

Since all assumptions transfer to the subspace B := 〈v1, . . . , vd+1〉 we
may assume that n = d+ 1. Let 0 < µ < 1 and µ0 := 1−µ

µ . For all A ∈ A we
consider the expression

0 = det(µA+(1−µ)A0) = µd+1 det(A+µ0A0) = µd+1
(
µd0α1·. . .·αd·bd+1+p(µ0)

)
,

where bd+1 = 〈A.vd+1, vd+1〉 and p is a polynomial of degree smaller than d−1.
The expression above is clearly analytic in µ0 and the identity theorem for
analytic functions implies bd+1 = 0 since α1 · . . . · αd 6= 0.

In the following we identify q∗ with the subspace h⊥ in g∗ and a∗ with
the subspace [a, h]⊥ of q∗ .

Proposition VII.7. Let n be the nilradical of a symmetric Lie algebra (g, τ)
with cone potential. To every α ∈ a∗z we associate the skew symmetric bilinear
form

φα: n× n→ R; φα(X,Y ) := α([X,Y ]).

Then the following assertions hold:

(i) The forms φα are g-invariant and τ -antiinvariant, i.e., φα(τ.X, τ.Y )
= −φα(X,Y ). Furthermore nβ⊥φαnγ if β 6= −γ .

(ii) The bilinear forms

ψα: n× n→ R, (X,Y ) 7→ α([τ.X, Y ])

are symmetric and τ -covariant.

(iii) There exists an element α ∈ a∗z such that ψα is non-degenerate on
n+ . Moreover, the set of these α is open and dense in a∗z .

Proof. (i) By the Jacobi identity it is sufficient to show that

pa(
[
Z, [X,Y ]

]
) = 0 for Z ∈ g and X,Y ∈ n .

But this is an immediate consequence of [n, n] ⊆ g0 (cf. Proposition VII.2(ii))
which shows that

pa

([
g, [n, n]

])
⊆ pa

([
g0, [n, n]

])
⊆ pa([g0, g0]) = {0}
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because g0 = h0⊕a and [g0, g0] ⊆ h0 . The τ -antiinvariance of the forms follows
immediately from τ∗α = −α . The last assertion is a consequence of Proposition
VII.2(ii).

(ii) Since φα is τ -antiinvariant, τ is φα -skew-symmetric, so that the form ψα

is symmetric. Moreover, the g -invariance of φα implies that ψα is τ -covariant
(Lemma VII.5).

(iii) First we prove the assertion for a single rβ instead of n+ . We choose a
basis of rβ and thus identify it with Rn . Under this identification the symmetric
forms ψα |rβ×rβ correspond to symmetric matrices on Rn . Clearly, A := {ψα |
rβ×rβ :α ∈ a∗} is a vector space of symmetric operators, hence convex. Then
Lemma VII.6 shows that if (iii) is false, then there exists 0 6= X ∈ rβ with

ψα(X,X) = 0

for all α ∈ a∗z , i.e., [X, τ(X)] = 0, contradicting the assumption that g has cone
potential.

We define

Mβ := {α ∈ a∗z :ψα |rβ×rβ non-degenerate}.

The observation above shows that Mβ is non-empty. Now we see that

Mβ = {α ∈ a∗z : det(ψα |rβ×rβ ) 6= 0}.

Since it is non-empty, the fact that the determinant is a polynomial in the matrix
entries shows that Mβ is open and dense. Now M :=

⋂
β∈∆r

Mβ is a finite
intersection of open and dense sets, hence is open and dense. This proves (iii)
because the elements of M correspond to non-degenerate symmetric forms on
n+ .

Proposition VII.8. If (g, τ) has cone potential and α ∈ ∆s , then rα = {0} .

Proof. Let 0 6= Z ∈ sα . Then, in view of Proposition IV.8(ii), the fact that
(g, τ) has cone potential implies that Z is either of type (SR) or of type (R).
Hence the corresponding subalgebra g(Z) (cf. Theorem IV.1(iii)) is isomorphic
to sl(2,R).

We consider the space

V :=
∑

β∈Rα
rβ .

Then the fact that r is an ideal implies that [sα, rβ] ⊆ rβ+α , hence shows that
V is invariant under g(Z). Suppose that rα 6= {0} . Then α(α̌) = 2 implies that
there exists a simple g(Z)-submodule W ⊆ V of odd dimension intersecting rα

non-trivially. We write
W = ⊕mj=−mW j ,

where the subspaces W j := W ∩ rjα are one-dimensional. Since g(Z) is τ -
invariant, the subspace τ(W ) of r is also a g(Z)-submodule. Hence the irre-
ducibility of W implies that either W ∩ τ(W ) = {0} or W = τ(W ).
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Case 1: τ(W ) = W . Let 0 6= X0 ∈ W 1 = W ∩ rα . Now cone potential and the
τ -invariance of W imply the existence of an element β ∈ a∗ such that φβ |W×W
is non-degenerate (Proposition VII.7(iii)).

In view of Proposition VII.7(i), the skew-symmetric bilinear form φβ |
W×W is invariant for g(Z). Since W is odd-dimensional, this contradicts the
fact that an irreducible sl(2,R)-module has an invariant skew-symmetric bilinear
form if and only if it is even dimensional (cf. [1, Ch. 8, §7, no. 5, Prop. 12]).

Case 2: τ(W ) ∩ W = {0} . Then we consider the g(Z)-submodule W̃ :=

W +τ(W ) ⊆ [g(Z), r] ⊆ n . Let 0 6= X0 ∈W 0 . Then W̃ j := W j +τ(W−j) ⊆ rjα

and therefore

X0 − τ(X0) ∈ W̃ 0 ∩ q ∩ n ⊆ a ∩ n ⊆ z(g).

We conclude that X0 − τ(X0) and therefore X0 commutes with g(Z), contra-
dicting the fact that W is a non-trivial simple g(Z)-module.

Corollary VII.9. If (g, τ) has cone potential, then ∆ is split, and

(7.1) ∆r = {α ∈ ∆: gα ⊆ r} and ∆s = {α ∈ ∆: gα ⊆ s},

where s in an a-invariant Levi complement.

Proof. Firstly Proposition VII.8 shows that (7.1) holds. Now this and the
fact that g has cone potential implies that ∆ is split (cf. Proposition IV.8(ii)).

Proposition VII.10. Suppose that a is maximal abelian in q and that h0 is
compactly embedded in g . If th ⊆ h0 is a Cartan subalgebra, then t := th + ia is
a compactly embedded Cartan subalgebra of gc = h + iq .

Proof. From the fact that h0 is compactly embedded it follows in particular
that th is abelian, and hence that t is abelian. It is clear that t is compactly
embedded in gc . That it is maximal abelian follows from

zgc(t) = zgc(th) ∩ zgc(ia) = zh0(th)⊕ ia = th ⊕ ia.

Definition VII.11. Let g be a Lie algebra and V a finite dimensional
real g -module, where the module structure is defined by the representation
ρ: g → gl(V ). Then we say that V is of compact type if the group 〈eρ(g)〉
has compact closure.

In this sense a subalgebra b of g is compactly embedded if and only if
g is a b -module of compact type.

Note that the class of modules of compact type is invariant under taking
submodules, quotients, direct sums, tensor products etc.

Proposition VII.12. If the symmetric Lie algebra (g, τ) has strict cone
potential, then the following assertions hold:

(i) qL and q are h0 -modules of compact type.

(ii) If, in addition, (g, τ) is effective, then h0 is compactly embedded and
n0

h = {0} .
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Proof. (i) First we show that each root space gα is an h0 -module of compact
type. In fact, if α ∈ ∆s , then, in view of Proposition VII.8, the fact that g has
cone potential implies that the form κτ is definite on gα (Proposition IV.7(vi)).
Since this form is preserved by h0 , the module gα is of compact type.

Now let α ∈ ∆r . Then we use the strict cone potential to see that for
an appropriate β ∈ a∗z the form ψβ on gα is positive definite (cf. Proposition
VII.7). Now the invariance of this form under h0 (Proposition VII.7(ii)) shows
that gα is a module of compact type.

Since the projection pq: g→ q, X 7→ 1
2

(
X − τ(X)

)
is h -equivariant and

q = a⊕
⊕

α∈∆

(1− τ).gα,

we conclude that q is an h0 -module of compact type. Therefore q ⊗ q and
hence [q, q] ⊆ h are h0 -modules of compact type, whence qL = q + [q, q] is an
h0 -module of compact type.

(ii) If (g, τ) is effective, then the representation adq of h is faithful. Thus we
can embed h via adq in the h0 -module gl(q) of compact type. It follows that
h0 is compactly embedded in h , and therefore that h0 is compactly embedded
in g .

Since the subalgebra n0
h is on the one hand side is compactly embedded

and on the other hand n is a nilpotent ideal, so that all operators adX , X ∈ n
are nilpotent, it follows that n0

h = zh . Now the effectiveness implies that
zh = {0} .

Corollary VII.13. If (g, τ) is an effective symmetric Lie algebra with strong
cone potential and th is a Cartan subalgebra of h0 , then t := th + a is Cartan
subalgebra of g and tc := th + ia is a compactly embedded Cartan subalgebra of
gc .

Proof. We only have to combine Proposition VII.10 with Proposition
VII.12(ii).

Covariant forms on modules

Now we are going to describe the fine structure of quasihermitian Lie algebras
with strong cone potential. But first we need some information about covariant
forms and (NCC) Lie algebras.

Lemma VII.14. Let (g, τ) be a semisimple symmetric Lie algebra, θ a Cartan
involution commuting with τ , τa := θτ , and V a finite dimensional irreducible
real g-module. Let further φ be a τ -covariant symmetric (skew-symmetric)
bilinear form on V and assume that there exists a non-trivial φ-symmetric (skew-
symmetric) τa -intertwiner. Then each τ -covariant symmetric bilinear form on
V is a multiple of φ .

Proof. We prove the assertion for the case where φ is symmetric. The other
case can be proved in the same way. Let A be a non-zero φ -symmetric τ -
intertwiner and ρ the representation of g defining the module structure on V .
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Then the form φA is symmetric and θ -covariant (Lemma VII.13). Using Weyl’s
unitary trick, we also find a θ -covariant positive definite form ψ on V (Lemma
I.9(ii)). Now we can write φA = ψB for a ψ -symmetric operator B and get

ψ(B.(X.v), w) = ψB(X.v, w) = −ψB
(
v, θ(X).w

)

= −ψ
(
B.v, θ(X).w

)
= ψ(X.(B.v), w),

so that the positive definiteness of ψ implies that ρ(X)B = Bρ(X) for all X ∈ g .
Since B is ψ -symmetric, it is diagonalizable and all its eigenspaces are invariant
under g . Therefore the irreducibility of V implies that B = λ1 with λ 6= 0. So
φA is a definite form.

If φ̃ is also τ -covariant, then φ̃A = µφA , and finally φ̃ = µφ . This
completes the proof.

Let ρ: g→ gl(V ) be a finite dimensional real representation of a (NCC)
Lie algebra g . Then, according to Lemma I.9(ii), the element ρ(H) is diagonal-
izable. For every µ ∈ R we denote by Vµ the corresponding eigenspace of ρ(H)
and obtain the decomposition

V =
⊕

µ∈R
Vµ.

Proposition VII.15. Let (g, τ) be a (NCC) symmetric Lie algebra and
ρ: g → gl(V ) a finite dimensional irreducible real representation. Then the
following assertions hold:

(i) If λ ∈ R is the maximal eigenvalue of ρ(H) , then Spec ρ(H) ⊆
λ− 2N0.

(ii) There exists an, up to scalar multiple unique, non-trivial τ -covariant
symmetric bilinear form φ on V . This form can be normalized in such a way
that

φ |Vλ−2n
is

{
positive definite, if n is even,
negative definite, if n is odd.

Proof. (i) From the triangular decomposition of g (Proposition V.6(ii)) we
deduce that

M :=
⊕

n∈N0

Vλ−2n

is a non-trivial submodule of V . Hence irreducibility yields M = V .

(ii) By Weyl’s unitary trick we find a θ -covariant scalar product ψ on V (Lemma
I.9(ii)). Then the operator ρ(H) − λ is ψ -symmetric with even eigenvalues.
Therefore

A := ei
π
2

(
ρ(H)−λ

)

is ψ -symmetric with A2 = 1 . Moreover, Proposition V.6(iii) implies that A is
a τa -intertwiner. Now the form φ := ψA is symmetric and τ -covariant (Lemma
VII.5) and Lemma VII.14 shows that such a form is unique up to a scalar multiple.
The statement on the signs of φ now follows from A.v = (−1)nv for v ∈ Vλ−2n .
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Suppose that (g, τ) is (CT) and ρ: g → gl(V ) is an irreducible finite
dimensional real representation. Then Lemma V.7(i) and finite dimensional
sl(2,R)-representation theory imply that Spec(T ) ⊆ Z . In the same way as
in Proposition VII.15 we obtain that either Spec

(
ρ(T )

)
⊆ 2Z or Spec

(
ρ(T )

)
⊆

2Z+ 1. In the first case we call V even, and we call it odd in the latter case.

Proposition VII.16. Let (g, τ) be a (CT) symmetric Lie algebra and ρ: g→
gl(V ) an irreducible finite dimensional real representation. Then the following
cases arise:

(1) If V is odd, then there exists a one-dimensional space of skew symmetric
g-invariant forms on V .

(2) If V is even and D := Endg(V ) , then D ∼= R,C,H and in all cases
the space of invariant symplectic forms is parametrized by Dim = {d ∈
D: d = −d} as follows. Let ψ be a θ -covariant scalar product on V .
Then d> = −d holds for all d ∈ D and (ψd)C with C = e

π
2 ρ(U) is the

corresponding g-invariant skew-symmetric form.

Proof. (1) Let V be an odd g -module and φ be a non-trivial τ -covariant
form on V (Proposition VII.15(ii)). We extend φ to a hermitian form on VC

which is also denoted by φ and define B: = ei
π
2

(
ρ(T )−1

)
= iei

π
2 ρ(T ) . Since ρ(T )

is φ -skew-hermitian, iρ(T ) is φ -hermitian, and therefore ei
π
2 ρ(T ) is φ -hermitian

which implies that B is φ -skew-hermitian. Moreover B2 = 1 , B leaves V
invariant, and it is a τ -intertwiner, so that Lemma VII.5 shows that Ω := φB
is a non-degenerate skew-symmetric g -invariant form on V . Furthermore the
uniqueness up to scalar multiple follows from the uniqueness of φ because for
each g -invariant skew-symmetric form Ω̃ the form Ω̃B is symmetric and τ -
covariant, where on the other side ΩB = φB2 = φ .

(2) Now we assume that V is even and that ψ is a θ -covariant scalar product
on V (cf. Lemma I.9(ii)). For d ∈ D and X ∈ g we then obtain

d>ρ(X) = −
(
ρ(θ.X)d

)>
= −

(
dρ(θ.X)

)>
= ρ(X)d>

which shows that D is invariant under taking transposes. It is clear that R1 ⊆ D
consists of symmetric elements. Moreover, if D ∼= C,H , then the compactness
of the one-parameter subgroups eRd for d = −d implies that d cannot be
symmetric. Hence R1 = {d ∈ D: d> = d} . Now the classification of the
involutions on C and H implies that d> = −d for all d ∈ D . According to
Lemma VII.5, the θ -covariant skew-symmetric forms on V are given by ψd ,
d ∈ Dim . Furthermore the operator C = e

π
2 ρ(U) is a θ -intertwiner which is

ψ -skew-symmetric. Hence the forms (ψd)C = (ψC)d are g -invariant and skew-
symmetric, and reversing the construction, it follows that these are all such forms.

We note that in terms of the classification scheme for symplectic g -
modules described in [14], the preceding result means that whenever an even g -
module carries an invariant symplectic form, then it is of type CII or HII . These
observations will be quite important for a classification of the quasihermitian
symmetric Lie algebras with strong cone potential. To see how such Lie algebras
may look like, we use the preceding proposition to construct an important class
of examples.



Krötz and Neeb 121

Example VII.17. (a) Let (s, τ) be a symmetric (CT) Lie algebra and V an
irreducible odd real g -module. Further let Ω be a non-trivial skew symmetric
invariant form on V , which exists by Proposition VII.16. We consider the Lie
algebra hV : = V ⊕ R with the bracket

[(v, s), (w, t)]: =
(
0,Ω(v, w)

)

and put
g: = hV o s.

We extend τ to an involution on g by setting τ | z(g) = − idz(g) and τ |V =

iei
π
2 ρ(T ) , where ρ denotes the representation of s on V . This turns g into a

symmetric Lie algebra (g, τ). Since, in view of Proposition VII.15(iii), the τ -
covariant form φ(v, w) := Ω(τ(v), w) is definite on the root spaces V α , we see
that (g, τ) has cone potential. Furthermore Proposition VII.15(ii) shows that
(g, τ) has strong cone potential if and only if Spec

(
ρ(T )

)
= {1,−1} .

(b) (The symmetric Jacobi algebra) We consider the symmetric (CT) Lie algebra
(sp(n,R), τ), where τ is given by conjugation with In,n . Let V = R2n be the
irreducible module for the standard representation of sp(n,R). Here the invariant
skew symmetric form Ω on V is given by the matrix

(
0 In
−In 0

)
.

Moreover the involution on V is given by τ |V = In,n and hV is the (2n + 1)-
dimensional Heisenberg algebra hn . We call the symmetric Lie algebra given
by

(hsp(n,R), τ) := (hn o sp(n,R), τ)

the symmetric Jacobi algebra. Note that Spec(T ) = {−1, 1} , so that the Lie
algebra (hsp(n,R), τ) has strong cone potential.

Theorem VII.18. (The Short String Theorem) Let (g, τ) be a quasihermitian
symmetric Lie algebra with strong cone potential, ∆+ be a p-adapted positive
system, and α ∈ ∆r , β ∈ ∆p . Then the following assertions hold:

(i) The β -string through α has at most length 2 and contains at most one
positive and one negative root. If α, β are positive, then α+β 6∈ ∆ , α−β ∈ ∆−r
whenever it is a root, and 〈α, β〉 ≥ 0 .

(ii) If

p±s =
⊕

α∈∆±p

gα, p±r =
⊕

α∈∆+
r

gα, and p± = p±r + p±s ,

then [p+, p+] = {0} and [p±s , p
∓
r ] ⊆ p±r .

(iii) Cmin(∆+) ⊆ Cmax(∆+) .

Proof. (i) Let 0 6= Z ∈ gβ and g(Z) the corresponding 3-dimensional
symmetric Lie algebra of type (SR). Note that g(Z) is (NCC). Since (g, τ) has
strong cone potential, we find γ ∈ a∗z such that ψγ is positive definite on the
positive root spaces and negative definite on the negative root spaces.



122 Krötz and Neeb

We consider the g(Z)-submodule V :=
∑

n∈Z rα+nβ of r . If W ⊆ V
is an irreducible submodule of maximal dimension, then W intersects each root
space in V , and the restriction of ψγ to W is a non-degenerate τ -covariant
symmetric bilinear form (Proposition VII.7(ii)). Hence Proposition VII.15(ii)
implies that ψγ has alternating signs on the β̌ -eigenspaces in W . This proves
that V contains at most one positive and at most one negative root space, hence
that the length of the β -string through α has at most length 2 and contains
at most one positive and one negative root. From that the assertions of (i) are
clear.

(ii) First [p+
r , p

+
r ] = {0} is a consequence of the cone potential of (g, τ) (Propo-

sition VII.2). Further the p -adaptedness of ∆ and the semisimplicity of s im-
ply that [p+

s , p
+
s ] = {0} (cf. Proposition V.9(vii)). Finally [p+

r , p
+
s ] = {0} and

[p∓r , p
±
s ] ⊆ p±r follow from (i).

(iii) The asserted statement is equivalent to

(7.2) α([Xβ, τ(Xβ)]) ≥ 0 for all α, β ∈ ∆+
n , Xβ ∈ gβ ,

If β ∈ ∆+
p , then (7.2) means that α(β̌) ≥ 0. If this is false, then Corollary

V.3 implies that α + β is a root. For α ∈ ∆+
r this contradicts (i), and for

α ∈ ∆+
p this contradicts Proposition V.9(vii). If α ∈ ∆+

n and β ∈ ∆+
r , then

[Xβ, τ(Xβ)] ∈ z(g) implies that α([Xβ, τ(Xβ)]) = 0. This completes the proof.

VIII. Convexity theorems

The canonical extension of a symmetric Lie algebra

Let (g, τ) be a symmetric Lie algebra. We think of (g, τ) as sitting in the
symmetric Lie algebra (gC, τ̂), where τ̂ denotes the antilinear extension of τ ,
i.e., complex conjugation with respect to the real form gc of gC . We also write
X := τ̂(X) for X ∈ gC . The inclusion (g, τ) → (gC, τ̂) is an embedding of
symmetric Lie algebras. We call (gC, τ̂) the canonical extension of (g, τ) and
q̂ := q + ih the canonical extension of q . The complex linear extension of τ is
again denoted by τ . Note that τ̂ |g = τ .

For the remainder of this section we assume that (g, τ) is quasihermitian.

Theorem VIII.1. (The Inheritage Theorem) Let (g, τ) be a quasihermitian
symmetric Lie algebra, a ⊆ q a maximal hyperbolic abelian subspace, ∆+ be
a p-adapted positive system, and assume that h0 is compactly embedded in g .
Then the following assertions hold:

(i) If th ⊆ h0 is a Cartan subalgebra, then â := a + ith is a maximal
hyperbolic abelian and maximal abelian subspace â ⊆ q̂ .

(ii) If p is a maximal hyperbolic Lie triple system in q containing a ,
then

p̂ := p + i[p, p] + ih0
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is a maximal hyperbolic Lie triple system in q̂, we have z(p) ⊆ z(p̂) , and
zq̂

(
z(p)

)
= p̂. In particular (gC, τ̂) is quasihermitian and p̂ is the unique maxi-

mal hyperbolic Lie triple system containing â .

(iii) There exists a p̂-adapted positive system ∆̂+ ⊆ ∆(gC, â) which is
compatible with ∆+ in the sense that

∆̂+
n |a = ∆+

n , −τ(∆+
n ) = ∆+

n , and ∆̂k = {α ∈ ∆̂:α |a ∈ ∆k ∪ {0}}.

(iv) If Ŵ is the Weyl group of â , then there exists for each γ ∈ W a
γ̂ ∈ Ŵ with γ̂ ◦ τ |a = τ |a ◦ γ and γ̂ |a = γ .

(v) If pa: â∗ → a∗ denotes the restriction map and ∆̂α := p−1
a (α) for

α ∈ ∆ , then (gα)C =
⊕

β∈∆̂α
gβC .

(vi) If ∆̂+ is compatible with ∆+ as in (iii) and Ĉmin , resp. Ĉmax , is
the corresponding minimal, resp. maximal, cone, then

(a) Ĉmin ∩ a = pa(Ĉmin) = Cmin.

(b) Ĉmax ∩ a = pa(Ĉmax) = Cmax.

(c) C0
max ⊆ Ĉ0

max .

(d) pa

(
cone(

ˇ̂
∆

+

k )
)

= cone(∆̌+
k ) .

(vii) If, in addition, (g, τ) is effective with strong cone potential, then

(a) the symmetric Lie algebra (gC, τ̂) has strong cone potential,

(b) Ĉmin ⊆ Ĉmax, and

(c) Ĉmin,z = Cmin,z .

Proof. (i) This follows from Proposition VII.10.

(ii) To see that p̂ is a maximal hyperbolic Lie triple system in q̂ , we show that
kc := ip̂ = ip + [p, p] + h0 is a maximal compactly embedded subalgebra of gc

(cf. Corollary III.8). To this end we may assume that p is constructed as in
Proposition III.5(iv) as p = ar ⊕ ps , where ar = a ∩ r , s is a τ -a -invariant Levi
complement, s = sk⊕ sp is a τ -invariant Cartan decomposition, and ps = (sp)q .

First we consider the semisimple symmetric Lie algebra (s, τ). It is a
quasihermitian semisimple symmetric Lie algebra for which s0

h is compactly em-
bedded. Now sck := (sk)h + i(sp)q is a maximal compactly embedded subalgebra
of sc = sh + isq . Since the subalgebra (sp)q + i[(sp)q, (sp)q] of sck is an ideal
(Lemma II.7), we have (sk)h = s0 ⊕ [(sp)q, (sp)q] , where s0 is an ideal of sck ,
hence contained in s0

h . This proves that sck ⊆ ip̂s , and the maximality of sck
gives equality.

Since s is τ -a -invariant, we have g0 = r0 o s0 and hence h0 = r0
h o s0

h .

From [r0
h, s

α] ⊆ sα ∩ r = {0} and gα = sα for all α ∈ ∆s (Corollary VII.9), it

follows that r0
h commutes with sq and therefore with ps . Hence

p̂ = (r0
h ⊕ ar)⊕ (p̂ ∩ sC)

is a direct sum of Lie algebras. We have already seen above that (ip̂) ∩ sc

is maximal compactly embedded in sc . Let k̃ ⊇ kc be a maximal compactly
embedded subalgebra containing ip̂ . Projecting onto sc along rc and using the
maximality of kc ∩ sc proves that k̃ ⊆ rc + (kc ∩ sc), hence that

k̃ = (̃k ∩ rc)⊕ (kc ∩ sc).
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Now the compactness of the Lie algebra k̃ shows that k̃∩ rc is central in k̃ , hence
contained in zrc(ia) = r0

h ⊕ iar = kc ∩ rc . We conclude that k̃ = kc and hence
that kc is maximal compactly embedded in gc .

It remains to show that p̂ = zq̂

(
z(p)

)
. The construction of p̂ shows that

z(p) ⊆ z(p̂) because z(p) ⊆ a commutes with h0 . The converse inclusion will be
proved in (iii) below.

(iii) From the construction of p̂ in (ii) and the definition of the compact roots,
it follows that

p̂C = kcC = (g0)C ⊕
⊕

α∈∆̂k

(gα)C.

Therefore

∆̂k = {β ∈ ∆̂: β |a ∈ ∆k ∪ {0}} and consequently ∆̂n = {β ∈ ∆̂: β |a ∈ ∆n}.
This shows in particular that ∆̂k = {β ∈ ∆̂: β | z(p) = 0} and hence that

zgC

(
z(p)

)
= kcC. From that we conclude in particular that

zq̂

(
z(p)

)
= p̂

which completes the proof of (ii).

Now it is easy to find a compatible p̂ -adapted positive system in ∆̂. We
simply choose X0 ∈ C0

max and note that no non-compact root in ∆̂n vanishes on
X0 . Then we pick X1 ∈ C0

max near to X0 such that no root in ∆ vanishes on X1

and, in addition, all non-compact roots which are positive on X0 are still positive
on X1 . Then we pick X2 ∈ â near to X1 such that no root in ∆̂ vanishes on
X2 and, in addition, all roots which are positive on X1 are still positive on X2 .
We put ∆̂+ := {α ∈ ∆̂:α(X2) > 0} and obtain a positive p̂ -adapted system
satisfying all the requirements if we define ∆+ = {α ∈ ∆:α(X1) > 0} . Note in
particular that −τ leaves ∆̂+

n invariant because ∆̂+
n = {α ∈ ∆:α(X0) > 0} and

−τ(X0) = X0 .

(iv) Let γ ∈ W and γ̃ ∈ NInng([p,p])(a) be an element with γ = γ̃ |a (Lemma
III.6). Then γ̃.h0 = h0 , and since γ̃.th is another compactly embedded Cartan
subalgebra of h0 , there exists an inner automorphism σ ∈ Inng(h0) with σγ̃.th =

th . Then σγ̃ |a = a and σγ̃ normalizes â = a + ith . Therefore γ̂ := σγ̃ |â ∈ Ŵ
satisfies γ̂ |a = γ .

(v) This follows from the â -invariance of (gα)C .

(vi) We start by proving the first equality in (a) and (b). Note that the finite
group L := {1,−τ} operates on â with fixed point set a and leaves the convex
sets Ĉmin and Ĉmax invariant because it preserves ∆̂+

n . Hence the assertion
follows from ([5, Prop. 1.6]). Now we establish the statements concerning Cmax .
The second equality in (b) follows from ∆̂+

n |a = ∆+
n . Let X ∈ C0

max , which
means that α(X) > 0 for all α ∈ ∆+

n . Then β(X) > 0 for all β ∈ ∆̂+
n and thus

X ∈ Ĉ0
max . This proves (c).

Next we show that pa(Ĉmin) ⊆ Cmin . Let α ∈ ∆+
n , β ∈ ∆̂ with β |a = α ,

and Xβ ∈ gβC ⊆ (gα)C . Write Xβ = Yβ + iZβ , where Yβ, Zβ ∈ gα . Then

[Xβ, τ̂(Xβ)] = [Yβ + iZβ , τ(Yβ)− iτ(Zβ)]

= [Yβ , τ(Yβ)] + [Zβ , τ(Zβ)]︸ ︷︷ ︸
∈Cmin

+ i
(
[Zβ , τ(Yβ)] + [τ(Zβ), Yβ]

)
︸ ︷︷ ︸

∈ith

.(8.1)
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Hence pa([Xβ, τ̂ .Xβ]) ∈ Cmin , which yields pa(Ĉmin) ⊆ Cmin .

Now we prove the converse inclusion Cmin ⊆ Ĉmin . Let α ∈ ∆+
n ,

Xα ∈ gα and write Xα =
∑
β∈∆̂α

Xβ with Xβ ∈ gβC according to (v). We
compute

[Xα, τ(Xα)] = [Xα, τ̂(Xα)] =
∑

β∈∆̂α

[Xβ, τ̂(Xβ)] +
∑

β 6=γ∈∆̂α

[Xβ, τ̂(Xγ)].

Since the last summand above is contained in [â, gC] , it vanishes, and so the
desired inclusion follows.

To see that (d) holds, let α ∈ ∆̂+
k , β = α |a , and Xα = Yβ + iZβ ∈ gαC ,

where Yβ , Zβ ∈ gβ and α̌ = [τ̂ .Xα, Xα] . As above we obtain

α̌ = [τ̂ .Xα, Xα] ∈ ith + [τ.Yβ, Yβ] + [τ.Zβ, Zβ] ⊆ ith + R+β̌.

This proves (d).

(vii) First we prove (c). Let Xβ ∈ rβC . Then the second term of (8.1) vanishes
since [n, n] ⊆ z(g)q (Proposition VII.2(iii)), and thus

(8.2) [Xβ, τ̂(Xβ)] = [Yβ, τ(Yβ)] + [Zβ, τ(Zβ)] ∈ Cmin.

So Ĉmin,z = Cmin,z and (c) is established.

Next we show that (gC, τ̂) has cone potential, i.e.,

(8.3) [Xβ, τ̂(Xβ)] 6= 0 for 0 6= Xβ ∈ gβC, β ∈ ∆̂.

We have already seen that (gC, τ̂) is quasihermitian, so that ∆̂ splits (Proposition
V.9(ii)). Hence (8.3) follows from formula (8.1) and the pointedness of Cmin . As
Ĉmin,z = Cmin,z is pointed, the cone potential of (gC, τ̂) implies that it has in

fact strong cone potential. Now Ĉmin ⊆ Ĉmax follows from Theorem VII.18(iii).

Remark VIII.2. The structure of the root decomposition of gC with respect
to â is in general much simpler than that of the root decomposition of g with
respect to a . This is mainly due to the fact that here we always have that

∆̂r = {α ∈ ∆̂: gαC ⊆ rC}, ∆̂s = {α ∈ ∆̂: gαC ⊆ sC},

and

∆̂k = {α ∈ ∆̂: gαC ⊆ kcC}

(cf. [13, Sect. II] or [19, Ch. V]). We also note that in this case there exists a
p̂ -adapted positive system if and only if zgc

(
z(kc)

)
= kc which means that the Lie

algebra gc is quasihermitian. It is instructive to note that here the conditions
(1) and (2) of Proposition V.10 are always satisfied so that the condition that
(gC, τ̂), resp. the Lie algebra gc , is quasihermitian reduces to the existence of a
p̂ -adapted, resp. kc -adapted, positive system.
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Reduced symmetric Lie algebras

For ω ∈ q∗ we write Oω: = Inng(h)∗.ω for the coadjoint orbit of ω in q∗ . The
next concept will be a crucial tool in the following (cf. [17, Def. III.9] for the
group case).

Definition VIII.3. We fix a p -adapted positive system ∆+ and consider
C?min as a cone in a∗ ⊂ g∗ . Then the largest ideal b = b(∆+

n ) in (C?min)⊥ =
{X ∈ g : 〈X,C?min〉 = {0}} is called the associated ideal of degeneracy. We note
that b is automatically τ -invariant because −τ(Cmin) = Cmin .

Lemma VIII.4. If (g, τ) is quasihermitian, ∆+ a p-adapted positive system,
and b ⊆ g a τ -invariant ideal, then the following assertions hold:

(i) If π: g→ g/b is the quotient homomorphism, then π(a) is a maximal
hyperbolic abelian and maximal abelian subspace of π(q) , ∆+

1 := {α ∈ ∆+: gα 6=
bα} is a p-adapted positive system with respect to π(a) , ∆k,1 = ∆k ∩∆1 is the
corresponding system of compact roots, and ∆n,1 := ∆n ∩∆1 the corresponding
system of non-compact roots. The corresponding minimal cone Cmin,1 coincides

with π(Cmin) .

If, in addition, b = b(∆+
n ) is the ideal of degeneracy, then

(ii) b = H(Cmin)⊕ b0
h ⊕

⊕
α∈∆ bα , where bα ⊆ rα and X ∈ bα implies

that [X, τ(X)] ∈ H(Cmin) ,

(iii) π(Cmin) is closed and pointed, and the ideal of degeneracy of g/b
with respect to ∆+

1 is trivial.

Proof. (i) We write c1 := π(c) for a subspace c ⊆ g and τ1 for the involution
induced by τ on g1 = g/b . It follows from Lemma III.11 that a1 is a maximal
hyperbolic abelian subspace and maximal abelian in q1 , and that p1 is a maximal
hyperbolic Lie triple system in q1 . From the decomposition p = z(p)⊕

[
p, [p, p]

]

we obtain p1 = z(p)1 ⊕
[
p1, [p1, p1]

]
so that z(p)1 ⊆ z(p1) implies that z(p1) =

z(p)1 . The fact that (g, τ) is quasihermitian implies that q = p⊕ [z(p), h] which
gives q1 = p1 ⊕ [z(p1), h1] , and therefore zq1

(
z(p1)

)
= p1 follows from the fact

that g1 is a semisimple z(g1)-module. This proves that (g1, τ1) is quasihermitian.
Now the assertions on the root system are consequences of p1 = π(p), and the
p1 -adaptedness of ∆+

1 follows from the p -adaptedness of ∆+ . The formula
describing the minimal cone follows from π(gα) = gα1 for α ∈ ∆1 and from
π ◦ τ = τ1 ◦ π .

(ii) Since b is an ideal, it is in particular invariant under a , hence decomposes
according to the root space decomposition, i.e., b = b0 ⊕⊕α∈∆ bα .

According to the definition of b we have b∩a ⊆ (C?min)⊥∩a = H(Cmin).
To see the converse, it suffices to prove that H(Cmin) ⊆ z(g) whenever (g, τ)
is quasihermitian. In fact, in Proposition V.9(vii) we have seen that Cmin,p ⊆
(∆+

p )? . Let n ⊆ g denote the maximal nilpotent ideal. Then n is τ -invariant,
n ∩ a = z(g)q , and (g/n, τg/n) is reductive and quasihermitian (Proposition
V.9(v)). Now Proposition V.9(vii) shows that that the corresponding cone
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Cmin,1 ⊆ a/(a ∩ n) is pointed because only the irreducible components of type
(NCC) contribute to Cmin . We conclude that H(Cmin) ⊆ a ∩ n ⊆ z(g) and this
proves that b ∩ a = H(Cmin).

For X ∈ bα we have

[X, τ.X] ∈ b ∩ a = H(Cmin) ⊆ z(g).

Thus we conclude from Proposition IV.7(v) that the form κτ is degenerate of all
root spaces bα . Since b = (b∩ r) + (b∩ s) holds for any Levi complement s ([1,
Ch. 1, §6, no. 8, Cor. 4]) and b ∩ s is an ideal of s , we conclude that bα ⊆ rα .

(iii) In view of (i), we have Cmin,1 = π(Cmin) and therefore

C?min,1 = π(Cmin)
?

= Cmin + (b ∩ a)
?

= C?min,

where we identify a∗1 with the subspace (b∩ a)⊥ of a∗ . Similarly we identify g∗1
with the subspace b⊥ ⊆ g∗ . Then the definition of b shows that

b =
(

Inng(g)∗.C?min

)⊥

which is equivalent to the fact that

g∗1 ∼= b⊥ = span
(

Inng(g)∗.C?min

)
= span

(
Inng1

(g1).C̃?min

)
,

and this shows that the ideal of degeneracy in g1 is trivial, hence in particular
that Cmin,1 is pointed.

That π(Cmin) is closed follows from the fact that b ∩ Cmin = H(Cmin)
is a vector space which implies that b + Cmin is a closed convex cone in g (cf.
[5, Prop. 1.4]).

For every α ∈ ∆ we define rα(A): = {Z ∈ rα : [Z, τ(Z)] = 0}. Note that

in general rα(A) is not a vector space (cf. Example IV.10(b)).

Lemma VIII.5. If Cmin is pointed, then

(i) the set rα(A) is a vector space, [rα(A), g
−α] ⊆ n0

h , and

(ii) [rα(A), r
β
(A)] ⊆ rα+β

(A) if β 6= −α .

(iii) If, in addition, [n, n] ⊆ z(g) , then [rα(A), g
β] ⊆ rα+β

(A) if β 6= −α .

Proof. (i) Let X ∈ rα(A) and Y ∈ gα . We consider the expression

[X + Y, τ(X) + τ(Y )] = [Y, τ(Y )] + ([X, τ(Y )] + [Y, τ(X)]).

We see that the right hand side of this equation is linear in X . Since the left
hand side is contained in Cmin , it follows from the pointedness of Cmin that the
expression in brackets must vanish. We conclude that τ([X, τ(Y )]) = [X, τ(Y )] ,
which establishes the second assertion because [g, r] ⊆ n . Finally, the first
statement drops out if we choose Y ∈ rα(A) .
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(ii) For X ∈ rα(A) and Y ∈ rβ(A) we have

[
[X,Y ], [τ(X), τ(Y )]

]
=
[[

[X,Y ], τ(X)
]
, τ(Y )

]
+
[
τ(X),

[
[X,Y ], τ(Y )

]]

∈ [gβ, r−β(A)] + [r−α(A), g
α] ⊆ n0

h.

Therefore the assertion follows from
[
[X,Y ], [τ(X), τ(Y )]

]
∈ h ∩ a = {0} .

(iii) For X ∈ rα(A) and Y ∈ gβ we now have

[
[X,Y ], [τ(X), τ(Y )]

]
=
[[

[X,Y ], τ(X)
]
, τ(Y )

]
+
[
τ(X),

[
[X,Y ], τ(Y )

]]

∈ [z(g), g−β] + [r−α(A), g
α] ⊆ n0

h,

so we can argue as in (ii).

We call (g, τ) or, more precisely, (g, τ,∆+
n ) reduced if the associated

ideal of degeneracy is trivial. For every element in ω ∈ a∗ we denote by d(ω) the
largest ideal in kerω . Note that d(ω) is τ -invariant. We write π for the quotient
homomorphism from g onto g/d(ω). We call the Lie algebra g(ω) = π(g) the
strictly reduced Lie algebra associated to ω . Finally ω ∈ a∗ is called strictly
reduced if d(ω) = {0} . Note that the τ -invariance of d(ω) implies that the
symmetric structure is inherited by g(ω) and that a(ω): = π(a) is a maximal
hyperbolic and maximal abelian subspace in q(ω): = π(q) (Lemma III.11).

Proposition VIII.6. For a quasihermitian symmetric Lie algebra (g, τ) the
following assertions hold:

(i) If (g, τ) is strictly reduced for an element ω ∈ C?min , then (g, τ) is
reduced.

(ii) If (g, τ) is reduced, then it is effective and has strong cone potential.
In particular, [n, n] ⊆ z(g) , n0

h = {0} and a can be extended to a Cartan
subalgebra t such that tc ⊆ gc is a compactly embedded Cartan subalgebra.

Proof. (i) This is clear because the ideal of degeneracy b is contained in kerω
for all ω ∈ C?min .

(ii) Obviously (g, τ) is effective. Suppose that (g, τ) has cone potential. Then the
pointedness of Cmin implies strong cone potential and the remaining assertions
follow from Proposition VII.12 and Corollary VII.13.

It remains to show that (g, τ) has cone potential. First we show that
[n, n] ⊆ z(g). Let k be the length of n and assume that k > 2. According to [5,
Lemma 7.13], the ideal j := nk−1 is abelian but not central because nk 6= {0} .
Since j is a -invariant, it decomposes under the root decomposition as

j = j0 ⊕
⊕

α∈∆

jα.

Note that jα ⊆ rα(A) because j is abelian. We claim that

j′ = j0h ⊕
⊕

α∈∆

jα
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is a τ -invariant ideal of g . In fact, it is clear that j′ is invariant under g0 = a⊕h0 ,
and the invariance under the root spaces gα follows from Lemma VIII.5(i).
From j′ ⊂ (C?min)⊥ and the reducedness of (g, τ,∆+

n ) we now conclude that
j′ = {0} , i.e., j = j0q = j ∩ a ⊆ z(g). This contradiction shows that k ≤ 2 and
[n, n] ⊆ z(n). If j := [n, n] is not contained in z(g), we can argue as above and
get a contradiction. Thus we have shown that [n, n] ⊆ z(g).

Let γ ∈ intC?min and note that such a functional exists because Cmin

is pointed which in turn follows from the assumption that (g, τ) is reduced (cf.
Lemma VIII.4). Now the form

ψγ: n× n→ R, (X,Y ) 7→ γ([X, τ.Y ])

is τ -covariant and semidefinite on each root space (cf. proof of Proposition VII.7).
Therefore n⊥ := n⊥ψγ is an ideal of g . Moreover we have n⊥ ∩ nα = nα(A) . On

the other hand n0 = n0
h + n0

q = n0
h + z(g)q , so that [n0, n0] ⊆ n0

h ⊆ ker γ . We
conclude that

n⊥ = n0 +
∑

α∈∆

nα(A)

is an ideal of g . By the same argument as above, we see that n0
h +

∑
α∈∆ nα(A)

is also an ideal, which has to vanish because (g, τ,∆+
n ) is reduced. Therefore

nα(A) = {0} for all α ∈ ∆.

Let Z ∈ gα be of type (A). Since ∆ is split, Proposition IV.7(vi) implies
that Z ∈ rα(A) = {0} . This proves that (g, τ) has cone potential.

In the remainder of this subsection we give some information about the
structure of Cmin needed later on. We are in particular interested in the case
where Cmin coincides with the convex hull of the set {[Xα, τ(Xα)]:Xα ∈ gα, α ∈
∆+
n } . As has been shown in [17, Ex. III.8], this is not always the case. But, as

the next lemma shows, the situation is rather well behaved if Cmin is pointed.

Lemma VIII.7. If Cmin is pointed, then

Cmin =
∑

gα=sα

R+α̌+
∑

gα 6=sα

Cα,

where Cα: = conv({[Xα, τ(Xα)]:Xα ∈ gα}) . If Bα ⊆ gα is a 0-neighborhood,
then

conv({[X, τ(X)]:X ∈ Bα})

is a 0-neighborhood in Cα .

Proof. This can be proved in the same way as Lemma III.7 in [17]. One only
has to replace the expressions i[X,X] by [X, τ(X)] .

The convexity theorems
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Theorem VIII.8. (Convexity Theorem, coadjoint version) Let (g, τ) be
a quasihermitian symmetric Lie algebra, ∆+ a p-adapted positive system and
suppose that g is strictly reduced for ω ∈ C?min . Then

pa∗(Oω) = conv(W.ω) + cone(∆+
ω ) ⊆ conv(W.ω) + cone(∆+

n ),

where ∆+
ω = {α ∈ ∆+

n : (∃γ ∈ W)(∃Xα ∈ gα) 〈ω, γ.[Xα, τ(Xα)]〉 < 0} .

Proof. To use [7, Cor. 5.25], we note that the assumption about the pointed-
ness of C?min in this corollary is superfluous. According to Proposition VIII.6(ii),
the assumptions of [7, Cor. 5.25] are satisfied and we get the asserted formula.

Corollary VIII.9. If (g, τ) is quasihermitian and ω ∈ C?min , then

pa∗(Oω) ⊆ conv(W.ω) + cone(∆+
n ).

Proof. By the isomorphism g(ω)∗ ∼= d(ω)⊥ ⊆ g∗ we realize the coadjoint
orbit Oω in g(ω)∗ . Under this identification we have ∆(ω) ⊆ ∆, where ∆(ω)
denotes the root system w.r.t. a(ω) induced by ∆, g(ω) is quasihermitian, and
∆(ω)+ := ∆+∩∆(ω) is p -adapted (Lemma VIII.4(i)). Now the inclusion follows
from Theorem VIII.8.

Theorem VIII.10. (Convexity Theorem, adjoint version) Let ∆+ be a p-
adapted positive system with Cmin ⊆ Cmax . Then for X ∈ C0

max and the adjoint
orbit OX = Inng(h).X the following formula holds:

conv (OX) ∩ a = pa

(
conv(OX)

)
= conv(W.X) + Cmin.

Proof. (cf. [17, Th. 3.12]) Since the cone

C := {X ∈ Cmax : (∀α ∈ ∆+
k ) α(X) ≥ 0}

is a fundamental domain for the Weyl group action (cf. [19, Prop. III.2.7(i)]), we
may assume that X ∈ C .

We will prove the chain of inclusions

conv (OX) ∩ a ⊆ pa

(
conv(OX)

)
⊆ conv(W.X) + Cmin ⊆ conv (OX) ∩ a,

where the first inclusion is trivial. Thus we start by proving the second inclusion.

Let ω ∈ C?min be such that ω(α̌) ≤ 0 for all α ∈ ∆+
k . Then Corollary

VIII.9 implies that

pa∗(Oω) ⊆ conv(W.ω) + cone(∆+
n ).

Therefore

〈ω,OX〉 = 〈Oω, X〉 = 〈pa∗(Oω), X〉
⊆ conv(〈W.ω,X〉) + R+ = conv(〈ω,W.X〉) + R+.
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From W.X ⊆ X − cone(∆̌+
k ) ([19, Prop. III.2.7(ii)]) we now get 〈ω,OX〉 ⊆

ω(X) + R+. This means that

pa(OX)−X ⊆
(
C?min ∩ (−∆̌+

k )?
)?

= Cmin − cone(∆̌+
k ) = Cmin − cone(∆̌+

k ),

since Cmin − cone(∆̌+
k ) is closed (cf. [19, Lemma III.2.15]). Thus pa(OX) ⊆

X + Cmin − cone(∆̌+
k ) and therefore the closedness of the right hand side yields

pa

(
conv(OX)

)
⊆
⋂

γ∈W
γ.
(
X + Cmin − cone(∆̌+

k )
)

= conv(W.X) + Cmin

([19, Cor. III.2.10]).

To complete the proof, we show that conv(W.X)+Cmin ⊆ conv(OX)∩a .
Let α ∈ ∆+

n and Y ∈ gα be a non-zero element. Then Lemma VI.1 shows that

pa(eR ad(Y+τ.Y ).X) = X + α(X)R+[Y, τ.Y ] = X + R+[Y, τ.Y ]

because α(X) > 0. Let F := conv({[Xα, τ.Xα]:α ∈ ∆+
n , Xα ∈ gα}) and note

that this is a dense subcone of Cmin . Now by Proposition VI.3(iii) X + F ⊆
conv(OX) and since OX is W -invariant, we conclude that

conv(W.X) +F = conv
(
W.(X+F )

)
+F = conv

(
W.(X+F )

)
⊆ conv(OX)∩ a.

As a consequence, we obtain conv(W.X)+Cmin ⊆ conv(OX)∩a. This completes
the proof.

IX. Existence of hyperbolic invariant convex cones

Up to this section we have only considered consequences of the existence of
invariant hyperbolic convex sets in q . In this section we will use the convexity
theorems of Section VIII to prove that hyperbolic invariant convex cones exist in
q if and only if (g, τ) is quasihermitian and Cmin ⊆ Cmax holds for a p -adapted
positive system ∆+ . The latter condition is crucial for the applicability of the
convexity theorems and we have already seen in Theorem VI.6 that it is necessary.
Since there are only finitely many possibilities for positive systems, this condition
has the advantage that it can be checked quite easily by computing the cones
Cmin and Cmax which usually is quite easy because it reduces to calculating the
brackets [X, τ.X] , X ∈ gα .

Before we turn to the maximal cones, we need some preliminaries on
invariant convex sets.

Invariant convex sets and exposed points

In this subsection V denotes a finite dimensional real vector space.
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Lemma IX.1. Let F ⊆ V be a non-empty closed subset and C := conv(F ) .
If H(C) = {0} , then there exists for each f ∈ B(C)0 an x ∈ F with f(x) =
min f(C) .

Proof. If f ∈ B(C)0 , then f |C is a proper function ([7, Cor. 1.13]). Since
F ⊆ C is closed, the function f |F is also proper. Now the fact that it is bounded
from below implies that there exists an x ∈ F with f(x) = min f(F ). Finally
the assertion follows from f(C) ⊆ [min f(F ),∞[ .

We recall that a point x in a closed convex set C ⊆ V is called exposed if
there exists a linear functional f ∈ B(C) with {x} = {y ∈ C: f(y) = min f(C)} .
We write Exp(C) for the set of exposed points of C . A convex function φ on
a convex subset Ω of V is said to be strictly convex if it is not affine on any
non-trivial line segment, i.e., if x 6= y , x, y ∈ Ω and λ ∈]0, 1[ implies that

f(λx+ (1− λ)y) < λf(x) + (1− λ)f(y).

Proposition IX.2. Let Ω ⊆ V be an open convex set, φ: Ω→ R be a strictly
convex function with φ(x) → ∞ whenever x → x0 ∈ ∂Ω , and Ø 6= F ⊆ Ω a
closed subset of V such that φ |F is constant. Then

Exp
(
conv(F )

)
= F.

Proof. Since Ω is open, the function φ on Ω is continuous and the fact that it
tends to infinity at the boundary implies that the sets Ωc := {x ∈ C:φ(x) ≤ c}
are closed in V . Let φ(F ) = {c0} . Then the convexity of φ implies that
conv(F ) ⊆ Ωc0 , hence that

D := conv(F ) ⊆ Ωc0 ⊆ Ω.

If x ∈ D , then x+H(D) ⊆ D . Therefore the convex function φ is bounded from
above on this affine subspace and therefore constant. Now the strict convexity
of φ implies that H(D) = {0} .

Let x ∈ Exp(D) and f ∈ B(D) with {x} = {y ∈ D: f(y) = min f(D)} .
The closed convex set D contains the cone x+ lim(D) with vertex x . Therefore
f ∈ lim(D)? and 0 is the unique minimum of f in lim(D). This proves that
f ∈ int lim(D)? , hence, by [7, Lemma 1.9], that f ∈ B(D)0 . Now Lemma IX.1
shows that there exists y ∈ F with f(y) = min f(D), hence that x = y ∈ F .

It remains to show that F ⊆ Exp(D). So let x ∈ F and f ∈ V ∗ a
subgradient of φ in x , i.e., φ(x) + f(y − x) ≤ φ(y) for all y ∈ Ω. For the
existence of such functionals we refer to [19, Lemma III.3.16]. For y ∈ D \ {x}
we then have

f(y) ≤ f(x) + φ(y)− φ(x) = f(x) + φ(y)− c0 ≤ f(x).

If f(y) = f(x), then φ(x) = φ(y), so that φ(x) = minφ(D) and the strict
convexity of φ imply that x = y . Hence

{x} = {y ∈ D:−f(y) = min
(
− f(D)

)
}

shows that x ∈ Exp(D). This proves that Exp(D) = F .
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Remark IX.3. Note that under the assumptions of Proposition IX.2 the set
conv(F ) is in general not closed. Let V = R2 , Ω =]0,∞[2 , φ(x, y) = 1

xy , and

F = {(n, 1
n ):n ∈ N} . Then the points (1 + t, 1), t > 0 are contained in the

closure of conv(F ) but not in conv(F ).

Now we draw a general conclusion from Proposition IX.2.

Theorem IX.4. Let H be a group and π:H → Sl(V ) a representation with
closed image. Furthermore let Ω ⊆ V be an open convex subset with H(Ω) = {0}
which is H -invariant. Then for all x ∈ Ω the orbit H.x is closed and

Exp
(
conv(H.x)

)
= H.x.

Proof. Using [19, Th. III.5.4], we see that the characteristic function φΩ of
Ω defined by

φΩ(x) :=

∫

B(Ω)

e−α(x)+inf α(Ω)dµV ∗(α),

where µV ∗ denotes Lebesgue measure on V ∗ , has the following properties:

(1) φΩ is invariant under H because π(H) ⊆ Sl(V ).

(2) If xn → x ∈ ∂Ω, then φΩ(xn)→∞ .

(3) φΩ is strictly convex.

Next we show that the orbit H.x is closed. We consider the vector
space V ] := V × R , the cone C := cone(Ω × {1}) and the action of H given
by h.(v, t) := (h.v, t). Then C is a pointed closed convex cone in V ] which
is invariant under the action of H . Therefore the closedness of the orbit H.x
follows from [5, Prop. 1.12].

Since the characteristic function φΩ is H -invariant, it is constant on
H.x , and the assertion now follows from Proposition IX.2.

Hyperbolicity of the maximal cone

Throughout this section (g, τ) denotes a quasihermitian symmetric Lie algebra,
p ⊆ q a maximal hyperbolic Lie triple system, a ⊆ p a maximal abelian subspace,
and ∆+ a p -adapted positive system.

We define

Wmax :=
⋂

h∈Inng(h)

h.p−1
a (Cmax) = {X ∈ q: pa(OX) ⊆ Cmax}.

Lemma IX.5. If Cmin ⊆ Cmax , then Wmax is a generating closed convex
invariant cone in q with pa(Wmax) = Wmax ∩ a = Cmax , and nq ⊆Wmax .

Proof. As an intersection of closed convex cones, the cone Wmax is closed and
convex, and the invariance follows from the definition. Further it is clear that

Wmax ∩ a ⊆ pa(Wmax) ⊆ Cmax.
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For X ∈ C0
max the adjoint version of the Convexity Theorem (Theorem VIII.10)

shows that

pa(OX) ⊆ conv(W.X) + Cmin ⊆ Cmax + Cmin ⊆ Cmax

because Cmin ⊆ Cmax . Hence C0
max ⊆ Wmax ∩ a , and Cmax ⊆ Wmax ∩ a follows

from the closedness of Wmax . This proves the stated equality. That Wmax has
interior points follows from Lemma VI.5(ii).

To see that nq ⊆ Wmax , let X ∈ nq . Then OX ⊆ nq and therefore
pa(OX) ⊆ pa(nq) ⊆ nq ∩ a ⊆ z(g)q = H(Cmax). This proves that X ∈ Wmax ,
whence nq ⊆Wmax .

Now the main problem is to show that the cone Wmax is in fact hyper-
bolic. Using that Wmax contains nq , we will reduce this question to the case
where (g, τ) is irreducible. We start with this case.

Proposition IX.6. If (g, τ) is irreducible and quasihermitian, then the cone
Wmax is hyperbolic.

Proof. According to the remark after Definition V.5, we have to consider two
cases. If (g, τ) is (NCR), then ∆n = Ø, Cmax = a and therefore p = q = Wmax ,
showing that Wmax is hyperbolic.

Now we assume that (g, τ) is (NCC). First we show that Wmax is
pointed. We know already that Wmax is generating and different from q because
Cmax 6= a . If Wmax is not pointed, then H(Wmax) is a non-zero h -submodule
of q and Lemma II.7(ii)(b) implies that H(Wmax) is isotropic with respect
to the Cartan-Killing form κ . Since κ is positive definite on a (Proposition
IV.7(ii)), we conclude from H(Cmax) ⊆ H(Wmax) that Cmax is pointed. There-
fore pa

(
H(Wmax)

)
⊆ H(Cmax) = {0} shows that H(Wmax) is an h -submodule

of a⊥κ = [a, h] . Eventually the fact that (g, τ) has cone potential (Proposition
V.9(viii)) and Proposition VII.2(iv) entail that H(Wmax) = {0} , i.e., that Wmax

is pointed.

The fact that Wmax is pointed and generating implies that the dual cone
W ?

max ⊆ q∗ is also pointed and generating. Let θ be a Cartan involution of g
commuting with τ . Then h is θ -invariant and therefore reductive. For X ∈ h
we therefore have

tr adq X = tr adX − tr adhX = 0− 0 = 0

and thus Innq(h)∗ ⊆ Sl(q∗). To see that Innq(h) ⊆ Gl(q) is closed, we note
that g = qL = q + [q, q] , so that the non-closedness of Innq(h) would imply
that Inng(h) is not closed. But Inng(g) = Aut(g)0 is closed and therefore
Inng(h) = Aut(g)τ0 is closed.

Now we can apply Theorem IX.4 with V = q∗ , H = Inng(h), and
Ω = intW ?

max , and find that for each f ∈ intW ?
max the coadjoint orbit Of =

Inng(h)∗.f is closed and satisfies

Exp
(
conv(Of )

)
= Of .
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From the definition of Wmax we also conclude that C?max ⊆ W ?
max ∩ a∗

because X ∈ Wmax and f ∈ C?max implies that f(X) = 〈f, pa(X)〉 ≥ 0. Using
the Inng(h)-equivariant isomorphism ψ: q → q∗ given by ψ(X)(Y ) = κ(X,Y )
obtained by the Cartan-Killing form, we see that we can use Proposition III.2
to show that for each element f ∈ intC?max with zq

(
ψ−1(f)

)
= a we have

f ∈ intW ?
max .

Let f ∈ intC?max be such an element and X ′ ∈ W 0
max . Then Lemma

IX.1 implies that there exists an element f ′ ∈ Of with

〈f ′, X ′〉 = min〈conv(Of ), X ′〉.

Write f ′ = γ.f with γ ∈ Inng(h) and put X := γ−1.X ′ . Then

〈f,X〉 = 〈f ′, X ′〉 = min〈conv(Of ), X〉 = min〈Of , X〉 = min〈f,OX〉.

Therefore f([h, X]) = {0} and thus

{0} = κ
(
ψ−1(f), [h, X]

)
= κ

(
[X,ψ−1(f)], h

)
.

Since κ is non-degenerate on h , this means that [X,ψ−1(f)] = {0} , i.e., X ∈ a
by the choice of f . This proves that X ′ ∈ OX is hyperbolic and therefore that
W 0

max ⊆ qhyp .

Corollary IX.7. If (g, τ) is reductive and quasihermitian, then the cone
Wmax is hyperbolic.

Proof. The reductive symmetric Lie algebra (g, τ) decomposes as a direct sum
of quasihermitian irreducible symmetric Lie algebras (Proposition V.9(v)) and so
do the cones Cmax and Wmax . Therefore the assertion follows from Proposition
IX.6.

To pave the way from the reductive to the general case we will need the
following result on solvable symmetric Lie algebras.

Proposition IX.8. Let (r, τ) be a solvable symmetric Lie algebra, X1, X2 ∈ rq

regular elements and tj := r0(adXj) the corresponding Cartan subalgebras. Then
t1 and t2 are conjugate under Inng(rh) .

Proof. We prove the proposition by induction over the dimension of r . Let
z := z(n) denote the center of the nilradical n of r . If r 6= {0} , then z is
a non-zero abelian ideal which is invariant under τ . Let r1 := r/z and write
π: r → r1 for the quotient homomorphism. Then π(Xj) ∈ q1 := π(rq) are
regular elements in the Lie algebra g1 ([1, Ch. 7, §2, no. 2, Prop. 8]) and
π(tj) = π

(
r0(adXj)

)
= r0

1(adπ(Xj)
)

. Hence our induction hypothesis implies
the existence of γ ∈ Innr1

(rh,1) with γ.π(t1) = π(t2). Let γ̃ ∈ Innr(rh) with
π ◦ γ̃ = γ ◦ π . Then π(γ̃.t1) = π(t2) shows that γ̃.t1 ⊆ t2 + z . From now on we
may therefore w.l.o.g. assume that t1 ⊆ t2 + z . Now t1 and t2 are τ -invariant
Cartan subalgebras of the solvable Lie algebra t2 + z . Hence there exists X ∈ z
with eadX .t1 = t2 ([1, Ch. 7, §3, no. 4, Th. 3]). The fact that the ideal z is
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abelian implies that (adX)2 = {0} . Therefore eadX = 1 + adX and if we write
X = Xh +Xq with Xh ∈ zh and Xq ∈ zq , we obtain

eadX .X1 = X1 + [Xh, X1]︸ ︷︷ ︸
∈rq

+ [Xq, X1]︸ ︷︷ ︸
∈rh

∈ eadX .t1 = t2 = (t2)h ⊕ (t2)q.

We conclude that eadXh .X1 ∈ t2 and hence that t2 = r0
(

ad(eadXh .X1)
)

=
eadXh .r0(adX1) = eadXh .t1. Thus t1 and t2 are conjugate under Innr(rh).

Theorem IX.9. If (g, τ) is a quasihermitian symmetric Lie algebra and ∆+

a p-adapted positive system such that Cmin ⊆ Cmax , then the cone Wmax is
hyperbolic.

Proof. Let n denote the nilradical of g , g1 := g/n , and π: g→ g1 the canon-
ical quotient map. Then Lemma VIII.4(i) implies that (g1, τ1) is quasihermitian
with root system {α ∈ ∆: gα 6= nα} = ∆s . Moreover Cmin,1 = π(Cmin) ⊆ Cmax,1

follows from Cmin + (a ∩ n) ⊆ Cmax ⊆ Cmax,1 . From Cmax ⊆ Cmax,1 we also
conclude that π(Wmax) ⊆ Wmax,1 and hence that π(W 0

max) ⊆ W 0
max,1 ⊆ qhyp,1

(Corollary IX.7).

Let X ∈ W 0
max . We have to show that X is hyperbolic, i.e., that it is

conjugate to an element in a . The preceding observations show that there exists
γ ∈ Inng1

(h1) with γ.π(X) ∈ a1 . Choosing γ̃ ∈ Inng(h) with π ◦ γ̃ = γ ◦ π , we
obtain π(γ̃.X) ∈ a1 , hence that γ̃.X ∈ π−1(a)∩ q = a + nq , and we may w.l.o.g.
assume that X ∈ a + nq .

Let d := n + a . Then d is τ -invariant so that (d, τ | d) is a solvable
symmetric Lie algebra. Since the fact that g is quasihermitian implies that ∆
is split (Proposition V.9(ii)), the compact roots do not contribute to n , and we
obtain the root decomposition

d = n0
h ⊕ a⊕

⊕

α∈∆n

nα.

An element Y ∈ d is regular if and only if the dimension of d0(adY ) =
ker(adY )s , where (adY )s denote the semisimple part in the Jordan decom-
position of adY , is minimal. For Y ∈ a and Z ∈ n the fact that n is a nilpotent
ideal implies that the eigenvalues and their multiplicities for

(
ad(Y + Z)

)
s

are
the same as for (adY )s = adY . Hence Y + Z is regular if and only if Y is
regular which in turn is equivalent to α(Y ) 6= 0 for all α ∈ ∆n with nα 6= {0} .

Our element X ∈ a + nq from above satisfies pa(X) ∈ C0
max and X −

pa(X) ∈ n . Hence the fact that α
(
pa(X)

)
> 0 for all α ∈ ∆+

n and the preceding
remark show that X and pa(X) are regular elements in d . Now Proposition
IX.8 implies the existence of γ ∈ Inng(nh) with

γ.X ∈ d0
(

ad pa(X)
)
∩ q = zdq

(
pa(X)

)
= zdq

(a) = a.

This completes the proof.



Krötz and Neeb 137

Corollary IX.10. If (g, τ) is a symmetric Lie algebra, then q contains
hyperbolic invariant convex cones if and only if (g, τ) is quasihermitian and
there exists a p-adapted positive system ∆+ such that Cmin ⊆ Cmax .

If this condition is satisfied, then the cone Wmax is hyperbolic and each
invariant hyperbolic cone W ⊆ q is contained in a unique cone Wmax , where
∆+
n is determined by W ∩ a ⊆ Cmax .

Proof. The first part follows by combining Theorem IX.9 with Theorem
VI.6(ii).

For the second part it only remains to apply Theorem VI.6(ii) to see
that there exists a p -adapted positive system with W ∩ a ⊆ Cmax . Then
W = Inng(h).(W ∩ a) ⊆ Inng(h).Cmax ⊆ Wmax and it is clear that the fact
that W ∩ a has interior points determines ∆+

n and therefore Wmax uniquely.

Problems IX. Is it true that for a solvable symmetric Lie algebra (g, τ) all
τ -invariant Cartan subalgebras t are conjugate under Inng(h)?

X. Characterization of invariant convex hyperbolic sets

In the preceding section we have seen whenever (g, τ) is a quasihermitian sym-
metric Lie algebra and ∆+ is a p -adapted positive system such that Cmin ⊆
Cmax , the cone Wmax is hyperbolic. Throughout this section we will make these
assumptions.

The characterization of invariant convex sets

Theorem X.1. For X ∈W 0
max we have

(i) conv(OX) is contained in W 0
max .

(ii) conv(OX) = {Y ∈W 0
max: pa(OY ) ⊆ conv(Wk.X

)
+ Cmin}.

(iii) If the cone Cmin is pointed or if Cmin = conv{[Xα, τ.Xα]:α ∈
∆+
n , Xα ∈ gα}, then conv(OX) is closed.

Proof. (cf. [17, Th. III.12]) (i) Let φ:W 0
max → R+ denote the characteristic

function of Wmax , i.e.,

φ(X) =

∫

W?
max

e−α(X) dµ(α),

where µ is the restriction of a Lebesgue measure in the subspace W ?
max−W ?

max .
In view of [19, Th. III.5.4], this function has the following properties:

(1) φ(γ.x) = χ(γ)φ(x) for γ ∈ Inng(h), where χ(γ) = detq/H(Wmax)(γ)−1 .

(2) If xn → x ∈ ∂Wmax , then φ(xn)→∞ .

(3) φ is a convex function.

To strengthen (1), we show that the character χ of Inng(h) is trivial.
Since nq ⊆ H(Wmax) (Lemma IX.5), this reduces the problem to the correspond-
ing assertion on the Lie algebra g1 := g/n which is reductive. Then h1 ⊆ g1



138 Krötz and Neeb

is a reductive subalgebra and hence adq(h) ⊆ sl(q) follows as in the proof of
Proposition IX.6. This proves that χ is trivial, hence that the function φ is
invariant under Inng(h).

Now the convexity of φ implies that

conv(OX) ⊆ {Y ∈W 0
max:φ(Y ) ≤ φ(X)}.

According to the continuity of φ and (2), the set {Y ∈ W 0
max:φ(Y ) ≤ φ(X)} is

closed in g , and therefore contains conv(OX).

(ii) According to (i), both sets are invariant and contained in W 0
max . Hence it

suffices to check that their intersection with a is the same. This is a consequence
of Theorem VIII.10.

(iii) If Cmin is pointed, then Lemma VIII.7 shows that

Cmin = F := conv({[X, τ.X]:X ∈ gα, α ∈ ∆+
n }).

Suppose that F = Cmin . Since OX meets a , we may w.l.o.g. assume that X ∈ a .
Then we have seen in the proof of Theorem VIII.10 that

conv(OX) ∩ a = conv(W.X) + Cmin = conv(W.X) + F ⊆ conv(OX).

In view of (i), this proves that conv(OX) is closed.

Theorem X.2. (Characterization Theorem) Let (g, τ) be a quasihermitian
symmetric Lie algebra and ∆+ a p-adapted positive system with Cmin ⊆ Cmax .

(i) If C ⊆ W 0
max is an invariant subset, then (2)⇒(1) holds for the

following statements:

(1) C is convex.

(2) Ca := C ∩ a is convex and Ca + Cmin ⊆ Ca .

Furthermore, if is either C is closed or open or if Cmin is pointed, then
also (1)⇒(2).

(ii) If Ca ⊆ C0
max is a convex W -invariant subset satisfying Ca +Cmin ⊆

Ca , then C: = Inng(h).Ca is an invariant convex subset of W 0
max with C ∩ a =

pa(C) = Ca .

Proof. (i) (cf. [17, Prop. III.14]) (2)⇒(1): Since C is invariant, the convex
set Ca is in particular invariant under the Weyl group W . Moreover, (2) and
Theorem VIII.10 imply for each X ∈ Ca that

pa(OX) ⊆ Ca + Cmin ⊆ Ca

and therefore that

pa(C) = pa

(
Inng(h).Ca

)
⊆ Ca.

Since Ca is convex, it even follows that

conv(C) ∩ a ⊆ pa

(
conv(C)

)
= conv pa(C) ⊆ Ca.
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So the invariance of conv(C) ⊆W 0
max and the hyperbolicity of Wmax (Theorem

IX.9) yield

conv(C) = Inng(h).
(

conv(C) ∩ a
)
⊆ Inng(h).Ca = C.

This means that C is convex.

(1) ⇒ (2): If C is convex, then Ca is trivially convex. Let X ∈ Ca ⊆ C .
Then conv(OX) ⊆ C and therefore X + Cmin ⊆ conv(OX) ∩ a ⊆ Ca . Hence
Cmin ⊆ lim(Ca) follows from Theorem VIII.10. If either C is closed, open, or
Cmin is pointed, then Lemma VIII.7 and Theorem X.1 show that Ca+Cmin ⊆ Ca ,
where we have used that if C is closed or open, then limC = limC is closed.

(ii) First we note that OX ∩ a = W.X (Theorem III.10) and the W -invariance
of Ca show that C ∩ a = Ca . Thus (i) implies that C is convex, and the proof
of (i) implies that pa(C) ⊆ Ca . Therefore Ca ⊆ C ∩ a ⊆ pa(C) ⊆ Ca and the
equality follows.

Theorem X.3. (Characterization and Reconstruction of Invariant Cones) Let
(g, τ) be a symmetric Lie algebra.

(i) There is a pointed generating invariant hyperbolic closed convex cone
in q if and only if

(1) (g, τ) has strong cone potential,

(2) is quasihermitian, and

(3) z(p) 6= {0} holds for a maximal hyperbolic Lie triple system
p ⊆ q .

(ii) Suppose that (g, τ) is quasihermitian and ∆+ is a p-adapted positive
system with Cmin ⊆ Cmax . A closed convex subset Ca ⊆ Cmax with interior
points arises as the trace C ∩ a of a closed convex hyperbolic set C ⊆ q if and
only if Ca is W -invariant and Cmin ⊆ lim(Ca) .

Suppose that (1)-(3) in (i) are satisfied.

(iii) A pointed generating closed convex cone Ca ⊆ a arises as the trace
C ∩ a of a pointed generating invariant closed convex hyperbolic cone C ⊆ q if
and only if Ca is W -invariant and there exists a p-adapted positive system ∆+

such that Cmin ⊆ C ⊆ Cmax.

Proof. (i) The necessity of (1)-(3) follows from Theorem VI.6. To prove the
sufficiency, let us assume that (1)-(3) are satisfied. We are going to construct
a cone with the desired properties. Let ∆+ be a p -adapted positive system.
According to Theorem VII.18(iii), we have Cmin ⊆ Cmax .

We claim that there exists a pointed generating W -invariant closed
convex cone Ca ⊆ a satisfying Cmin ⊆ Ca ⊆ Cmax .

Let 0 6= X ∈ z(p) ∩ C0
max (Proposition V.4(3)) and K ⊆ C0

max a W -
invariant compact convex neighborhood of X not containing 0. Then R+K
is a pointed generating W -invariant closed convex cone in a . We put Ca :=
Cmin + R+K and show that Ca satisfies all our requirements:

First we note that the cone

Cmin ∩ −R+K ⊆ H(Cmax) ∩ −R+K
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is {0} . In fact, if Cmax 6= a this follows from H(Cmax) ∩ −R+K = {0} , and if
Cmax = a , then ∆n = Ø, hence Cmin = {0} and it is also clear. Now [5, Prop.
1.4] implies that C is closed with H(Ca) = H(Cmin) +H(R+K) = {0}+ {0} =
{0} . Since K has interior points, the same holds for Ca , and the W -invariance
of R+K implies the W -invariance of Ca . Moreover, Cmin ⊆ Ca ⊆ Cmax holds
by construction. Now the assertion follows from (iii).

(ii) If C ⊆ q is an invariant hyperbolic convex set, then clearly Ca = C ∩ a is
W -invariant, and Cmin ⊆ lim(Ca) follows from Theorem VI.6 because the fact
that Ca has interior points determines the cone Cmax containing Ca uniquely.

Suppose that these conditions are satisfied by Ca ⊆ Cmax and put
C: = Inng(h).Ca . That C is generating follows from Lemma VI.5(ii), and since
closures of convex sets are convex, we obtain from Theorem X.2 and C =
Inng(h).C0

a that C is hyperbolic and convex. Moreover,

Ca ⊆ C ∩ a ⊆ pa(C) ⊆ pa

(
Inng(h).C0

a

)
⊆ Ca

0 = Ca

follows from Theorem X.2(ii). This proves that Ca = C ∩ a .

(iii) As noted in (i), the necessity of the condition follows from Theorem VI.6(ii).
If, conversely, they are satisfied, then (ii) implies the existence of a hyperbolic
closed convex invariant subset C ⊆ q with C ∩ a = Ca . The hyperbolicity of C
implies that Inng(h).Ca is dense in C , hence that C is a cone. So it remains
to show that C is pointed. As pa

(
H(C)

)
⊆ H(C) ∩ Ca = {0} , we conclude

that H(C) ⊆ [a, h] . Since, according to Proposition VII.2(iv), [a, h] contains no
non-zero h -submodule, H(C) = {0} follows.

Extension of convex invariant hyperbolic sets

In this section we deal with the problem of extending hyperbolic invariant convex
sets in q to hyperbolic invariant convex sets in q̂ = igc . First we have a look at
some crucial examples.

Example X.4. (a) We consider the five dimensional Heisenberg algebra

h2 = RZ ⊕ RQ1 ⊕ RP1 ⊕ RQ2 ⊕ RP2

with non-zero brackets [Q1, P1] = [Q2, P2] = Z . Let mot(2) = V o RU , where
V ∼= R2 and U as in Example IV.11, be the motion algebra of the euclidean
plane. We define a homomorphism of l = mot(2)⊕ RT into der(h2) by

V.h2 = {0}, U.Q1 = Q2, U.Q2 = −Q1, U.P1 = P2, U.P2 = −P1

and T.Qi = Pi, T.Pi = Qi for i ∈ {1, 2} . This turns g = h2 o l into a Lie
algebra and

h = span{P1, P2}omot(2) and q = span{Z,Q1, Q2, T}
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defines an involutive automorphism τ on g with τ |h = idh and τ |q = − idq . A
maximal hyperbolic abelian subspace which is also maximal abelian in q is given
by

a = RZ ⊕ RT.

We have ∆ = ∆r = {±α} with α(T ) = 1 and gα = R(P1 +Q1) + R(P2 +Q2).
Therefore (g, τ) has strong cone potential, p = a is a maximal hyperbolic Lie
triple system, so that the fact that a is maximal abelian in q implies that (g, τ)
is quasihermitian. Therefore q admits invariant hyperbolic cones (Theorem X.3)
and a extends to a maximal hyperbolic abelian and maximal abelian subspace
â ⊆ q̂ (Theorem VIII.1), namely,

â = RZ ⊕ RT ⊕ RiU.

Also (gC, τ̂) is quasihermitian, but does not contain any pointed generating
invariant hyperbolic cone since it has no cone potential (Theorem X.3). In
particular, it is impossible to extend an invariant pointed generating hyperbolic
convex cone C ⊆ q to an invariant pointed generating hyperbolic convex cone
in q̂ . We also note that h0 ∼= mot(2) is not compactly embedded, but it has a
compactly embedded Cartan subalgebra.

This situation changes drastically if we factor out the ideal V ⊆ g and
obtain the effective Lie algebra (g0, τ0): = (g/V, τ̃), where τ̃ is the canonical
involution induced on the quotient. Now any invariant pointed generating hy-
perbolic convex cone in q0 can be extended to an invariant pointed generating
hyperbolic convex cone in q̂ (cf. Theorem X.7 below).

(b) (cf. [17, Ex. II.9(c)]) Let

s1: = sl(2,R): = span{H,T, U} and s2: = sl(2,R): = span{H ′, T ′, U ′}

as in the notation of Example IV.10. We denote by Vj , j ∈ {1, 2} the 2-
dimensional real sj -module and let P = (1, 1), Q = (1,−1) ∈ V1 . Now we
define

g = (V1 ⊗ V2)o (s1 ⊕ s2).

and equip g with an involution τ on g via

h = (RP ⊗ V2)o (RT ⊕ s2) and q = (RQ⊗ V2)⊕ span{H,U}.

A maximal hyperbolic abelian and maximal abelian subspace a in q is given by
a = RH . Note that a is a maximal hyperbolic Lie triple system and thus (g, τ)
is quasihermitian. We can extend a to a maximal hyperbolic abelian subspace
â ⊆ q̂ , which is also maximal abelian in q , by

â = RH ⊕ RiU ′.

Since â is a maximal hyperbolic Lie triple system in q̂ we see that (gC, τ̂) is
quasihermitian. Note also that (g, τ) and (gC, τ̂) are effective. Let α ∈ a∗ be
given by α(H) = 1 and extend α to an element of â∗ by setting α(iU) = 0.
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Further we define β ∈ â∗ by β(iU ′) = 1 and β(H) = 0. Then the root systems
are given by

∆ = {±α︸︷︷︸
∆r

,±2α︸︷︷︸
∆s

} and ∆̂ = {±α± β︸ ︷︷ ︸
∆̂r

,±2α,±2β︸ ︷︷ ︸
∆̂s

}.

Hence for any positive system ∆+ we always have Cmin ⊆ Cmax but, as it
has already been shown in [17, Ex.II.9(c)], there is no positive system ∆̂+ such
that Ĉmin ⊆ Ĉmax . By Theorem VI.6 this means that there are no generating
invariant hyperbolic convex sets in q̂ . In particular, we cannot extend any
invariant generating hyperbolic convex set in q to an invariant hyperbolic convex
set in q̂ .

The first example above shows that for the sake of extension theorems
it is reasonable to assume that (g, τ) is effective. Note that passing to the
effective quotient algebra touches in no way all the properties of hyperbolic sets
nor changes the root structure and the minimal and maximal cone.

From now on we assume that the subalgebra h0 is compactly embedded
so that Theorem VIII.1 applies to (gC, τ̂).

Proposition X.5. We consider the subspaces a ⊆ â and the corresponding
Weyl groups W and Ŵ . Let further ∆+

k and ∆̂+
k be positive systems with

∆̂+
k |a ⊆ ∆+

k ∪{0} , and a+ = (∆+
k )? , resp. â+ = (∆̂+

k )? , denote the corresponding

fundamental domains for W , resp. Ŵ . Then the following assertions hold:

(i) pa(â+) = â+ ∩ a = a+ .

(ii) If Ĉ ⊆ â is a Ŵ -invariant set and Ĉ+ := Ĉ ∩ a+ is convex, then

pa(conv Ĉ) = conv
(
W.pa(Ĉ+)

)
.

(iii) For X ∈ â+ we have pa(conv Ŵ.X) = conv
(
W.pa(X)

)
.

(iv) Let C ⊆ a be a W -invariant convex set. Then

Ĉ := {X ∈ â: pa(Ŵ.X) ⊆ C}

is a Ŵ -invariant convex subset of â with Ĉ ∩ a = pa(Ĉ) = C. If C has interior
points, then the same holds for Ĉ .

Proof. (i) From the compatibility of the positive systems ∆+
k and ∆̂+

k it
follows that a+ = â+ ∩ a ⊆ pa(â+). Let X ∈ â+ . Then pa(X) = 1

2 (X− τ.X). If

α ∈ ∆+
k , then there exists α̃ ∈ ∆̂k with α̃ |a = α . Moreover α̃ must be positive

because otherwise α̃ |a ∈ ∆−k ∪ {0} , and since −τ.α has the same restriction to
a , this root must also be positive. We conclude that

2〈α, pa(X)〉 = 〈α,X − τ.X〉 = 〈α− τ.α,X〉 ≥ 0.

Hence pa(â+) ⊆ a+ , and (i) follows.

(ii) Let D := conv Ĉ . Then D is a Ŵ -invariant convex set. Since for each
element w ∈ W there exists ŵ ∈ Ŵ with ŵ |a = w and ŵ commutes with τ |â
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(Theorem VIII.1(iv)), the set pa(D) is convex and invariant under W . It follows
in particular that “⊇” holds.

On the other hand [19, Prop. III.2.9] implies that D ⊆ Ĉ+ − cone(
ˇ̂
∆

+

k )

so that pa

(
cone(

ˇ̂
∆

+

k )
)

= cone(∆̌+
k ) (Theorem VIII.1(vi)(d)) implies that

pa(D) ⊆ pa(Ĉ+)− pa

(
cone(

ˇ̂
∆

+

k )
)

= pa(Ĉ+)− cone(∆̌+
k ),

where (i) implies that pa(Ĉ+) ⊆ a+ . Now the W -invariance of pa(D) shows
that

pa(D) ⊆
⋂

w∈W
w.
(
pa(Ĉ+)− cone(∆̌+

k )
)

= conv
(
W.pa(Ĉ+)

)

(cf. [19, Prop. III.2.9]). This completes the proof of (ii).

(iii) This is a special case of (ii).

(iv) The inclusions Ĉ ∩ a ⊆ pa(Ĉ) ⊆ C are trivial consequences of the definition
of Ĉ . Let X ∈ C . Then there exists X ′ ∈ a+ with X ∈ W.X ′ . Now (iii)
implies that

pa(Ŵ .X) = pa(Ŵ .X ′) ⊆ conv(W.X ′) ⊆ C.
Therefore C ⊆ Ĉ ∩ a , and thus C = Ĉ ∩ a = pa(Ĉ).

If, in addition, C has interior points, then C0 contains a fixed point X0

for W , i.e., α(X) = 0 holds for all α ∈ ∆k . Then we also have α(X) = 0 for
all α ∈ ∆̂k , i.e. X is fixed by Ŵ . Now it is clear that Ĉ contains a sufficiently
small neighborhood of X , so that Ĉ has interior points.

Let Gc be a connected Lie group with Lie algebra gc and suppose that
τ integrates to an involution of Gc , which is also denoted by τ . Further we
denote by Hτ the group of τ -fixed points and by Hτ

0 its identity component.
Let H ⊆ Gc be any subgroup of G such that

Hτ
0 ⊆ H ⊆ Hτ .

For an element X ∈ q we define OHX = Ad(H).X and OGcX = Ad(Gc).X .

Theorem X.6. Suppose that h0 is compactly embedded, (g, τ) is quasihermi-
tian, ∆+ is a p-adapted positive system, and ∆̂+ a compatible p̂-adapted positive
system satisfying Ĉmin ⊆ Ĉmax . Then for X ∈ C0

max the following assertions
hold:

conv(OGcX ) ∩ â = pâ(conv(OGcX )) = conv(Ŵ .X) + Ĉmin(10.1)

conv(OHX ) ∩ a = pa(conv(OHX )) = conv(W.X) + Cmin.(10.2)

In particular, pa(conv(OHX )) = pa(conv(OX)) is independent of the choice of H .
Moreover

pa(conv(OGcX )) = conv(OGcX ) ∩ a = conv(OHX ) ∩ a

= pa(conv(OHX )) = conv(W.X) + Cmin.(10.3)
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Proof. It follows from Theorem VIII.1(vi)(c) that X ∈ Ĉ0
max . Equation

(10.2) for H = H0 is obtained from Theorem VIII.10. Since Ĉmin ⊆ Ĉmax

by assumption, we can apply Theorem VIII.10 also to the canonical extension
(gC, τ̂) and obtain (10.1). Using Theorem VIII.1(vi)(a) and Proposition X.5(iii),
we get

conv(W.X) + Cmin = pa(conv(OH0

X )) ⊆ pa(conv(OHX ))

⊆ pa(conv(OGcX )) ⊆ pa

(
conv(Ŵ.X) + Ĉmin

)

= pa

(
conv(Ŵ .X)

)
+ pa(Ĉmin)

= conv(W.X) + Cmin.

This proves (10.2) for arbitrary H and also (10.3).

Theorem X.7. (The Extension Theorem) We keep the assumptions from

Theorem X.6 and write Ŵmax: = Ad(Gc).Ĉmax for the maximal cone in q̂ = igc .

(i) Every Inng(h)-invariant closed hyperbolic convex set C ⊆ Wmax is
H -invariant and can be extended by

Ĉ: = {X ∈ Ŵmax: pa(OGcX ) ⊆ C ∩ a}

to a {Gc,−τ}-invariant hyperbolic convex subset of Ŵmax . The extension Ĉ is
maximal with respect to

(10.4) Ĉ ∩ q = pq(Ĉ) = C.

(ii) If, in addition, C is a pointed generating invariant hyperbolic cone
and (g, τ) is effective, then Ĉ is a pointed generating invariant hyperbolic cone.

Proof. (i) From Ĉ = Ŵmax ∩
⋂
g∈Gc g.p

−1
a (C ∩ a) it follows that Ĉ is a closed

convex {Gc,−τ} -invariant subset of Ŵmax . Moreover (10.3) in Theorem X.6
implies that for X ∈ C0 ∩ a we have

pa(OGcX ) ⊆ conv(OH0

X ) ∩ a ⊆ C ∩ a,

hence that C0 ∩ a ⊆ Ĉ , and the hyperbolicity of C entails that C ⊆ Ĉ ∩ q . On
the other hand the −τ -invariance entails Ĉ ∩ q = pq(Ĉ), so it remains to show

that Ĉ is hyperbolic and that Ĉ ∩ q ⊆ C .

We put Ca := C ∩ a and Ĉa := {X ∈ Ĉmax: pa(Ŵ .X) ⊆ Ca} . Then
Proposition X.5(iv) shows that pa(Ĉa) = Ĉa ∩ a = Ca and that Ĉa has interior
points.

For X ∈ Ĉ0
a we now conclude with Theorem X.6 that

pa(OGcX ) = conv(W.X) + Cmin ⊆ Ca + Cmin ⊆ Ca.

This proves that Ĉ0
a and therefore that Ĉa is contained in Ĉ ∩ â . The converse

inclusion follows from Ŵ .X ⊆ OGcX , and thus we obtain Ĉ∩ â = Ĉa . This proves

that Ĉ has interior points (Lemma VI.5(ii)), and so Ĉ is hyperbolic.
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To see that Ĉ ∩ q ⊆ C , we note that the set on the left hand side is
hyperbolic because (Ĉ ∩ q)0 = Ĉ0 ∩ q ⊆ Ŵ 0

max . On the other hand it is Inng(h)-

invariant, so that it suffices to show that Ĉ ∩a ⊆ Ca which trivially follows from
the definition of Ĉ . This proves (10.4). Finally, as Ĉ is H -invariant and pq

commutes with the action of H , we conclude that C is also H -invariant.

(ii) Let C be a pointed generating invariant hyperbolic cone in q . Then Ĉ is
a generating invariant hyperbolic cone in q̂ , and it remains to show that Ĉ is
pointed. Since C is pointed, pq

(
H(Ĉ)

)
= {0} , so that H(Ĉ) is a gc -invariant

subspace of ih ⊆ q̂ . This means that iH(Ĉ) is an ideal of g contained in h .
Now the assumption that (g, τ) is effective shows that H(Ĉ) = {0} , i.e., that Ĉ
is pointed.

Remark X.8. In the preceding two theorems we have needed the assumptions
that h0 is compactly embedded to apply Theorem VIII.1 and that Ĉmin ⊆ Ĉmax

to apply the convexity theorems to q̂ itself. Moreover, to extend pointed cones
in q to pointed cones in q̂ , the effectiveness was a crucial condition.

Suppose that (g, τ) is semisimple and quasihermitian. Then (gC, τ̂) also
is semisimple and quasihermitian (Theorem VIII.1), and Proposition V.9(vii)
shows that Ĉmin ⊆ Ĉmax is automatically satisfied. In this case the effectiveness
is also not a severe restriction because each ideal is a direct summand.

Problems X. (1) Does the requirement that X ∈ q̂ satisfies pa(OGcX ) ⊆ Cmax

imply that X ∈ Ŵmax ? In this case it would not be necessary in the Extension
Theorem to take the intersection with Ŵmax .

(2) Does the assumption that h0 is compactly embedded (cf. Theorem VIII.1)
and Cmin ⊆ Cmax imply that Ĉmin ⊆ Ĉmax . Note that in Example X.4(b) the
subalgebra h0 ∼= sl(2,R) is not compactly embedded.
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