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Abstract. In this article we describe homomorphisms and extensions of
principal series representations. Principal series are certain representations of
a semisimple complex Lie algebra g and are objects of the Bernstein-Gelfand-
Gelfand-category O . Verma modules and their duals are examples of such
principal series representations. Via the equivalence of categories of [3] the
principal series representations correspond to Harish-Chandra modules for g× g
which arise by induction from a minimal parabolic subalgebra of g × g . We
show that all principal series have one-dimensional endomorphism rings and
trivial self-extensions. We also give an explicit example of a higher dimensional
homomorphism space between principal series. As an application of these results
we prove the existence of character formulae for “twisted tilting modules”. The
twisted tilting modules are some indecomposable objects of O having a flag
whose subquotients are principal series modules and for which a certain Ext-
vanishing condition holds.

1. Introduction

For a finite dimensional semisimple complex Lie algebra g with Borel and Cartan
subalgebras b and h respectively, we consider the category O (originally defined
by [4]). It is a certain subcategory of the category of all finitely generated modules
over the universal enveloping algebra U(g) of g . This category decomposes into
direct summands Oλ , indexed by dominant weights, where each direct summand
has as objects certain g-modules with a fixed general central character.
For any weight µ there is a universal object ∆(µ), the Verma module with µ as
highest weight. It is an object of the category Oλ for the dominant weight λ in
the same Weyl group orbit as µ .
The motivation to consider category O comes from the representation theory of
complex semisimple Lie groups. In this context the Harish-Chandra modules over
U(g× g) play a crucial role (see [23], [17], [24], [25], [7]).
Via a choice of an isomorphism of algebras

U(g× g) ∼= U(g)⊗ U(g)opp
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the Harish-Chandra modules over U(g× g) correspond to objects of the category
of Harish-Chandra bimodules as in [3], [13] and [19].
The relationship of this category to the category O is the following. The functor
• ⊗U(g) ∆(0) defines an equivalence of categories from the category H1

o of Harish-
Chandra bimodules with trivial central character from the right and a certain full
subcategory of O ([3, II]). We call this functor the Bernstein-Gelfand-equivalence
in the following. On the other hand given two objects M and N in O we can define
an object L(M,N) ∈ H by taking the locally k-finite vectors of the extremely large
space of all complex linear maps from M to N .
Combining these functorial constructions, for each element x of the Weyl group,
A. Joseph defined in [15] a completion functor Cx on the trivial block of O as
follows

Cx : Oo −→ Oo, M 7−→ L(∆(x−1 · 0),M)⊗U(g) ∆(0).

The principal series representations from the title are just the modules CxM ,
where M is a dual Verma module. They can also be described as the (co-)induced
representations from some minimal parabolic subalgebra ([7, 9.3 and 9.6]). The
character of such principal series modules is well-known, since Frobenius reciprocity
yields the equality

[Cx(∆(y · 0)?)] = [∆(x−1y · 0)]

in the Grothendieck group. If we take x equal to the identity, we get all dual
Verma modules as principal series representations; if x is the longest element in
the Weyl group, we obtain all Verma modules in Oo . Therefore, principal series
representations can be thought of as “twisted” Verma modules (see [1]). R. Irving
uses the term “shuffled” Verma modules for principal series modules, since they
can be constructed by a shuffling process using translation functors, which is de-
scribed in [11]. Although our results are based on these shuffling properties, we do
not define shuffling functors explicitly.
In the following we describe homomorphisms and extensions of such principal
series. As the main result, it turns out (just as with Verma modules) the prin-
cipal series modules always have one-dimensional endomorphism rings and trivial
self-extensions; but the homomorphism spaces between two principal series repre-
sentations can have higher dimension. We can give some conditions, which have
to be fulfilled for the existence of homomorphisms and extensions. This makes it
possible to define generalized tilting modules.
The motivation to look at homomorphism spaces of principal series modules comes
from the study of primitive ideals of U(g). For L a simple g-module the corre-
sponding primitive quotient U(g)/AnnU(g) L is a Harish-Chandra bimodule. By
a theorem of Duflo ([8, Proposition 10]) this quotient is the image of a certain
homomorphism between a projective Verma module and some principal series. A
corollary of the results of this article is that the intertwining maps occurring in the
Duflo-Zhelobenko four-step exact sequence ([15, corollary 4.7]) are unique up to a
scalar; therefore they describe the Duflo-map mentioned above. This gives some
more insight into composition factors of the quotient of the universal enveloping
algebra of g by some primitive ideal. Details on how the results of this paper are
related to primitive ideals can be found in [22].
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2. The Category O and Harish-Chandra bimodules

Let g ⊃ b ⊃ h be a semisimple complex Lie algebra with a fixed Borel and
Cartan subalgebras. Let g = n− ⊕ b = n− ⊕ h ⊕ n be the corresponding Cartan
decomposition. The corresponding universal enveloping algebras are denoted by
U(g),U(b) etc.
We consider the category O defined as

O :=

M ∈ g−mod

∣∣∣∣∣∣
M is finitely generated as a U(g)-module
M is locally finite for n

h acts diagonally on M


where the second condition means that dimC U(n) ·m <∞ for all m ∈M and the
last says that M = ⊕µ∈h∗Mµ , where Mµ = {m ∈M | h ·m = µ(h)m for all h ∈ h}
is the µ-weight space of M .
Many results about this category can be found for example in [4], [12], [13]. We
want to list a few of these properties needed in the sequel without giving proofs.

The category O decomposes into a direct sum of full subcategories Oχ ,
indexed by central characters χ of U = U(g). Let S = S(h) = U(h) be the
symmetric algebra over h considered as regular functions on h∗ . The Weyl group
W acts on h∗ via the ‘dot-action’ w · λ = w(λ + ρ) − ρ for λ ∈ h∗ , where ρ is
the half-sum of positive roots. Let Z = Z(U) be the center of U . Using the
so-called Harish-Chandra isomorphism (see e.g. [12, Satz 1.5], [7, Theorem 7.4.5])
Z → SW · and the fact that S is integral over SW · ([7, Theorem 7.4.8]) we get
an isomorphism ξ : h∗/(W ·) → MaxZ . Here MaxZ denotes the set of maximal
ideals in Z . This yields the following decomposition

O =
⊕

χ∈MaxZ

Oχ =
⊕

λ∈h∗/(W ·)

Oλ, (1)

where Oχ denotes the subcategory of O consisting of all objects annihilated by
some power of χ . If ξ(λ) = χ , then Oλ = Oχ .
By definition Oλ is a regular summand of the category O if λ is regular; that is, if
λ− ρ is not zero on any coroot α̌ belonging to b . Let Wλ = {w ∈ W | w · λ = λ}
be the stabilizer of λ in W .

We consider Cλ , the irreducible h-module with weight λ , as a b-module
by trivially extended action to the whole of b . For all λ ∈ h∗ we have a standard
module, the Verma module ∆(λ) = U ⊗U(b) Cλ . The Verma module ∆(λ) is a
highest weight module of highest weight λ and has central character ξ(λ). We
denote by L(λ) the unique irreducible quotient of ∆(λ). We fix a system of
Chevalley generators {xα, hα}α∈R of g ; i.e xα ∈ gα , hα ∈ h with [xα, x−α] = hα
and α(hα) = 2 and denote by τ the Chevalley antiautomorphism of g defined by
xα 7→ x−α and hα 7→ hα . Let ? denote the duality on O ; i.e. M? is the maximal
h-semisimple submodule of the representation M∗ with the action twisted by τ ,
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i.e. (x.f)(m) = f(τ(x)m) for f ∈ M∗ , x ∈ g and m ∈ M . We denote by ∇(λ)
the dual Verma module ∆(λ)? .
For a U -bimodule M the adjoint action of g on M is defined by x·m := xm−mx ,
where x ∈ g , m ∈ M . A bimodule M is locally-g-finite if each m ∈ M lies in a
finite dimensional subspace of M , which is invariant under the adjoint action of
g . The category H of Harish-Chandra bimodules is defined as the full subcategory
of the category of all U -bimodules whose objects are

1. finitely generated and

2. locally g-finite.

The Chevalley antiautomorphism τ of g can be extended to an isomorphism
U ∼= Uopp . We choose the isomorphism U(g × g) → U ⊗ U to be the unique
homomorphism induced by the map g×g→ U⊗U given by (x, y) 7→ x⊗1+1⊗y .
Hence, there is an equivalence of categories

U −mod−U ∼= U ⊗Uopp−mod ∼= U ⊗U −mod ∼= U(g× g)−mod ∼= g× g−mod .

Via the whole equivalence, the adjoint action of g corresponds to the action
of k := {(x,−τ(x))} . Since g is semisimple, so is k . Hence, locally g-finite
corresponds to locally k-finite under the equivalence of categories; and is therefore
the same as semisimple as k-module.
For a finitely generated U -bimodule X the set of locally g-finite vectors for the
adjoint action forms a subbimodule ([7, 1.7.9]); we denote it by Xadf .
For M , N ∈ O the vector space HomC(M,N) becomes a U -bimodule by setting
for x ∈ g , f ∈ HomC(M,N) and m ∈M

(x.f)(m) = x.(f(m)) and (f.x)(m) = f(x.m),

where on the right hand side of each equality the dot “.” stands for the g-
module structure of M and N , respectively. The largest locally-g-finite submod-
ule HomC(M,N)adf of HomC(M,N) is denoted by L(M,N) and it is an object
of H .
Given two elements x and y of the Weyl group W we denote by P(x,y) the principal
series module

P(x,y) = L
(
∆(x · 0),∇(y · 0)

)
.

If y = x we also write Px instead of P(x,x) . (In the notation of [13] the bimodule
P(x,y) is D(∆(y · 0),∇(x · 0)) which corresponds to M(x−1, ywo) in [11]).
There is a functor η : H −→ H , which interchanges the left and the right bimodule
structure. As vector spaces η(X) = X and (u, v) ∈ g× g acts on η(X) as (v, u)
on X . We often write Xη instead of η(X).
The action of the center of U(g × g) gives a decomposition of the category H .
With analogous notations to those in (1) we have

H =
⊕

(ζ,χ)∈MaxZ×MaxZ
ζHχ =

⊕
λ,µ∈h∗/(W ·)

λHµ,

where λHµ consists of all Harish-Chandra bimodules having generalized central
character λ from the left and µ from the right.
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2.1. Translation functors. Let λ , µ , λ′ , µ′ be dominant integral weights. We
denote by pr(µ,µ′) the projection onto the direct summand µHµ′ . The translation
functors are defined as follows

θ
(µ,µ′)
(λ,λ′) : λHλ′ −→ µHµ′

X 7→ pr(µ,µ′)

(
X ⊗ E(µ− λ)l ⊗ E(µ′ − λ′)r

)
,

where E(µ− λ) denotes the finite dimensional simple g-module having extremal
weight (µ−λ). The upper index l means we consider E as a bimodule with trivial
right action and Er denotes the bimodule η(El) having a trivial left action. Let θs
and θrs be translation through the s-wall from the left and from the right hand side
respectively. More precisely, given weights λ and µ we choose two other weights
λ′ and µ′ such that λ − λ′ and µ − µ′ are integral and where their stabilizers
satisfy Wλ′ = Wµ′ = {1, s} . The translations through the wall are then defined as
follows:

θs := θ
(λ,µ)
(λ′,µ) ◦ θ

(λ′,µ)
(λ,µ) : λHµ −→ λHµ and

θrs := θ
(λ,µ)
(λ,µ′) ◦ θ

(λ,µ′)
(λ,µ) : λHµ −→ λHµ.

(Up to natural equivalence these functors are independent of the special choice of
λ′ and µ′ .) The translation functors for category O are defined in an analogous
way. So the translation from Oλ to Oµ is given by the functor

θµλ : Oλ −→ Oµ
M 7→ pµ(M ⊗ E(µ− λ)),

where pµ is the projection onto Oµ . For λ and λ′ as above, the translation

through the s-wall is the functor θs = θλλ′ ◦ θλ
′

λ . Under the Bernstein-Gelfand-
equivalence the two functors θs correspond. The isomorphisms of vector spaces
HomC(M ⊗E,N) ∼= HomC(M,E∗⊗N) ∼= HomC(M,N)⊗E∗ are compatible with
the g-bimodule structures and induce a canonical isomorphism

θ
(µ,µ′)
(λ,λ′)L(M,N) ∼= L(θµ

′

µ M, θλ
′

λ N). (2)

The duality on O gives rise to a duality on the Harish-Chandra bimodules with
trivial central character from the right. We denote it also by ? . For X ∈ H with
trivial central character from the right X? can also defined as the largest locally
k-finite submodule of X∗ , with the action twisted by τ (see [15, 2.7]).

2.2. Principal series and Joseph’s Completion Functor. In this section
we recall the definition of Joseph’s completion functor and some of its properties,
which are needed in the following section. All this can be found in [16] and [15].

Definition 2.1. Let x ∈ W . Joseph’s completion functor Cx on O0 is defined
as

Cx(M) := L(∆(x−1 · 0),M)⊗U ∆(0).

Instead of Csα we will often write Cα .
For M a dual Verma module we also call Cx(M) ∈ O a principal series. This
is compatible with the term used for Harish-Chandra bimodules in the sense of
property (P4) in the next section.
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2.3. Properties of the completion functors.

(P1) ([15, 2.2]) The functor Cx is covariant and left exact.

(P2) ([16, 2.9]) There is a natural equivalence of functors Cx
∼= Cs1 · · ·Csr , where

x = s1 · . . . · sr is a reduced expression for x .

(P3) ([16, Lemma 2.10]) Concerning dual Verma modules, Cx∇(0) ∼= ∇(x · 0)
holds for all x ∈ W .

(P4) By definition Cx−1∇(y · 0) corresponds to L(∆(x · 0),∇(y · 0)) = P(x,y) via
the equivalence of categories in [3]. In the Grothendieck group of O the
equality

[Cx∇(y · 0)] = [∆(xy · 0)]

holds for all x , y ∈ W (see [16, 3.1]). A proof of this can be found in [7,
9.6.2].

(P5) ([15, Lemma 2.5]) For a simple root α we have

Cα∆(x · 0) ∼=

{
∆(sαx · 0) if sαx < x

∆(x · 0) otherwise.

Therefore, for Verma modules the completion in the sense of Joseph is
therefore the same thing as completion in the sense of Enright ([9]). The
Verma modules belong to the principal series: for y ∈ W there is an
isomorphism

L
(
∆(wo · 0),∇(y · 0)

)
⊗U ∆(0) ∼= ∆(woy · 0). (3)

(To see this let a = woy
−1 and b = woa

−1 . By definition of the completion
functors and their properties we get L

(
∆(wo ·0),∇(y ·0)

)
⊗U∆(0) = Cwo∇(y ·

0)
(P2)∼= CbCa∇(y · 0)

(P3)∼= CbCaCy∇(0)
(P2)∼= CbCwo∇(0)

(P3)∼= Cb∇(wo · 0) ∼=

Cb∆(wo · 0)
(P5)∼= ∆(bwo · 0) = ∆(woa

−1ay · 0) = ∆(woy · 0).)

(P6) For each simple root α and all modules M in O0 , the inclusion ∆(sα · 0) ↪→
∆(0) induces a canonical morphism φαM : M −→ CsαM .

• We denote by D−αM the image of this induced map. The kernel of
φαM is the largest α-finite submodule of M ( [15, Lemma 2.4]); i.e. the
largest submodule, whose composition factors are all of the form L(x·0)
with 〈x · 0, α̌〉 > 0. A module M is called α-free, if φαM is injective.
In particular, every Verma module is α-free. (Note, that this definition
does not agree with the one in [13].)

• Dually, we say that a module M is α-cofree if M? is α-free and we
define D+

αM := (D−α (M?))? . In particular every dual Verma module is
α-cofree.

(P7) The isomorphism of vector spaces HomC(M,N∗) ∼= (N ⊗M)∗ induces (see
[13, 6.9 (3)]) an isomorphism L(M,N)η ∼= L(N?,M?) for all objects M and
N in O .

Now we are ready to prove some results concerning the principal series modules.
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3. Principal series and their duals

The following theorem was proved independently by Andersen and Lauritzen [1]
and the author. We state the result and also give a proof here to show the
connections with the main theorem which comes later.

Theorem 3.1. Dual Principal Series
For all x ∈ W there is an isomorphism of bimodules P?(x,y)−̃→P(wox,woy).

Proof. The proof is by induction on the length of y . For y = e the property
(P3) of the completion functors gives (P(x,e)⊗U ∆(0))? = (Cx−1∇(0))? ∼= (∇(x−1 ·
0))? ∼= ∆(x−1 · 0). On the other hand we have P(wox,wo)⊗U ∆(0) = C(wox)−1∇(wo ·
0) ∼= C(wox)−1∆(wo · 0) ∼= ∆(x−1 · 0) by the properties (P2) and (P5). This is the
starting point of the induction.
Consider for a simple reflection s such that ys > y the exact sequence

∇(ys · 0) ↪→ θs∇(y · 0)→→∇(y · 0).

Since L(∆(x · 0), •) is left exact, the character formula in (P4) gives for all y ∈ W
an exact sequence of the form

0→ L
(
∆(x · 0),∇(ys · 0)

)︸ ︷︷ ︸
=P(x,ys)

−→ θsL
(
∆(x · 0),∇(y · 0)

)︸ ︷︷ ︸
=:B

can−→ L
(
∆(x · 0),∇(y · 0)

)︸ ︷︷ ︸
=:A

→ 0. (4)

(For the middle terms see (2)in the previous section.) On the other hand the exact
sequence

∇(woy · 0) ↪→ θs∇(woy · 0)→→∇(woys · 0)

gives rise to a short exact sequence

L
(
∆(wox · 0),∇(woy · 0)

)︸ ︷︷ ︸
=:C

can−→ θsL
(
∆(wox · 0),∇(woy · 0)

)︸ ︷︷ ︸
=:D

−→L
(
∆(wox · 0),∇(woys · 0)

)︸ ︷︷ ︸
P(wox,woys)

.

By assumption there is an isomorphism ψ : C?→̃A . The translation functors
commute with the duality (see [13, 4.12 (9)]); hence we can choose an isomorphism
β : D? = (θsC)? ∼= θsC

? . This implies the existence of an isomorphism ψ̃ =
θsψ ◦ β : D? −→ θsA = B and gives the following diagram

0 // P(x,ys)
// B

can //
OO

ψ̃

AOO

ψ

// 0

0 // P?(wox,woys) // D? can? // C? // 0

(5)

To prove the theorem, it is sufficient to observe that the modules on the left hand
side are both kernels of the canonical map and therefore isomorphic.

Remark 3.1. In the next section (Theorem 4.1 b.) we prove independently of
Theorem 3.1 that the diagram (5) commutes (up to a scalar), since the homomor-
phism space from D? to A is one-dimensional.

The following lemma can be considered as a corollary of the previous theorem, but
it is also the key lemma for the Endomorphism Theorem.
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Lemma 3.2. Let x, y ∈ W and M := L(∆(x ·0),∇(y ·0))⊗U∆(0) ∈ O0 be the
corresponding principal series. The module M is α-cofree for a simple reflection
s = sα such that xs > x.

Proof. Consider the dual module M? ∼= L(∆(wox · 0),∇(woy · 0)). We assume
that x < xs . This implies wox > woxs . Therefore, there exists a reduced
expression wox = sr · . . . · s1 where si = sαi with s1 = s . By definition we
have M? = Cα1 · · ·Cαr∇(woy · 0). In particular (see [16, 3.2]), M? is α1 -free;
hence M itself is α1 -cofree.

Remark 3.3. a.) The previous Lemma can also be proved by the combina-
torics of [16, 2.2] using the character formulas of the principal series modules:
with the notations of [16] and defining M := Cx−1∇(y · 0) the following equal-
ities hold:

[D+
αM ] = −[CαM ] + [M ] + s[M ]

= −[∆(sx−1y · 0)] + [∆(x−1y · 0)] + [∆(s(x−1y) · 0)]

= [∆(x−1y · 0)] = [M ].

By the definition of D+
α , the module M is therefore α-cofree. This is the

statement of the lemma.

b.) The statement of the lemma can be reformulated as follows: for all x , y ∈ W
and all simple reflections s = sα ∈ W such that ysα > y , the module
Cy−1∇(x · 0) is α-cofree, i.e. D+

αCy−1∇(x · 0) = Cy−1∇(x · 0). Therefore
the exact sequence in [15, Proposition 3.2] (with M = Cy−1∇(x · 0)) turns out
to be of the form

0→ L
(
∆(ys · 0),∇(x · 0)

)
−→ θrsL

(
∆(y · 0),∇(x · 0)

)
(6)

can−→ L
(
∆(y · 0),∇(x · 0)

)
→ 0. (7)

Applying the functor η gives (by property (P7)) just the exact sequence (4):

0→ L
(
∆(x · 0),∇(ys · 0)

)
−→ θsL

(
∆(x · 0),∇(y · 0)

)
(8)

can−→ L
(
∆(x · 0),∇(y · 0)

)
→ 0. (9)

c.) Let x ∈ W and let s be a simple reflection such that xs > x . Given an explicit
isomorphism from Pwoxs,woz into the dual of Pxs,z , it is possible to construct
an isomorphism from Pwox,woz into Px,z . The definitions give isomorphisms(

L
(
∆(x · 0),∇(z · 0)

))? ∼= (
L(∆(0),Cx−1∇(z · 0)

))?
∼= L

(
∆(0),

(
Cx−1∇(z · 0)

)?)
.

With y = wox this yields by [16, 2.6] and Lemma 3.2

Cx−1∇(z · 0) ∼=
(
Cs(CsCx−1∇(z · 0))?

)?
;
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hence,

L
(

∆(0),
(
Cx−1∇(z · 0)

)?) ∼= L
(

∆(0),Cs

(
Cxs−1∇(z · 0)

)?)
∼= L

(
∆(s · 0),C(woxs)−1∇(woz · 0)

)
∼= L

(
∆(wox · 0),∇(woz · 0)

)
.

d.) The proof of Theorem 3.1 indicates that the statement is not based on the
definition of principal series we gave, but on the existence of an exact sequence
of the form (4); the abstract context for this is described in [1]. This enabled
H. H. Andersen and N. Lauritzen to characterize principal series modules as
geometric objects, i.e. as local cohomology bundles on the flag variety, or as
semi-induced modules (see [1]). Using the results of [5] one may also consider
principal series modules as certain D -modules.

e.) The restriction to regular weights is not necessary; rather, it avoids some
interfering indices.

4. Endomorphisms and self-extensions of principal series

In this section we will prove the main result concerning endomorphism rings and
extensions. A first step in this direction is the indecomposability of the principal
series. Although this seems to be a well-known result, it was not possible to find
a reference for it. Moreover the proof is very general and therefore interesting in
itself:

Lemma 4.1. All principal series modules Px,y (where x, y ∈ W ) are inde-
composable.

Proof. For x , y ∈ W and a simple reflection s such that ys > y we consider
(see (8)) the short exact sequence

L(∆(x · 0),∇(ys · 0)) −→ θsL(∆(x · 0),∇(y · 0)) −→ L(∆(x · 0),∇(y · 0)), (10)

For y = e , the shortest element in the Weyl group, (and x ∈ W arbitrary) the
bimodule L(∆(x · 0),∇(y · 0))⊗U ∆(0) is by property (P3) a dual Verma module
and so it is indecomposable. This is the starting point for an induction argument.
We have to show, that the indecomposability of the quotient in (10) implies the
indecomposability of the submodule on the left hand side.
More generally, we consider an exact sequence in O of the form A ↪→ θsA→→B .
We show that if A is decomposable, then so is B : let A = C ⊕D . The canonical
inclusion in the exact sequence corresponds to the identity after translating onto
the wall. Hence, the direct sum decomposition of A gives rise to two exact
sequences of the form

C ↪→ θsC →→ coker1

D ↪→ θsD →→ coker2

such that coker1⊕ coker2
∼= B . Assume B to be indecomposable and let coker1 =

0. There are the following two possibilities:
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I.) There exists no x ∈ W such that xs > x and [C : L(xs · 0)] 6= 0. This
implies θsC = 0 (see [13, 4.12 (3)]) and therefore a contradiction.

II.) There exists an x ∈ W such that xs > x and [C : L(xs · 0)] 6= 0. For
simplicity we choose x maximal. By [13, 4.12 (3) and 4.13 (3’)] this implies
[θsC : L(xs · 0)] = 2[C : L(xs · 0)], which is also a contradiction.

Hence B is decomposable.

A stronger result than the previous theorem is the Endomorphism Theorem
for which we need the following key lemma.

Lemma 4.2. Let α be a simple reflection. Let f : M → N be a nontrivial
homomorphism in O0 , where M is α-cofree. Then the induced homomorphism

Cαf : CαM → CαN

is also not trivial.

Proof. The completion functor is left exact. Hence the exact sequence

0→ ker f ↪→M→→ im f → 0

leads to an exact sequence

0→ Cα ker f ↪→ CαM
Cαf−→ Cα im f→→X → 0.

We have to show that Cα ker f 6= CαM Assume equality, namely

Cα ker f = CαM, (11)

and consider the following two four-step exact sequences (see [16, 3.2]):

0→ Cα ker f ↪→ C2
α ker f −→ D+

α ker f →→ Dα ker f → 0

0→ CαM ↪→ C2
αM −→ D+

αM →→ DαM → 0.

Here the functor Dα is the composition of the functors D+
αCα ([15, 3.6]). The

assumption (11) implies the equality D+
α ker f = D+

αM . On the other hand M is
α-cofree, hence by definition M = D+

αM . By definition D+
α ker f is also a subset

of ker f . Since f is nontrivial, this subset is not the whole of M . This gives the
desired contradiction; hence Cαf is not the zero map.

The Lemma 3.2 ensures the existence of ‘enough’ modules which are α-
cofree; because of this the previous lemma is a strong tool. Now we are ready to
prove the main theorem, which indicates that principal series modules behave in
some sense like Verma modules.

Theorem 4.1. Endomorphism Theorem

1.) All principal series have one-dimensional endomorphism rings, i.e.

EndH
(
L
(
∆(x · 0),∇(y · 0)

) ∼= C

for all x ∈ W .
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2.) Let x, y ∈ W and let s be a simple reflection such that y > ys. Let

A := L
(
∆(x · 0),∇(y · 0)

)
,

B := L
(
∆(x · 0),∇(ys · 0)

)
.

Then the following hold:

a.) HomH(A,B) = 0.
In particular, if x = wo then this is just Homg(∆(woy ·0),∆(woys·0)) = 0.

b.) HomH(A, θsA) ∼= HomH(A, θsB) ∼= HomH(B, θsA) = HomH(B, θsB) ∼= C.

c.) dim EndH(θsA) = dim EndH(θsB) = 2.

d.) HomH(B,A) ∼= C.
In particular, if x = wo this is just Homg(∆(woys · 0),∆(woy · 0)) ∼= C.

e.) The sequence

0→ A
can→ θsA

can→ B → 0 (12)

(see (8)) does not split in H .

f.) Assume tx < x for some simple reflection t. Then HomH(Px,Ptx) = C.

Proof. For x = wo , the bimodule A = L
(
∆(x · 0),∇(y · 0)

)
corresponds to

a Verma module in O by the properties (P2), (P3) and (P5) in section 2. So
the statement is well-known. For x 6= w0 let sα be a simple reflection such that
xsα > x . By Lemma 3.2 the module Ã = A⊗U ∆(0) is α-cofree. Every nontrivial
endomorphism f of Ã gives by Lemma 4.2 a nontrivial endomorphism of CαÃ ,
hence a nontrivial endomorphism of L(∆(xs ·0),∇(y ·0)). An iterated use of these
two Lemmas implies that we have an inclusion

EndH
(
L(∆(x · 0),∇(y · 0))

)
↪→ EndH

(
L(∆(wo · 0),∇(y · 0))

)
= EndO(∆(woy · 0)) = C

for all y ∈ W . This proves the first part.

a.) Assume the assertion is false. We choose a simple reflection sα such that
xsα > x . So Ã = A ⊗U ∆(0) is α-cofree by Lemma 3.2; Lemma 4.2 yields
a nontrivial map from CαÃ to Cα(B ⊗U ∆(0)). Repeating this argument we
get (with (3)) a nontrivial morphism from ∆(woy · 0) to the Verma module
∆(woys · 0). Since ys < y , we have woy < woys , so this is a contradiction.
Therefore, the space of homomorphisms in question is trivial.

b.) The exact sequence (12) gives an exact sequence of the form

0→ EndH(A)︸ ︷︷ ︸
∼=C

−→ HomH(A, θsA) −→ HomH(A,B)︸ ︷︷ ︸
=0

,

where we already know the outer terms. This implies the first statement. The
others follow directly from the fact that θsA ∼= θsB by the selfadjointness
of θs .
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c.) This is obvious, since θs is self-adjoint and has the property θ2
s
∼= θs ⊕ θs .

d.) Take a (unique up to a scalar) homomorphism

f ∈ HomH(P(e,ys),P(e,y)) = Homg(∇(ys · 0),∇(y · 0)).

By Lemma 4.2 it induces a nontrivial morphism Cx−1f from B to A . On the
other hand, the sequence (12) gives an inclusion

HomH(B,A) ↪→ HomH(B, θsA);

therefore, dim HomH(B,A) = 1.

e.) Applying the functor HomH(B, •) to the sequence (12) gives rise to an exact
sequence

0→ HomH(B,A)
∼−→ HomH(B, θsA)

can ◦−→ HomH(B,B).

Hence, the identity id ∈ HomH(B,B) has no preimage and consequently the
sequence does not split.

f.) If x = wo , the domain corresponds to a projective Verma module; hence the
statement follows from character formulas. If x 6= wo a nontrivial morphism
f ∈ HomH(Px,Ptx) induces a nontrivial element of HomH(P(xz,x),P(txz,tx)) for
all simple reflections z with the property xz > x . Interchanging the right and
the left action of g , gives rise to an element f1 ∈ HomH(P(x,xz),P(tx,txz)) which
is not the zero map.
Continuing in this way, one finally ends up with an inclusion

HomH(Px,Ptx) ↪→ HomH(Pwo ,Pwoa) = Homg(∆(0),Cawo∇(woa · 0)) = C

for some simple reflection a . The existence of at least one nontrivial element
in the space of morphisms in question is well-known ([15, 4.7]).

Remark 4.3. Let x ∈ W and let s be a simple reflection such that sx > x .
There is an exact four-step sequence of the form

0 // P(x,sx)
// P(sx,sx)

fsx,x
// P(x,x)

// P(x,sx)
// 0

where the outer maps are the canonical ones (see [15]). This is the so-called Duflo-
Zhelobenko exact sequence. Since the image of a fsx,x contains the simple module
corresponding to the trivial weight, we get the following nontrivial map

ψx = fsl+1x,x ◦ · · · ◦ fs1wo,s2s1wo ◦ fwo,s1wo ,

for wo = srsr−1 · . . . · s1 and x = sl · . . . · s1 some reduced expressions. Up to
a scalar this map must be the Duflo-map from the principal series module Pwo
corresponding to the dominant Verma module into the principal series Px . On
the other hand, the Endomorphism Theorem shows that the map in the middle of
the Duflo-Zhelobenko sequence is unique up to a scalar. This is important for the
definition of a graded version of this sequence, defined in [22], which describes the
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composition factors of the image of the Duflo-map.
We proved that all principal series have trivial endomorphism rings. Note that
the ‘converse’ is not true: i.e. given a module M with the same character as a
Verma module and having trivial endomorphism ring then it does not have to be
a principal series module/twisted Verma module in general. An example can be
given for type A2 .

The previous Theorem together with the next one indicates that principal
series modules in general have similar properties as Verma modules. However,
there are some differences. For example, their socle and radical filtrations do not
coincide in general (see section 4.).

Theorem 4.2. Extensions of Principal Series

1.) All principal series have trivial self-extension, i.e.

Ext1O
(
P(x,y) ⊗U ∆(0),P(x,y) ⊗U ∆(0)

)
= 0

for all x, y ∈ W .

2.) Let x and y ∈ W . Let A = L
(
∆(x·0),∇(y ·0)

)
and B = L

(
∆(x·0),∇(ys·0)

)
,

where s is a simple reflection such that y > ys.
Then the following statements concerning extensions in O hold for Ã :=
A⊗U ∆(0) and B̃ := B ⊗U ∆(0):

a.) Ext1(Ã, B̃) = 0.

b.) Ext1(Ã, θsÃ) ∼= Ext1(B̃, θsB̃) = 0.

c.) Ext1(B̃, Ã) ∼= C.

Remark 4.4. With x = wo , these are well-known results about Verma mod-
ules.

Proof. a.) Let A
f−→ E

g−→ A be an extension with trivial central character
from the right. If x = wo , the longest element of the Weyl group, then Ã is
a Verma module and the sequence splits. Assume x 6= wo and the assertion
was true for all Weyl group elements having greater length. Let t = tα be a
simple reflection such that xt > x . Translation through the t-wall from the
right hand side gives the following commuting diagram in H :

0 // A
f

//

OOOO

can

E
g

// //

OOOO
A //

OOOO

can

0

0 // θrtA
θrt f // θrtE

θrt g // // θrtA // 0

The (canonical) map in the middle is surjective according due to the Five
Lemma. The Snake Lemma yields the kernel sequence

C := L(∆(xt · 0),∇(y · 0)) ↪→ E ′→→L(∆(xt · 0),∇(y · 0)).
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By [15, Proposition 3.2]) E ′ is isomorphic to the bimodule corresponding
to the object in O which arises as the α-completion of the module in O
corresponding to E . In particular, E ′ has trivial central character from the
right and θrtE

′ ∼= θrtE .
First of all we determine dimensions of some homomorphism spaces. The
kernel sequence splits by inductive assertion hence,

dim HomH(θrtA,E) = dim HomH(θrtC,E)

= dim HomH(C, θrtE) = dim HomH(C, θrtE
′)

= dim HomH(θrtC,E
′) = dim HomH(θrtC,C ⊕ C)

= dim HomH(θtη(C), η(C)⊕ η(C)) = 2

by Theorem 4.1 2b.
On the other hand HomH(C,E) = 0, since a nontrivial morphism would
either have its image contained in the image of f , or composition with g
would be non-zero. Both situations would imply the existence of a nontrivial
homomorphism from A to C . Applying η this contradicts Theorem 4.1 2a.
The following exact sequence

HomH(A,E) ↪→ HomH(θrtA,E)→ HomH(C,E),

gives dim HomH(A,E) = 2.
The exact sequence we started with gives rise to an exact sequence of the form

0→ HomH(A,A)
f◦−→ HomH(A,E)

g◦−→ HomH(A,A).

Considering the dimensions (1-2-1) yields the surjectivity of the outer right
map. Hence, a preimage of the identity gives a splitting. Therefore, the
statement follows.

b.) Let

B
f−→ E

g−→ A (13)

be an extension with trivial central character from the right. Let 0 6= h ∈
HomH(A,E). If imh ⊆ im f then this contradicts Theorem 4.1 2a; hence
g ◦ h 6= 0. Theorem 4.1 1. shows that h has to be the desired splitting up
to a scalar. So we have to find a reason why such an h should exist. Let t
be a simple reflection such that xt > t . Applying θrt to (13) yields a kernel
sequence

B′ ↪→ E ′→→A′,

which splits. (E ′ has trivial central character from the right, since it cor-
responds to Cα(E ⊗U ∆(0)) by [15, 3.2]). Choosing some splitting φ ∈
HomH(A′, E ′) yields by functorality a map θrtφ ∈ HomH(θrtA

′, θrtE
′). A similar

diagram to the one in a.) gives a nontrivial element of Homg(A,E). This is
just a morphism h such as we were looking for.
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c.) The exact sequence (12) gives an exact sequence

. . . → Ext1
O(Ã, Ã)→ Ext1

O(Ã, θsÃ)→ Ext1
O(Ã, B̃)→ . . . .

We already know that the outer terms are trivial, so the one in the middle
must be trivial as well. This proves the first statement. The second one
follows directly from the isomorphism θsÃ ∼= θsB̃ and the selfadjointness of
θs .

d.) The exact sequence (12) gives rise to an exact sequence

0 → HomO(B̃, Ã) → HomO(B̃, θsÃ) → HomO(B̃, B̃)

→ Ext1
O(B̃, Ã) → Ext1

O(B̃, θsB̃) → . . . .

Comparing the dimensions (1-1-1-?-0) implies that dim Ext1
O(B̃, Ã) = 1. So

we are done.

4.1. An explicit Example. In [21] the author computed quivers of the category
O . Using these results it is possible to compute quiver representations correspond-
ing to the principal series for root systems of rank 2 (details can be found in [22]).
If we consider type B2 , we get the following representations of principal series,
where α is the long simple root.

B2 principal series Cα∇(sα · 0)

C??

(1)
���

���
(1)

???

��???

C

(−2)
OOOOOOOOOO

''OO
(1)
��

C77

(1)
oooooooooo

oo

OO

(1)

C gg

(−1)
OOOOOOOOOO

OO

OO

(1)

C77

(1)
oooooooooo

oo

OO

(4)

C __

(1)
???

???

C??

(1)
���

��

C

L3 < L1, L4, L5

< L2, L6, L7 < L8 (S,G)
L3 < L4, L5 < L1,
L6, L7 < L2, L8 (R)

and its dual
CβCαCβ∇(sβsαsβ · 0)

C

(1)
���

�����

__

(1)
???

???

C gg

(−1)
OOOOOOOOOOOO

(1)

C

(−1)
oooooooooo

wwoo

(2)
��

C

(1)
OOOOOOOOOO

''OO
(1)
��

C

(1)
oooooooooo

wwoo
(2)
��

C

(−1)
???

��???

C

(1)
���

����

C

L2, L8 < L1, L6,
L7 < L4, L5 < L3 (S)
L8 < L2, L6, L7 <
< L1, L4, L5 < L3 (R,G)

The arrows representing zero maps are omitted. Unless otherwise stated
the map corresponding to an arrow is just the identity. Each vertex
corresponds to a simple module which we number from 1 to 8 (from above
and from the left). The vertices are arranged according to the highest
weights of the corresponding simple modules. Without much effort, the
socle (S) and radical (R) filtrations can be computed. They are listed
below the pictures. The letter (G) indicates the ‘weight filtration’ defined
in [6]. An algebraic approach to this filtration can be found in [22].
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We can observe that the socle and the radical filtrations do not coincide in this
case. We also see that the head of the first of the two representations above is a
direct summand of two simples; hence, there are at least two linearly independent
morphisms from this module to its dual.

5. An application: Twisted tilting modules

In this section we define some generalized tilting modules. These modules are in-
decomposable and have filtrations whose subquotients are principal series modules
(or twisted Verma modules).
Denote by ∆x(y) the object L(∆(x · 0),∇(y · 0)) ⊗U ∆(0) in O . We call these
modules wox-twisted Verma modules. In the special case x = wo , they are just
Verma modules (twisted by the identity); the case x = e gives dual Verma modules.

The basic property of twisted Verma modules, on which the existence of
twisted tilting modules relies, is formulated in the following

Lemma 5.1. Let x, y , z ∈ W . The following implications hold:

1. Homg(∆
x(y),∆x(z)) 6= 0 =⇒ y ≤ z .

2. Ext1
O(∆x(y),∆x(z)) 6= 0 =⇒ y < z .

Proof. Assume there is a nontrivial morphism f ∈ HomH
(
∆x(y),∆x(z)

)
.

It induces (as in the proof of Theorem 4.1) inductively a nontrivial morphism
g ∈ HomH

(
∆wo(y),∆wo(z)

)
. On the other hand, the existence of such a morphism

between Verma modules implies that the inequality woy ≥ woz holds; equivalently
y ≤ z . So the first statement is true.
To prove the second statement we can assume y 6≤ z because we have already
proven that there are no nontrivial self-extensions. When x = e the statement is
well-known. Given an exact sequence of the form

∆x(z) ↪→ E→→∆x(y) (14)

consider the exact sequence

0→ Homg(∆
x(y),∆x(z)) −→ Homg(∆

x(y), E) −→ Homg(∆
x(y),∆x(y)).

As we proved above, the first term is trivial and the outer right term is of dimension
one. Therefore, it is sufficient to show that Homg(∆

x(y), E) 6= 0, since then a
preimage of the identity id ∈ Endg(∆

x(y)) gives a splitting of the sequence (14).
Using similar arguments to those in Theorem 4.2 2a ensures the existence of such
a nontrivial morphism.

Standard arguments to construct tilting modules (see e.g. [20]) imply the
existence of twisted tilting modules

Theorem 5.1. Existence and Character of Twisted Tilting Modules

1. For all y ∈ W , there exists an indecomposable module T x(y) ∈ O0 , unique
up to isomorphism, with the following properties:
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a.) Ext1(∆x(z), T x(y)) = 0 for all z ∈ W
b.) T x(y) ∈ O0 has a ∆x -flag, (i.e. a flag whose subquotients are isomorphic

to some ∆x(z)) starting with ∆x(y) ⊆ T x(y) ∈ O0 .

2. The characters of these modules are given by the following formula:

[T x(y)] =
∑
z∈W

[T (woy · 0) : ∆(woz · 0)][∆x(z)],

where Two(y) = T (woy ·0) denotes the ‘usual’ tilting module belonging to the
weight woy · 0.

Proof. The first part is [20, Proposition 3.1].
For the second part we first construct modules with the desired character formulas
and then we will show afterwards that they fulfill the conditions to be twisted
tilting modules.
For x = wo , there is nothing to do, since in this case we have just the ‘usual’
tilting modules and the character formula follows directly from the definitions.
Given x ∈ W , let s be a simple reflection such that xs < x . We assume the
character formula holds for T x .
The exact sequence

∆x(y) ↪→ T x(y)→→ coker

gives rise to an exact sequence of the form

0 // ∆x(y) � � f
//

can

��

T x(y)
g

// //

can

��

coker //

can

��

0

0 // θrs∆
x(y) � � θrt f // θrsT

x(y)
θrt g // // θrs coker // 0.

The vertical maps are all inclusions: the left hand one is obvious and the right hand
one follows by induction on the length of a flag using the Five Lemma. Hence, the
map in the middle is also an inclusion. The cokernel sequence is of the form

∆xs(y) ↪→ T→→K.

It is easy to see that K has a ∆xs -flag: Given a ∆x -flag 0 ⊂ F1 ⊂ . . . ⊂ Fr = coker
of the cokernel we can define a filtration 0 ⊂ G1 ⊂ . . . ⊂ Gr = K of K where Gi

is the cokernel of the canonical map Fi ↪→ θrsFi .
The argumentation in the proof of Lemma 4.1 shows, that the indecomposability
of T x(y) implies the indecomposability of T .
We now show, that property 1a. holds for T .
Assume that there is a nontrivial extension

0→ T
f−→ E

g−→ ∆xs(z)→ 0. (15)

Translation (from the right) through the s-wall gives a kernel sequence of the form

0→ T x(y) −→ E ′→→∆x(z)→ 0. (16)

Assume that E is indecomposable, then E ′ is also indecomposable (see proof of
Lemma 4.1). This is a contradiction to T x being an x-twisted tilting module, i.e.
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(16) splits. Hence, E ∼= A ⊕ B for some modules A and B in O0 . Since T is
indecomposable, the image of f is contained in one of these two summands; say
f(T ) ⊆ A . This implies that A/f(T )⊕B ∼= ∆xs(z). Due to the indecomposability
of the principal series f(T ) has to be A and B ∼= ∆xs(z). By virtue of this last
isomorphism we can construct a nontrivial morphism from ∆xs(z) to E whose
image has trivial intersection with f(T ). This means, it is also nontrivial after
composition with g . Since the endomorphism ring of ∆xs(z) is one-dimensional,
we have constructed, up to a scalar, a splitting of g .
Therefore, Ext1

O(∆xs(z · 0), T ) = 0. Altogether we showed that T is a module
having the properties characterizing T xs(y).
Inductively, the construction of T gives the desired character formula

[T (woy) : ∆(woz)] = [Two(y) : ∆wo(z)]

= [Twos(y) : ∆wos(z)]

= [T x(y) : ∆x(z)].

Remark 5.2.

• The antidominant projective module is an x-twisted tilting module for all
x ∈ W . This follows from the fact that this module becomes a direct sum
of copies of itself after translating through the wall (see [15, Lemma 3.16]).
In particular, the antidominant projective module comes up with a lot of
different filtrations. This result is also contained in [11, Theorem 4.1].

• These twisted tilting modules do not necessarily have (in contrast to “usual”
tilting modules) a dual ∆x -flag (or ∆wox -flag).

• Independently of the type of the Lie algebra T x(e) = ∆x(0) ∼= ∇(x−1 · 0)
holds.

• For sl2 the “usual” tilting modules are T s(s) = T (0) = P (s · 0) and
T s(e) = T (s · 0) = ∆(s · 0). On the other hand there are the s-twisted
tilting modules T e(e) = ∇(0) and the antidominant projective equipped
with the flag ∆e(s) = ∆(s · 0) ↪→ T e(s)→→∇(0).
Without difficulty we can check the character formula

T e(e) =
∑
z∈W

[T (s · 0) : ∆(woz · 0)][∆e(z)]

= [∆(s · 0) : ∆(s · 0)][∆e(e)]

= [∇(0)].

And the one for the second ‘non-usual’ tilting module

T e(s) =
∑
z∈W

[T (0) : ∆(woz · 0)][∆e(z)]

=
∑
z∈W

[P (s · 0) : ∆(woz · 0)][∆e(z)]

= [∆e(e)] + [∆e(s)]

= [P (s · 0)].
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• The flag of the antidominant projective considered as an x-twisted tilting
module ends with ∇(x−1wo ·0) and starts with the Verma module ∆(x−1 ·0).

• Just recently V. Mazorchuk ([18]) proved that all usual tilting modules have
a x-twisted Verma flag for any x ∈ W .
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