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Abstract. It is well known that the universal enveloping algebra U(o2n) of
the orthogonal Lie algebra o2n of size even has a central element given explicitly
in terms of Pfaffian of a certain matrix which is alternating along the anti-
diagonal (we call such a matrix anti-alternating for short) whose entries are in
U(o2n). In this paper, we establish a minor summation formula of Pfaffian of
the noncommutative anti-alternating matrix, as well as of commutative anti-
alternating matrix. As an application, we show that the eigenvalues of the
Pfaffian-type central element on the highest weight representations of o2n can
be easily computed.
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0. Introduction

Let us denote by o2n the complex orthogonal Lie algebra defined by

o2n = {X ∈ Mat2n(C); tXJ2n + J2nX = O},

where J2n is the nondegenerate symmetric matrix with 1’s on the anti-diagonal
and 0’s elsewhere. Then a matrix X is in o2n if and only if it is alternating
along the anti-diagonal, which we call anti-alternating for short in this paper.
We remark that the subspaces of o2n consisting of all diagonal matrices, and of
all upper triangular matrices form Cartan subalgebra, and nilpotent subalgebra
spanned by positive root vectors, respectively, which we denote by h and n .

It is known that the center ZU(o2n) of the universal enveloping algebra
U(o2n) of the Lie algebra o2n is generated by elements that are given in terms of
column (minor) determinants and Pfaffian of certain matrices Φ = (Φi,j)i,j=1,...,2n

whose diagonal and upper triangular entries are in U(h) and n ⊂ U(n), respec-
tively (see below for the Pfaffian type; one must shift diagonal entries for the
determinant type). Here, for a matrix Φ = (Φi,j)i,j with Φi,j in a noncommuta-
tive associative algebra in general, the column determinant of Φ , which we denote
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by det(Φ), is defined to be

det(Φ) =
∑

σ∈S2n

sgn (σ)Φσ(1),1Φσ(2),2 · · ·Φσ(2n),2n. (0.1)

Column minor determinants are defined similarly.

If, moreover, Φ is anti-alternating, i.e. ΦJ2n is alternating as above,
Pfaffian of ΦJ2n , which we simply denote by Pf (Φ), is defined to be

Pf (Φ) =
1

2nn!

∑
σ∈S2n

sgn (σ) Φ̃σ(1),σ(2)Φ̃σ(3),σ(4) · · · Φ̃σ(2n−1),σ(2n), (0.2)

where Φ̃i,j denotes the (i, j)th entry of ΦJ2n .

It is easy to compute the eigenvalues of the central elements given by column
determinants on the highest weight representations of o2n with highest weight λ ;
if we apply det(Φ) to the highest vector, the only term that survives in the sum
(0.1) is the one that corresponds to σ = 1 since Φi,j is in n if i < j as we remarked
above (cf. [4]).

The same principle does not work for the Pfaffian-type element.

Let us first consider the commutative case. Write an anti-alternating matrix
X ∈ o2n as

X =

[
a b
c −Jn

taJn

]
, (0.3)

with a, b, c all of size n× n that are parametrized as follows:

a =

a1,1 · · · a1,n

...
...

an,1 · · · an,n

 , b =


b1,n · · · b1,2 0
... . .

.
0 −b1,2

bn−1,n 0 . .
. ...

0 −bn−1,n · · · −b1,n

 ,

c =


c1,n · · · cn−1,n 0
... . .

.
0 −cn−1,n

c1,2 0 . .
. ...

0 −c1,2 · · · −c1,n

 .

(0.4)

Then we find that the Pfaffian of XJ2n , which we denote by Pf (X) as above, is
expanded as follows (see (1.11)):

Pf (X) =

bn/2c∑
k=0

∑
I,J⊂[n]

|I|=|J |=2k

sgn
(
Ī , I
)
sgn

(
J̄ , J

)
det(aĪ

J̄) Pf (bI) Pf (cJ) . (0.5)

Here the second sum is over all index sets I and J , both of cardinality 2k and
contained in [n] := {1, 2, . . . , n} , with Ī and J̄ denoting the complements of I
and J in [n] respectively, aĪ

J̄
submatrix of a whose row and column indices are in
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Ī and J̄ respectively, and bI , cI submatrices of b, c whose row and column indices
are both in I (see Section 1 for details).

Furthermore, the minor summation formula of Pfaffian (0.5) holds true for a
rectangular submatrix a . More precisely, for positive integers p, q with p+q = 2n ,
the formula holds true if we write an anti-alternating matrix X ∈ o2n as (0.3), but
with a, b, c being of size p×q, p×p, q×q , respectively, and (2, 2)-block replaced by
−Jq

taJp (Theorem 1.1). It is immediate to see that the minor summation formula
given in [6, Theorem 3.5] corresponds to ours with p and q both even.

Returning to the noncommutative case, let Xi,j := Ei,j − E−j,−i ∈ o2n ⊂
U(o2n), where Ei,j is the matrix unit with 1 in the (i, j)th entry and 0 elsewhere,
and −i stands for 2n + 1− i . Define an anti-alternating 2n× 2n matrix X with
entries in U(o2n) by

X :=

[
a b
c −Jn

taJn

]
, (0.6a)

where
ai,j = Xi,j, bi,j = Xi,−j, ci,j = X−j,i (0.6b)

for i, j ∈ [n] . One of the main purpose of this paper is to show that the following
expansion formula of the noncommutative Pfaffian Pf (X) holds:

Theorem A. Let X be the anti-alternating matrix defined by (0.6). Then the
noncommutative Pfaffian Pf (X) is expanded as follows:

Pf (X) =

bn/2c∑
k=0

∑
I,J⊂[n]

|I|=|J |=2k

sgn
(
Ī , I
)
sgn

(
J̄ , J

)
det
(
aĪ

J̄ + 1Ī
J̄ ρ(|J̄ |)

)
Pf (cJ) Pf (bI) ,

(0.7)
where ρ(j) denotes the diagonal matrix diag(j − 1, j − 2, . . . , 1, 0).

Using the formula, one can easily compute the eigenvalues of Pf (X) on
the highest weight representations of o2n as in the case of the determinant-type
elements.

Example. If n = 2, then a matrix X ∈ o2n written as (0.3) looks like

X =


a1,1 a1,2 b1,2 0
a2,1 a2,2 0 −b1,2

c1,2 0 −a2,2 −a1,2

0 −c1,2 −a2,1 −a1,1

 , (0.8)

and the Pfaffian Pf (X) is given by

Pf (X) = a1,1a2,2 − a2,1a1,2 + c1,2b1,2, (0.9)

of which the sum of the first and the second terms corresponds to I = J = ∅ , and
the last to I = J = {1, 2} in the right-hand side of (0.5), respectively.

Passing to the noncommutative case, let us write the matrix X as (0.8).
Since, by definition, symmetrization of the right-hand side of (0.9) provides
Pf (X), we obtain

Pf (X) =
1

2

(
a1,1a2,2 − a2,1a1,2 + c1,2b1,2 + a2,2a1,1 − a1,2a2,1 + b1,2c1,2

)
= (a1,1 + 1) a2,2 − a2,1a1,2 + c1,2b1,2,
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where we used the commutation relations (2.6) below.

The paper is organized as follows: Section 1 is devoted to the proof of the
commutative minor summation formula of Pfaffian for X ∈ o2n parametrized as in
(0.3) with a rectangular submatrix of size p×q (p+q = 2n). We give the proof by
induction on p + q , the size of X , which reveals that iteration of the row/column
expansion formula of Pfaffian yields our formula, though in the Appendix, we
will give another proof of the commutative minor summation formulae using the
exterior calculus. In Section 2, using the exterior calculus with noncommutative
coefficient, we prove our main theorem, i.e., the noncommutative minor summation
formula of the Pfaffian Pf (X) for the matrix X . As an application, we show that
the eigenvalues of the central element Pf (X) on the highest weight modules can
be easily computed.

Convention. For a positive integer n , let us denote by [n] the set {1, 2, . . . , n} ,
by [−n] the set {−n, . . . ,−2,−1} , and by [±n] the union [n] ∪ [−n] . For a pair
of index sets I ⊂ J , its complement Ī is always taken in J unless otherwise
mentioned. The symbol t denotes the disjoint union. For index sets I = {i1 <
· · · < ir}, J = {j1 < · · · < js} and K = {k1 < · · · < kr+s} such that K = I t J ,

let us denote by sgn

(
K

I, J

)
the signature of the permutation

(
k1 . . . kr kr+1 . . . kr+s

i1 . . . ir j1 . . . js

)
.

When dealing with Pfaffian of an anti-alternating matrix of size 2n × 2n , it is
convenient to use the signed index. Namely, for any index i ∈ [2n] , we shall agree
that −i stands for 2n + 1 − i . Finally, for a real number x , bxc denotes the
greatest integer not exceeding x .

1. Commutative Minor Summation Formula

In this section, we prove minor summation formulae of Pfaffian of anti-alternating
matrices whose entries are in a commutative algebra, by iterating the row/column
expansion formula of Pfaffian.

For a positive integer N , let us denote by JN the N ×N matrix with 1’s
on the anti-diagonal and 0’s elsewhere:

JN =

 1

. .
.

1

 .

Recall that a matrix X is in o2n if and only if it is anti-alternating, i.e. alternating
along the anti-diagonal, so that we can define the Pfaffian of XJ2n , which we
denote by Pf (X) simply, as in the previous section.

For positive integers p, q with p + q = 2n , we write a matrix X ∈ o2n as

X =

[
a b
c −Jq

taJp

]
, (1.1)
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where a, b, c are of size p× q, p× p, q × q , respectively, that are parametrized as

a =

a1,1 · · · a1,q

...
...

ap,1 · · · ap,q

 , b =


b1,p · · · b1,2 0
... . .

.
0 −b1,2

bp−1,p 0 . .
. ...

0 −bp−1,p · · · −b1,p

 ,

c =


c1,q · · · cq−1,q 0
... . .

.
0 −cq−1,q

c1,2 0 . .
. ...

0 −c1,2 · · · −c1,q

 .

(1.2)

Define their submatrices by

aI
J := (ai,j)i∈I,j∈J , bI := (bi,j)i,j∈I , cJ := (ci,j)i,j∈J

for I ⊂ [p], J ⊂ [q] . Note that bI and cJ are still anti-alternating.

Theorem 1.1. Let r = min(p, q) and ε the parity of p, i.e., is equal to 0 or

1 according as p is even or odd. If X =

[
a b
c −Jq

taJp

]
is a matrix in o2n with

a, b, c parametrized as (1.2), then the Pfaffian Pf (X) is expanded as follows:

Pf (X) =

br/2c∑
k=0

∑
I⊂[p],J⊂[q]
|Ī|=|J̄ |=2k+ε

sgn
(
Ī , I
)
sgn

(
J̄ , J

)
det(aĪ

J̄) Pf (bI) Pf (cJ) , (1.3)

where sgn
(
Ī , I
)

= sgn

(
1...p
Ī, I

)
and sgn

(
J̄ , J

)
= sgn

(
1...q
J̄ , J

)
.

Proof. First let us recall the co-Pfaffian expansion (see e.g. [2]). For an alter-
nating matrix A = (αi,j)i,j∈[2n] and for a subset of indices I ⊂ [2n] , denote by AI

the alternating submatrix (αi,j)i,j∈I , whose row and column indices are both in I .
Then the (i, j)th cofactor Pfaffian γi,j(A) is defined to be

γi,j(A) =


(−1)i+j−1 Pf

(
A[1..̂i..̂j..2n]

)
if i < j,

0 if i = j,

(−1)i+j Pf
(
A[1..̂j..̂i..2n]

)
if i > j,

for i, j ∈ [2n] , where î means omitting i . As in the case of determinant, the
following expansion formula holds:

δi,j Pf (A) =
2n∑

k=1

αi,k γj,k(A). (1.4)
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We will give the proof of the theorem by induction on p + q , since it
reveals that iteration of the co-Pfaffian expansion (1.4) of Pfaffian yields our minor
summation formula. It suffices to prove when p 6 q . The case where p = q = 1
is trivial. Now expanding Pf (X) of the matrix X given by (1.1) and (1.2) with
respect to the first row, we obtain

Pf (X) =

q∑
j=1

a1,jγ1,−j +

p∑
j=2

b1,jγ1,j, (1.5)

where we put γi,j = γi,j(XJ2n) for brevity. Note that γi,j is given, up to the sign,
by Pfaffian of the submatrix obtained by deleting the ith and j th rows, and −ith
and −j th columns from X , which is anti-alternating.

By inductive hypothesis, one obtains that

γi,−j = (−)1+j

r−1∑
k=0

∑
I⊂[2...p]

J⊂[1..̂j..q]
|Ī|=|J̄ |=2k+ε1

sgn

(
2...p
I, Ī

)
sgn

(
1..̂j..q
J, J̄

)
det(aĪ

J̄) Pf (bI) Pf (cJ) ,

(1.6)

γi,j = (−)j

r−1∑
k=0

∑
I⊂[2..̂j..p]

J⊂[q]
|Ī|=|J̄ |=2k+ε

sgn

(
2..̂j..p
I, Ī

)
sgn

(
1...q
J, J̄

)
det(aĪ

J̄) Pf (bI) Pf (cJ) , (1.7)

where ε1 is the parity of p− 1, i.e., ε1 = 1− ε .

In the right-hand side of (1.5), we denote the term of degree 2k + ε in the
variables ai,j by Tk (k = 0, 1, . . . , r). Then it follows from (1.6) and (1.7) that

Tk =

q∑
j=1

(−)1+j
∑

I⊂[2...p]

J⊂[1..̂j..q]
|Ī|=|J̄ |=2k−ε1

sgn

(
2...p
I, Ī

)
sgn

(
1..̂j..q
J, J̄

)
a1,j det(aĪ

J̄) Pf (bI) Pf (cJ)

+

p∑
j=2

(−)j
∑

I⊂[2..̂j..p]
J⊂[q]

|Ī|=|J̄ |=2k+ε

sgn

(
2..̂j..p
I, Ī

)
sgn

(
1...q
J, J̄

)
det(aĪ

J̄) b1,j Pf (bI) Pf (cJ) .

(1.8)

Let us rewrite the first sum in the right-hand side of (1.8) as

∑
I⊂[2...p]
|Ī|=2k−ε1

sgn

(
2...q
I, Ī

)
Pf (bI)

(
q∑

j=1

∑
J⊂[1..̂j..q]
|J̄ |=2k−ε1

(−)j+1 sgn

(
1..̂j..q
J, J̄

)
a1,j det(aĪ

J̄) Pf (cJ)

)
.

In the round brackets of the equation above, fixing an index set J1 ⊂ [q] of length
q − 1− (2k − ε1) = q − 2k − ε and denoting its complement by J̄1 , one sees that
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the coefficient of Pf (cJ1) equals∑
j∈J̄1

(−)j+1 sgn

(
1..̂j..q

J̄1 r {j}, J1

)
a1,j det(aĪ

J̄1r{j})

= sgn

(
1...q
J̄1 J1

)
det(aĪ1

J̄1
)

by the expansion formula of the determinant, where Ī1 := {1} t Ī . Hence, one
obtains that the first sum of Tk equals∑

1/∈I1⊂[p]
|Ī1|=2k+ε

∑
J1⊂[q]

|J̄1|=2k+ε

sgn
(
I1, Ī1

)
sgn

(
J1, J̄1

)
det(aĪ1

J̄1
) Pf (bI1) Pf (cJ1) . (1.9)

Now let us turn to the second sum of Tk . It can be written as∑
J⊂[q]

|J̄ |=2k+ε

sgn

(
1...q
J, J̄

)
Pf (cJ)

(
p∑

j=2

∑
I⊂[2..̂j..p]
|Ī|=2k+ε

(−)j sgn

(
2..̂j..p
I, Ī

)
det(aĪ

J̄)b1,j Pf (bI)

)
.

In the round brackets of the equation above, similarly to the case of the first sum,
fixing an index set Ī1 ⊂ [2...p] of length p−2−2k−ε , and denoting its complement

in [p] by I1 , one sees that the coefficient of det(aĪ1
J ) equals

sgn

(
1...p
I1, Ī1

)
Pf (bI1) ,

whence, one obtains that the second sum of Tk equals∑
J⊂[q]

|J̄ |=2k+ε

∑
1∈I1⊂[p]
|Ī1|=2k+ε

sgn
(
I1, Ī1

)
sgn

(
J, J̄

)
det(aĪ1

J̄
) Pf (bI1) Pf (cJ) (1.10)

by the expansion formula of Pfaffian.

It follows from (1.9) and (1.10) that Tk equals( ∑
1/∈I1⊂[p]
|Ī1|=2k+ε

∑
J1⊂[q]

|J̄1|=2k+ε

+
∑

J1⊂[q]
|J̄1|=2k+ε

∑
1∈I1⊂[p]
|Ī1|=2k+ε

)
sgn

(
I1, Ī1

)
sgn

(
J1, J̄1

)
det(aĪ1

J̄1
) Pf (bI1) Pf (cJ1)

=
∑

I1⊂[p]
|Ī1|=2k+ε

∑
J1⊂[q]

|J̄1|=2k+ε

sgn
(
I1, Ī1

)
sgn

(
J1, J̄1

)
det(aĪ1

J̄1
) Pf (bI1) Pf (cJ1) .

This completes the proof.

In particular, if we take p = q = n in Theorem 1.1, we obtain the following
formula:

Pf (X) =

bn/2c∑
k=0

∑
I,J⊂[n]

|I|=|J |=2k

sgn
(
Ī , I
)
sgn

(
J̄ , J

)
det(aĪ

J̄) Pf (bI) Pf (cJ) . (1.11)

In the next section, we will consider a noncommutative version of (1.11), i.e., the
version for a matrix whose entries are elements in the universal enveloping algebra
U(o2n).
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Remark 1.2. The co-Pfaffian matrix of A is, by definition, an alternating
matrix whose (i, j)th entries are given by γi,j(A) for i, j ∈ [2n] , which we denote

by Â . Then one can verify that

Pf (AI)

Pf (A)
= sgn

(
I, Ī
)
Pf
(
(Â/Pf (A))Ī

)
(1.12)

if A is invertible. Note that (1.12) makes sense only if |I| is even. Using the
relation (1.12), it is immediate to see that the minor summation formula given in
[6, Theorem 3.5] coincides with our (1.3) with p and q both even.

2. Noncommutative Minor Summation Formula

Now we turn to the noncommutative case.

Let us consider the following 2n × 2n-matrix whose entries are in the
universal enveloping algebra U(o2n):

X = (Xi,j)i,j∈[±n] with Xi,j := Ei,j − E−j,−i ∈ o2n ⊂ U(o2n). (2.1)

The commutation relations among Xi,j ’s are given by

[Xi,j, Xk,l] = δj,kXi,l + δi,lX−j,−k − δj,−lXi,−k − δi,−kX−j,l (2.2)

for i, j, k, l ∈ [±n] .

Since X is anti-alternating by definition, one can define Pfaffian of XJ2n ,
which we denote by Pf (X) simply. Then it is well known that Pf (X) belongs to
the center ZU(o2n) of U(o2n).

Given the matrix X in (2.1), we introduce a 2-form with coefficient in
U(o2n):

Ω =
∑

i,j∈[±n]

eie−jXi,j ∈
∧2

C2n ⊗ U(o2n). (2.3)

Lemma 2.1. The relation between the Pfaffian Pf (X) and Ω is given by

Ωn = e1 · · · ene−n · · · e−12
nn! Pf (X) . (2.4)

Proof. If we set X̃ := XJ2n , its (i, j)th entry X̃i,j is given by Xi,−j for
i, j ∈ [2n] . Hence we obtain

Ωn =
∑

i1,j1,...,injn∈[±n]

ei1ej1 · · · einejnXi1,−j1 · · ·Xin,−jn

=
∑

i1,j1,...,injn∈[2n]

ei1ej1 · · · einejnX̃i1,j1 · · · X̃in,jn

= e1e2 · · · e2n−1e2n

∑
σ∈S2n

sgn (σ)X̃σ(1),σ(2) · · · X̃σ(2n−1),σ(2n)

= e1e2 · · · enen+1 · · · e2n−1e2n 2nn! Pf
(
X̃
)

= e1e2 · · · ene−n · · · e−2e−1 2nn! Pf (X)

by (0.2), where −j stands for 2n + 1− j for j ∈ [2n] by our convention.
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As in (0.6) in the introduction, we write the matrix X as

X =

[
a b
c −Jn

taJn

]
,

with
ai,j = Xi,j, bi,j = Xi,−j, ci,j = X−j,i (2.5)

for i, j ∈ [n] . By (2.2), the commutation relations among ai,j, bi,j, ci,j are given by

[ai,j, ak,l] = δj,kai,l − δl,jak,j,

[ai,j, bk,l] = δj,kbi,l − δj,lbi,k,

[ai,j, ck,l] = δi,kcl,j − δi,lck,j,

[bi,j, ck,l] = δj,lai,k + δi,kaj,l − δi,laj,k − δj,kai,l,

[bi,j, bk,l] = [ci,j, ck,l] = 0

(2.6)

for i, j, k, l ∈ [n] .

Corresponding to the parametrization of the matrix X , we set

Ξ =
∑

i,j∈[n]

eie−j ai,j, Θ =
∑

i,j∈[n]

eiej bi,j, Θ′ =
∑

i,j∈[n]

e−je−i ci,j.

Obviously, we see that
Ω = Θ′ + 2Ξ + Θ.

Lemma 2.2. The following commutation relations hold:

[Θ, Θ′] = 4τΞ, [Θ,Ξ] = 2τΘ, [Θ′, Ξ] = −2τΘ′,

where τ =
∑

i∈[n] eie−i .

Proof. It is straightforward to show that these relations follow from (2.6). For
example, one sees that

[Ξ,Θ] =
∑
i,j,k,l

eie−jekel[ai,j, bk,l]

=
∑
i,j,k,l

eie−jekel(δj,kbi,l − δj,lbi,k)

=
∑
i,j,l

eie−jejelbi,l −
∑
i,j,k

eie−jekejbi,k

= −
∑
i,j,l

e−jejeielbi,l −
∑
i,j,k

e−jejeiekbi,k

= −2τΘ.

The other relations follow similarly.

For a parameter u ∈ C and for a nonnegative integer r = 0, 1, 2, . . . , set

Ξ(u) := Ξ + uτ and Ξ(r)(u) := Ξ(u)Ξ(u− 1) · · ·Ξ(u− r + 1). (2.7)

The following propositions are due to [5, Lemma 4.5 and Proposition 2.6].
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Proposition 2.3. For m = 0, 1, . . . , n, we have

Ωm =
∑

p,q,r>0
p+q+r=m

m!

p!q!r!
2r Ξ(r)(q − p + r − 1)Θ′pΘq.

Proof. By Lemma 2.2, our 2-forms Ξ,Θ,Θ′ satisfy the same commutation
relations as those given in [5, Lemma 4.1]. Therefore, exactly the same argument
therein implies the proposition (see [5, Lemma 4.5] for details).

For j ∈ [n] and u ∈ C , set

ηj(u) =
∑
i∈[n]

eiai,j(u) (2.8)

with ai,j(u) = ai,j + uδi,j . Then they are anti-commutative when the parameter
shift taken into account, i.e., they satisfy

ηi(u + 1)ηj(u) + ηj(u + 1)ηi(u) = 0 (2.9)

for i, j ∈ [n] (cf. [5, Lemma 2.1]). Note then that

Ξ(u) =
∑
j∈[n]

ηj(u)e−j. (2.10)

Given I, J ⊂ [n] , define submatrices of a, b, c by

aI
J := (ai,j)i∈I,j∈J , bI := (bi,j)i,j∈I , cJ := (ci,j)i,j∈J

as in the commutative case. Furthermore, we will use the following notations for
economy:

eI := ei1ei2 · · · eir and e−J := e−jse−js−1 · · · e−j1

if I = {i1 < i2 < · · · < ir} and J = {j1 < j2 < · · · js} .

Proposition 2.4. For r = 0, 1, . . . , n and u ∈ C, we have

Ξ(r)(u + r − 1) = r!
∑

I,J⊂[n]
|I|=|J |=r

eIe−J det
(
aI

J + 1I
J diag(u + r − 1, u + r − 2, . . . , u)

)
,

where det denotes the column determinant and 1 the identity matrix of size n×n.

Proof. First, note that the column determinant in the sum is explicitly written
as

det


ai1,j1(u + r − 1) ai1,j2(u + r − 2) · · · ai1,jr(u)
ai2,j1(u + r − 1) ai2,j2(u + r − 2) · · · ai2,jr(u)

...
...

...
air,j1(u + r − 1) air,j2(u + r − 2) · · · air,jr(u)


=
∑
σ∈Sr

sgn (σ)aiσ(1),j1(u + r − 1)aiσ(2),j2(u + r − 2) · · · aiσ(r),jr(u) (2.11)
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if I = {i1 < i2 < · · · < ir} and J = {j1 < j2 < · · · < jr} .

On the other hand, it follows from (2.7), (2.8), (2.9) and (2.10) that

Ξ(r)(u + r − 1)

= (−)r(r−1)/2
∑

α1,α2,...,αr

ηα1(u + r − 1)ηα2(u + r − 2) · · · ηαr(u)e−α1e−α2 · · · e−αr

= (−)r(r−1)/2
∑

j1<j2<···<jr

∑
σ∈Sr

ηjσ(1)
(u + r − 1)ηjσ(2)

(u + r − 2) · · · ηjσ(r)
(u)

× e−jσ(1)
· · · e−jσ(r)

= r!
∑

j1<j2<···<jr

ηj1(u + r − 1)ηj2(u + r − 2) · · · ηjr(u)e−jr · · · e−j1 ,

= r!
∑

j1<j2<···<jr

∑
β1,β2,...,βr

eβ1eβ2 · · · eβre−jr · · · e−j1

× aβ1,j1(u + r − 1)aβ2,j2(u + r − 2) · · · aβr,jr(u)

= r!
∑

j1<j2<···<jr

∑
i1<i2<···<ir

ei1ei2 · · · eire−jr · · · e−j1

× sgn (σ) aiσ(1),j1(u + r − 1)aiσ(2),j2(u + r − 2) · · · aiσ(r),jr(u).

This completes the proof.

Lemma 2.5. For p, q = 0, 1, . . . , we have

Θp = 2pp!
∑

I⊂[n],|I|=2p

eI Pf (bI) ,

Θ′q = 2qq!
∑

J⊂[n],|J |=2q

e−J Pf (cJ) .

Proof. It is a direct calculation to show these formulae, as in the proof of
Lemma 2.1. In fact,

Θp =
∑

α1,β1,...,αp,βp

eα1eβ1eα2eβ2 · · · eαpeβp bα1,β1bα2,β2 · · · bαp,βp

=
∑

i1<i2<···<i2p

ei1ei2 · · · ei2p

∑
σ∈S2p

sgn (σ) biσ(1),iσ(2)
· · · biσ(2p−1),iσ(2p)

= 2pp!
∑

I⊂[n],|I|=2p

eI Pf (bI) .

The other formula can be shown in a similar way.

Now we are ready to prove our main theorem.

Proof. (Proof of Theorem A in the introduction). By Propositions 2.3, 2.4 and
Lemma 2.5, one obtains that

Ωn = 2nn!
∑

p,q,r>0
p+q+r=n

∑
I1,J1⊂[n]
|I1|=|J1|=r

∑
I,J⊂[n]

|I|=2p,|J |=2q

eI1eIe−J1e−J

× det
(
aI1

J1
+ 1I1

J1
diag(u + r − 1, u + r − 2, . . . , u)

)
Pf (cJ) Pf (bI)
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with u = q − p . Since Ωn is of top degree, the terms corresponding to I1, I, J1, J
in the sum vanish unless I1 t I = J1 t J = [n] , in particular, unless p = q . Thus

Ωn = 2nn!

bn/2c∑
k=0

∑
I,J⊂[n]

|I|=|J |=2k

eĪeIe−J̄e−J det
(
aĪ

J̄ + 1Ī
J̄ ρ(n− 2k)

)
Pf (cJ) Pf (bI) .

Now the theorem follows if one compares this with the right-hand side of (2.4).

Using the theorem one can easily compute the eigenvalues of the Pfaffian
Pf (X) on any highest weight representations of o2n .

Corollary 2.6. The eigenvalue of the central element Pf (X) ∈ ZU(o2n) on
the highest weight representation with highest weight λ =

∑n
i=1 λiεi is given by∏n

i=1(λi + n− i).

Proof. Use the notation (2.5). Take h :=
⊕

i∈[n] Cai,i as Cartan subalgebra of

o2n . Denote the linear functional on h sending diag(h1, . . . , hn,−hn, . . . ,−h1) to
hi by εi . Then, the positive root vectors are ai,j for 1 6 i < j 6 n , and bi,j for
1 6 i, j 6 n with root εi − εj , and εi + εj , respectively (see [1, 7]).

Applying Pf (X) to the highest weight vector, say vλ , one sees that the
only term that survives in the sum of (0.7) is the one corresponding to I = J = ∅
since bi,j is a positive root vector. Thus, by (2.11), one obtains that

Pf (X) vλ = det(a + ρ(n))vλ

=
∑

σ∈Sn

sgn (σ)aσ(1),1(n− 1)aσ(2),2(n− 2) · · · aσ(n),n(0)vλ

= (λ1 + n− 1)(λ2 + n− 2) · · ·λn vλ,

since ai,j is also a positive root vector if i < j .

Acknowledgements. I would like to thank Tôru Umeda for drawing my attention
to [5]. I am also grateful to the referee for comments which greatly helped keeping
the presentation of this paper concise.

A. Proof of Commutative Minor Summation Formula via Exterior
Calculus

In this appendix, we give another proof of commutative minor summation formulae
(1.3) in Theorem 1.1, using the exterior calculus.

Let X = (xi,j)i,j ∈ o2n be an anti-alternating matrix with commutative
entries:

X =



x1,1 x1,2 · · · x1,q x1,−p · · · 0
...

...
...

... . .
. ...

xp,1 xp,2 · · · xp,q 0 · · · xp,−1

x−q,1 x−q,2 · · · 0 x−q,−p · · · x−q,−1

...
... . .

. ...
...

...

x−2,1 0 · · · x−2,q x−2,−p · · · x−2,−1

0 x−1,2 · · · x−1,q x−1,−p · · · x−1,−1


,
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where x−j,−i = −xi,j for all i, j . Define 2-forms Ω by

Ω :=
∑

i,−j ∈ [p]t[−q]

eie−jxi,j

for X . By the same argument as in the proof of Lemma 2.1 one can show that

Ωn = e1 · · · epe−q · · · e−12
nn! Pf (X) .

Note that by our convention −q stands for 2n + 1 − q = p + 1 and so on.
Parametrizing X as in (1.1) and (1.2), we define 2-forms Ξ,Θ,Θ′ by

Ξ =
∑

i∈[p],j∈[q]

eie−j ai,j, Θ =
∑

i,j∈[p]

eiej bi,j, Θ′ =
∑

i,j∈[q]

e−jei ci,j.

It is clear that
Ω = Θ′ + 2Ξ + Θ.

Furthermore, the trinomial expansion formula in Proposition 2.3 holds without
parameter-shift in the commutative case:

Ωm =
∑

h,s,t>0
h+s+t=m

m!

h!s!t!
2h ΞhΘsΘ′t (A.1)

for m = 0, 1, . . . . The same calculation as in Proposition 2.4 and Lemma 2.5 yields

Ξh = h!
∑

I⊂[p],J⊂[q]
|I|=|J |=h

eIe−J det(aI
J),

Θs = 2ss!
∑

I⊂[p],|I|=2s

eI Pf (bI) ,

Θ′t = 2tt!
∑

J⊂[q],|J |=2t

e−J Pf (cJ)

for h, s, t = 0, 1, . . . . Substituting these into (A.1) with m = n , we see that

Ωn = 2nn!
∑

h,s,t>0
h+s+t=n

∑
I1,I⊂[p],J1,J⊂[q]

|I1|=|J1|=h
|I|=2s,|J |=2t

eI1eIe−J1e−J det(aI1
J1

) Pf (bI) Pf (cJ) . (A.2)

Since Ωn is of top degree, the terms that survive in the sum (A.2) are those
corresponding to I1, I, J1, J satisfying I1 t I = [p] and J1 tJ = [q] . In particular,
h + 2s = p and h + 2t = q , where |I1| = |J1| = h, |I| = 2s, |J | = 2t . Now setting
h = 2k + ε with ε the parity of p (=the parity of q ), we obtain the formula.
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