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Abstract. We consider a class P of pairs (g, g1) of K-Lie algebras g1 ⊂ g
satisfying certain “rigidity conditions”; here K is a field of characteristic 0,
g is semisimple, and g1 is reductive. We provide some further evidence that
P contains a number of nonsymmetric pairs that are worth studying; e.g., in
some branching problems, and for the purposes of the geometry of orbits. In
particular, for an infinite series (g, g1) = (sl(n + 1), sl(2)) we show that it is in
P , and precisely describe a g1 -module structure of the Killing-orthogonal p(n)
of g1 in g . Using this and the Kostant’s philosophy concerning the exponents
for (complex) Lie algebras, we obtain two more results. First; suppose K is
algebraically closed, g is semisimple all of whose factors are classical, and s
is a principal TDS. Then (g, s) belongs to P . Second; suppose (g, g1) is a
pair satisfying certain technical condition (C), and there exists a semisimple
s ⊆ g1 such that (g, s) is from P (e.g., s is a principal TDS). Then (g, g1) is
from P as well. Finally, given a pair (g, g1), we have some useful observations
concerning the relationship between the coadjoint orbits corresponding to g and
g1 , respectively.
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subalgebra, self-normalizing subalgebra, principal nilpotent element, principal
TDS, trivial extension.

Introduction

Unless specified otherwise, throughout this paper all Lie algebras are finite-dimensi-
onal and defined over a field K of characteristic zero. Let now g be a Lie algebra;
by Bg we denote its Killing form. Let g1 be a proper subalgebra such that we
have the following:

(C) The restriction of Bg to g1 is nondegenerate.

There are many instances when such pairs arise; in particular when g is semisim-
ple and g1 is reductive. For example, in some branching problems, when we want
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to decompose certain restrictions, to g1 , of some (irreducible) representations of
g . Also, concerning the geometry of orbits, it is interesting to understand a re-
lationship between the (nilpotent) (co)adjoint orbits for the pairs (g, g1) under
consideration. Some other questions are of structure-theoretic nature. We would
like to better understand the embedding g1 ↪→ g , to find some interesting in-
termediate subalgebras g1 ⊆ r ⊆ g , or just subalgebras of g that are, loosely
speaking, germane to g1 ; cf. Proposition 5.1. But for (g, g1) as above, it is clear
that in order to be able to say something interesting about the correspondences
of the considered objects related to g and to g1 (e.g., representations and orbits)
the embedding of g1 in g must be in a certain sense “rigid”. It turns out that
the following two additional conditions will define a class of pairs (g, g1) which is
suitable for research:

(Q1) For any Cartan subalgebra h1 of g1 there exists a unique Cartan subalgebra
h of g such that h1 ⊆ h ;

(Q2) g1 is self-normalizing in g .

For our needs here we will denote this class by P . There are many interesting
pairs in it. First, it is well known that P contains all the pairs (g, g1), where g is
semisimple, which are either symmetric or such that g1 is a Cartan subalgebra of
g . Also, suppose that σ is an automorphism, of a semisimple g , of prime order m ,
and that the field K contains a primitive m-th root of unity (e.g., K algebraically
closed). Define g1 to be the fixed point algebra for σ . Then the main result of
[Š1] can be formulated as follows: (g, g1) belongs to P . This generalizes the case
of symmetric pairs, i.e., the case m = 2. But the most interesting fact about our
class of pairs is an observation which in a rough form states that there are many
other (nonsymmetric) pairs within P that are worth studying. This observation,
in a more or less implicit form, seems to be first noticed and explored by R. K.
Brylinski, B. Kostant, T. Levasseur, S. P. Smith and D. A. Vogan; see [BK], [LS],
[V1] and [V2].

As we already mentioned, a number of pairs (g, g1) arise in branching
problems. Very often such pairs are symmetric and/or such that g1 is a maximal
reductive subalgebra of g . For some recent important results about branching,
both for Lie groups and Lie algebras, see [EHW], [HTW], [Kn2], [Ko1], [Ko2],
[Ks4] and [V2].

For (g, g1) satisfying the condition (C), define p to be the Killing-orthogonal
of g1 in g ; thus we have g = g1 ⊕ p . Let now gn = sl(n+ 1), and ρn : sl(2) → gn

be the unique (n+ 1)-dimensional irreducible representation. Define gn1 to be the
image of ρn , a Lie algebra isomorphic to sl(2). The theorem given below, which is
our first main result, is concerned with the infinite series of pairs (g, g1) = (gn, gn1 ).

Theorem 0.1. We have the following:

(I) All the pairs (gn, gn1 ) are from the class P .

(II) A gn1 -module structure of p(n) is given by

p(n) = V 1
4$ ⊕ · · · ⊕ V 1

2n$ = V 1
(n+2)$ ⊗ V 1

(n−2)$.
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For the notation in the theorem, we have: gn = gn1 ⊕ p(n) is the corresponding
decomposition, $ is the fundamental weight for sl(2), and V 1

k$ is a simple finite-
dimensional gn1 -module with highest weight k$ . Notice also that for n > 2 our
pairs are both nonsymmetric and such that g1 is not a maximal subalgebra of g .

The claim (II) above might be understood as a part of the first step to-
ward a more general problem of decomposing the restrictions ρ|g1 of any (finite-
dimensional) irreducible representation ρ of g , for various pairs (g, g1) in P ; see
Remark 3.3. In particular, for K = C , it computes the exponents of SL(n,C).
Notice that these exponents, and much more, has already been found in the sem-
inal Kostant’s paper [Ks1]; see also Sect . 4.4 in [CM]. But we think that our
constructive, and purely algebraic, approach might result with a new insight in
branching problems for various pairs (g, g1). (Notice also that quite analogous
conclusions might be obtained for a base field K of characteristic p > 0, with p
big enough; see Sect . 2 in [Š4], and Remarks 1.4 and 3.3 in the present paper.)
For a circle of related ideas here we have to mention another fundamental work of
Kostant [Ks2] in which he, among other things, studied the generalized exponents.
From the vast literature concerning these let us mention just [Br], [JLZ] and [L],
where one can find some important ideas and/or results.

The following theorem, which relies on the previous one, is our second main
result. It is a generalization of the part (I) above, for the case of algebraically
closed base field. Let it be said how we strongly believe that the same statement
holds without the phrase “all of whose simple factors are classical”, as it is the
case when K = C ; see Theorem 4.6, and also the paragraph preceding Question
4.8. (Notice that Theorem 4.6 is in fact more or less an easy consequence of the
profound Kostant’s research in [Ks1].)

Theorem 0.2. Suppose K is algebraically closed. Let g be semisimple all of
whose simple factors are classical Lie algebras, and let s be a principal TDS. Then
the pair (g, s) is from the class P .

The next theorem, which is our third main result, explains how to find some
new pairs within P , via those we already have. (For just one simple situation when
the theorem applies see Examples 3.6 and 3.7; now we have g = sl(4), g1

∼= sp(4)
and s ∼= sl(2).) Notice how this theorem gives more credit to the previous one;
and in particular it emphasize the role of principal TDS (in accordance with the
general Kostant’s philosophy). Roughly speaking, the theorem says the following:
Having a “convenient” pair (g, g1), in order to see that it is in P , we have to find
a “small” subalgebra s ⊆ g1 such that (g, s) belongs to P .

Theorem 0.3. Let g be a semisimple Lie algebra, and g1 a reductive subalgebra
satisfying the following two assumptions:

(1) The pair (g, g1) satisfies the condition (C) (e.g., g1 is absolutely simple);

(2) There exists a semisimple subalgebra s ⊆ g1 such that the pair (g, s) satisfies
both (Q1) and (Q2).

Then the pair (g, g1) is from the class P .
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In order to find even more pairs of Lie algebras that belong to the class P ,
we first have to find out which pairs satisfy the above condition (C). (Although
not very restrictive, as we will see, it is in fact a very strong requirement imposed
on pairs.) Suppose now that K is algebraically closed. Let g be a semisimple Lie
algebra, and h a Cartan subalgebra. Let h ⊆ q ⊆ g be a (standard) parabolic
subalgebra. Let q = l ⊕ u be a Levi decomposition, with l reductive and u

nilpotent. It is clear that the latter direct sum is in fact Bg -orthogonal. But
moreover we have the following auxiliary result which points out at some new pairs
satisfying (C). It is an immediate consequence of Proposition 2.2 and Lemma 1.2;
see also [B2], Ch. VII, Sect. 2.1, Cor. 4.

Proposition 0.4. The restriction of the Killing form Bq to l is nondegenerate.
Therefore, the sum l⊕u is also Bq -orthogonal. Furthermore, the pair (q, l) is from
the class P .

Let us now explain the organization of the paper. Section 1 is preliminary.
There we first recall some facts about pairs (g, g1) that we consider. Then we
introduce a natural map E : g∗1 → g∗ , which we call the trivial extension, and
then provide a useful auxiliary observation concerning the relationship between
the ad∗ -orbits on g∗1 and g∗ , respectively. This is of course a precursor for the
corresponding result on the coadjoint orbits for groups. In Section 2 we give more
details concerning the condition (C). The central result there is Proposition 2.2.
Section 3 studies the pairs (sl(n + 1), sl(2)). There we provide a (detailed) proof
of Theorem 3.2; it is a more precise version of Theorem 0.1. We also include a
useful observation on compatible Borel subalgebras; see Examples 3.6 and 3.7.
The aim of Section 4 is to prove the last two theorems. First, after one result
which is interesting in its own right (Proposition 4.1), we prove Theorem 0.3; see
also Definition 4.5. Subsections 4.1, 4.2 and 4.3, which among other things discuss
Question 4.8, provide a slightly more than we need for a proof of Theorem 0.2. As
an illustration we also consider one “exceptional situation”; i.e., in Subsection 4.4
we treat the case when g is of type G2 . Section 5 contains two further results.
Firstly, given a pair (g, g1), for any µ ∈ g∗1 we define a certain subspace s(µ)
of g . It turns out that s(µ) is a subalgebra of g ; see Proposition 5.1. The
parametrized family (s(µ) : µ ∈ g∗1) of subalgebras can be useful while studying
both the representations and orbits corresponding to the considered pair (g, g1).
The second result, Proposition 5.4, states that the trivial extension E preserves
both the semisimple and nilpotent functionals.

1. Notation, conventions and preliminaries

For N ∈ N , by Eij (or Ei,j ) we denote the N -by-N matrix having 1 in the (i, j)th

place and 0 elsewhere. For a field K , by K we denote its algebraic closure.

Suppose that g is a K-Lie algebra. If s is its subalgebra, by Ng(s) we
denote the normalizer of s in g . Also, for a g-module V , by V s we denote the
subspace of s-invariants in V . If g is reductive and h is a split Cartan subalgebra
of g , by ∆(g, h) we denote the root system of g with respect to h . For every root
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γ , by Xγ we denote a nonzero vector from the corresponding root subspace gγ .

Given g as above, we define g = g⊗K . Recall also that a Lie algebra g is
called absolutely simple if g is simple.

Suppose that G is a (connected) linear algebraic K-group. Let g be the Lie
algebra of G . For the coadjoint representation Ad∗ : G→ GL(g∗), and its derived
representation ad∗ : g → gl(g∗), we will use the usual “dot-notation”. That is,
given g ∈ G , X ∈ g and ϕ ∈ g∗ we write g.ϕ and X.ϕ for the corresponding
coadjoint actions.

By {h, e,f} we will denote the usual basis of sl(2,K), i.e.,

h =

(
1 0
0 −1

)
, e =

(
0 1
0 0

)
, f =

(
0 0
1 0

)
.

In what follows we will consider certain pairs of K-Lie algebras (g, g1).
Here g1 is a proper subalgebra of g . Since the trivial situations (s×s′, s), where s

and s′ are semisimple Lie algebras, will not be considered, we assume the following
condition for pairs (g, g1):

(P) g1 is not an ideal of g.

In particular such a pair is called symmetric if g1 = gθ , for some involutive
automorphism θ of g ; and nonsymmetric otherwise. (Let it be said that our
symmetric pairs might be with g non-semisimple; see, e.g., Example 2.1.) We then
say that g1 is a (non)symmetric subalgebra of g . Now, denote by β the restriction
of the Killing form Bg to g1 . As it was mentioned before, we are interested in such
pairs (g, g1) which also satisfy the condition (C): β is a nondegenerate form.

As we already stated in the Introduction, there are many pairs satisfying
the condition (C); i.e., it is not very restrictive. The following easy statement will
be useful below ([Š1], Cor. 1.; cf. [B1], Ch. I, §6, Sect. 10).

Lemma 1.1. Let (g, g1) be a pair where g1 is an absolutely simple Lie algebra.
Then there exists a nonzero q ∈ K such that β = qBg1 ; in particular, (g, g1)
satisfies the condition (C).

For (g, g1) as above, let r : g∗ → g∗1 be the restriction map between the
duals. Let κ : g → g∗ be the Killing homomorphism. Define also an isomorphism
κ1 : g1 → g∗1 given by κ1(x1) = β(x1, . ), for x1 ∈ g1 . Then define a (linear) map
π : g → g1 satisfying κ1◦π = r◦κ . This π is a g1 -module homomorphism; we call
it the associated homomorphism of (g, g1). For the convenience of the reader and
later needs we state the following two lemmas; they recall some basic observations
from [Š3] and [Š4].

Lemma 1.2. Define a vector subspace p = kerπ . Then p is the Killing-
orthogonal of g1 in g, and thus we have a direct sum decomposition

g = g1 ⊕ p.

We also have [g1, p] ⊆ p.
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A pair (g, g1), with g semisimple, will be called an irreducible pair if p is
simple under ad g1 -action; otherwise it will be called reducible.

Lemma 1.3. We have the following:

(i) A pair (g, g1) is symmetric if and only if [p, p] ⊆ g1 .

(ii) Supposing the Killing form Bg is nondegenerate, we have pg1 = 0 if and only
if Ng(g1) = g1 .

(iii) If (g, g1) is irreducible, then Ng(g1) = g1 and g1 is a maximal proper
subalgebra of g.

Remark 1.4. (1) A notion of symmetric/nonsymmetric pairs can be generalized
in a straightforward manner even for char(K) > 0; see [Š4] for more details. More
precisely, one can again consider a class of pairs (g, g1) of K-Lie algebras that
satisfy only the conditions (C) and (P). But now, in the positive characteristic
setting, we have to be more careful. For instance, if we consider a pair (g, g1) =

(g〈n〉, g
〈n〉
1 ) defined as in Section 3 below, then for n such that p = n+1 is a prime,

and char(K) = p , we have the following: The form Bg is nondegenerate, while β
is degenerate.

(2) Of course, in char(K) = 0, g is semisimple if and only if Bg is nonde-
generate. The part (ii) of the lemma is formulated so that it holds and for K of
positive characteristic.

Given a pair (g, g1), an interesting question is how are related the coadjoint
orbits on the corresponding duals. For what follows it will be helpful to start with
the next easy lemma. It is a generalized version of the “trivial implication” of
Theorem 2.2 in [BK].

Lemma 1.5. Let G be the semidirect product of a subalgebra G1 and an ideal
A of G. Suppose that AG1 = 0; this is equivalent to NG(G1) = G1 . Then for any
γ ∈ G∗ , such that the restriction γ|A = 0, we have G.γ = G1.γ .

Proof. Any X ∈ G decompose as X = X1 + A , where X1 ∈ G1 and A ∈ A .
Now it is easy to check that X.γ = X1.γ .

Consider now a pair (g, g1), where g = g1⊕ p and g is semisimple. We can
ask whether it is possible to find some (nontrivial) γ ∈ g∗ , satisfying γ|p = 0, such
that g.γ = g1.γ .

Lemma 1.6. (i) The vector subspaces π([p, p]) and p+[p, p] are ideals of g1

and g, respectively.

(ii) Suppose that g or g1 is simple. Then there is no nontrivial γ ∈ g∗ , satisfying
γ|p = 0, such that g.γ = g1.γ .
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Proof. (i) Let a = p + [p, p] . Then for z1, z2 ∈ p decompose [z1, z2] = y + w ,
y ∈ g1 and w ∈ p , and note that y = π([z1, z2]). Hence it is clear that
a = p + π([p, p]). Now, using the Jacobi identity, we have

[g1, a] ⊆ p + [g1, π([p, p])] ⊆ p + π([g1, [p, p]]) ⊆ a,

and

[p, a] ⊆ [p, p] + [p, g1] ⊆ a.

(ii) Suppose to the contrary, that such γ exists. Then for any x ∈ g we
can find x1 ∈ g1 so that x.γ = x1.γ . Write x = y + z , y ∈ g1 and z ∈ p . Then
for any w ∈ p , where x.γ(w) = x1.γ(w) if and only if γ([z, w]) = 0. This means
that we have γ([p, p]) = 0.

If g is simple, then by (i) we have p + [p, p] = g . Therefore [p, p] ⊇ g1 , and
so γ = 0; a contradiction. Assume now that g1 is simple. By (i), again, either
π([p, p]) equals g1 or 0. In the first case, [p, p] ⊇ g1 , as before. In the second case
we conclude that p is an ideal of g . Hence, g1 is an ideal of g as well, yielding to
a contradiction with (P).

The previous lemma shows that the above question, asking for some γ ’s
such that g.γ = g1.γ , should be modified. Before we do this let us introduce the
following useful map.

Definition 1.7. Given a pair (g, g1), define the trivial extension

E : g∗1 → g∗, E(µ)|p = 0;

i.e., E extends every µ ∈ g∗1 trivially on p .

Let µ ∈ g∗1 be arbitrary. Define a vector subspace T (µ) ≤ p by

T (µ) = pE(µ) ∩ p;

i.e., T (µ) is the set of all z ∈ p satisfying E(µ)([z, p]) = 0.

Proposition 1.8. For an arbitrary µ ∈ g∗1 , we have

g.E(µ) ∩ g∗1 = g1.µ. (1)

Proof. Define

Ω = {x ∈ g | x.E(µ)|p = 0}.

Clearly, Ω is a vector subspace of g containing g1 . Let x ∈ Ω be arbitrary, and
write x = x1 + z , x1 ∈ g1 and z ∈ p . Then 0 = z.E(µ)(p), i.e., z ∈ T (µ). Thus
we have proved the equality Ω = g1⊕T (µ). Let now x and x1 be as above. Then
for any y ∈ g1 , we have x.E(µ)(y) = E(µ)([x1, y]) and x1.µ(y) = µ([x1, y]). This
proves the equality x.E(µ)|g1 = x1.µ . Thus we have the inclusion from left to right
in (1). The opposite one is obvious.
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2. Pairs satisfying the condition (C)

In the previous section we said that only pairs (g, g1) satisfying the condition
(C) will be interesting for us. (Notice that it is in fact a very strong condition
imposed on pairs of Lie algebras.) For such pairs recall the meaning of p , and a
decomposition g = g1⊕p . As a well known fact we have that there are a number of
pairs (g, g1) satisfying (C). Numerous examples are available when char(K) = 0,
and in particular when both g and g1 are semisimple; for more information and/or
details see, e.g., [BK], [Ks3], [LS] and [Š3]. Here we would like to point out at some
new pairs. For that purpose it might be a good idea first to look at one trivial
example.

Example 2.1. Let g = sl(2,K), char(K) 6= 2. Put h = Kh and b =
h ⊕ Ke . Then the pair (b, h) satisfies the condition (C); and moreover, this
pair is symmetric. For it we just have to note that Bb(h, e) = 0 = Bb(e, e) and
Bb(h,h) = 4. Thus we have p = Ke , and θ ∈ Aut b is given by θ(h) = h and
θ(e) = −e ; cf. Lemma 1.3(i).

Suppose now, for simplicity, that K is algebraically closed of characteristic
zero. (Let us emphasize, as it will be clear from our computations below, that this
assumption on K can be in fact relaxed. More precisely, for many concrete pairs
of Lie algebras the field K under consideration may be arbitrary of characteristic
p ≥ 0; p odd, when positive, and sometimes sufficiently big.) Let g be a semisimple
K-Lie algebra. Let h be a Cartan subalgebra of g . Consider a parabolic subalgebra
q , where

h ⊆ q ⊆ g.

A more direct realization of q is as follows; see, e.g., [Kn1], Ch. V, Sect. 7. For
the corresponding root system ∆ = ∆(g, h), and a choice of positive roots ∆+ ,
take a convenient closed subset ∆+ ⊆ Γ ⊆ ∆ such that

q = q(Γ) = h⊕
⊕
α∈Γ

gα.

Furthermore, let

q = l⊕ u,

where l is the Levi factor and u is the nilpotent radical of q . The main purpose
of this section is to prove the following result. (Let us emphasize that although
perhaps at first glance the statement seems to be more or less obvious, the given
proof shows that we have to be careful; cf. Claim 2 in Example 2.3, and Lemma
2.4, below.)

Proposition 2.2. The restriction of Bq to l is nondegenerate; i.e., (q, l) sat-
isfies the condition (C).

Before we give a proof of this proposition, it will be instructive to look at
one more example.
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Example 2.3. Let g = sl(3,C), and then take a Cartan subalgebra h =
Ch1 ⊕ Ch2 , where h1 = diag(1,−1, 0) and h2 = diag(0, 1,−1). Let ei be defined
on the space of 3-by-3 diagonal matrices as ei(Ejj) = δij . Put α1 = e1 − e2
and α2 = e2 − e3 ; and then ∆+ = {α1, α2, α1 + α2} , and ∆ = ∆+ ∪ ∆− . For
further needs note that α1(h1) = α2(h2) = 2 and α1(h2)α2(h1) = −1. Next define
Γ = ∆+ ∪ {−α1} , and then q = q(Γ). A straightforward computation shows that
for Bq we have the following

Claim 1. The restriction of Bq to h is a nondegenerate form.

It is also interesting to note here the following fact:

Claim 2. There is no c ∈ C such that

Bq(u, v) = cTr(uv), for u, v ∈ q.

For this one just has to check that Bq(h1, h1) = 10 and Bq(h2, h2) = 7,
while at the same time Tr(hihi) = 2 for i = 1, 2.

Let us proceed with our example. For that purpose put l = g−α1 ⊕ h⊕ gα1 ,
the Levi factor of q . Also, choose Xα1 = E12 , Xα2 = E23 , Xα1+α2 = E13 and
X−α1 = E21 . Now, for the operator Ω = adX−α1 adXα1 , we have:

Ω(hi) = α1(hi)h1, for i = 1, 2,

Ω(Xα1) = Ω(Xα1+α2) = 0,

Ω(Xα2) = Xα2 ,

Ω(X−α1) = α1(h1)X−α1 .

As a consequence it follows that

Bq(X−α1 , Xα1) = 5. (2)

A similar computation shows that

Bq(h, gα1) = 0 = Bq(h, g−α1). (3)

Let now u = c−X−α1 + w + c+Xα1 ∈ l , where w ∈ h and c± ∈ C , be such that
Bq(u, l) = 0. Using (3) and Claim 1, we deduce that w = 0. Hence, by (2) and
the fact that Bq(X±α1 , X±α1) = 0, it follows that

0 = Bq(u,Xα1) = 5c−,

and thus c− = 0. Similarly, c+ = 0. This shows that Proposition 2.2 holds for
this particular example of g and q .

Concerning the Claim 2 above it is also useful to be aware of the following
fact; for completeness and later needs we include a short argument. It clearly
emphasize the difference between the Borel subalgebras and arbitrary parabolic
subalgebras; for the later ones the situation is of course more complicated.
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Lemma 2.4. Let K, g and h be as in the paragraph before Proposition 2.2.
Let b ⊇ h be a Borel subalgebra of g. Then, for the Killing forms of b and g, we
have

Bb = 1/2Bg.

Proof. Let {h1, . . . hl} be a basis of h . For Ωij = adhi adhj we have Ωij(hk) =
0 for every k , and

Ωij(X±ϕ) = ϕ(hj)ϕ(hi)X±ϕ, for ϕ ∈ ∆+;

that is,

Bb(hi, hj) =
∑
ϕ∈∆+

ϕ(hi)ϕ(hj).

Also, for Ωiϕ = adhi adXϕ , we have

Ωiϕ(hk) = −ϕ(hk)ϕ(hi)Xϕ and Ωiϕ(Xω) ∈ gϕ+ω;

here ϕ ∈ ∆+ and ω ∈ ∆. Thus the trace of the restriction of Ωiϕ to b is equal
to zero for every ϕ ∈ ∆+ ; i.e., Bb(hi, Xϕ) = 0. Analogously, Bb(Xϕ, Xψ) = 0 for
every ϕ, ψ ∈ ∆+ . As a resume of the above we have

Bg(hi, hj) =
∑

ϕ∈∆+∪∆−

ϕ(hj)ϕ(hi) = 2
∑
ϕ∈∆+

ϕ(hj)ϕ(hi) = 2Bb(hi, hj),

while at the same time Bg(hi, Xϕ) = Bg(Xϕ, Xψ) = 0, for all i and ϕ, ψ ∈ ∆+ .
Thus we are done.

Now we are ready to prove Proposition 2.2.

Proof. Take first any ϕ, ψ ∈ Γ such that ϕ+ψ 6= 0, and put Ω = adXϕ adXψ .
We have

Ω(h) = −ψ(h)[Xϕ, Xψ], for h ∈ h.

Thus the contribution to the trace of the restriction of Ω to q , coming from h ,
equals 0. The contribution to the trace coming from Xα , for any α ∈ Γ, is equal
to 0 as well (cf. Lemma 2.4). As a consequence we have Bq(Xϕ, Xψ) = 0.

Take now any ϕ ∈ Γ and H ∈ h , and put Ω = adXϕ adH . Similarly as
above we have Ω(h) = 0 for any h ∈ h , and Ω(Xα) ∈ gϕ+α for any α ∈ Γ. Thus,
Bq(Xϕ, H) = 0.

As a consequence of the above observations we deduce that

Bq(gα, gβ) = 0 for α, β ∈ Γ ∪ {0}, α+ β 6= 0.

Now we are going to show the only “tricky fact”, i.e., the following

Claim. The restriction of Bq to g−α × gα is nondegenerate, for any α ∈ ∆+

satisfying −α ∈ Γ.
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[[Proof. To see this define an operator

Ω = adX−α adXα.

We want to compute Ω(Xβ), for any β ∈ Γ. Let us consider these two possibilities
for β 6= ±α :

(M1) β ∈ ∆+ , and −β 6∈ Γ;

(M2) β ∈ ∆+ , and −β ∈ Γ.

Suppose (M1). Let β−pα, . . . , β+qα be the α-string containing β . If β+α 6∈ ∆,
then necessarily q = 0, and therefore Ω(Xβ) = 0. If β + α ∈ ∆, then q > 0, and
also Ω(Xβ) = νXβ , where ν = q(p+ 1) > 0.

Suppose now (M2). For the α-string containing β as above, we have that
−β − qα, . . . ,−β + pα is the α-string containing −β . It follows that Ω(X−β) =
p(q + 1)X−β . Also, as for (M1), Ω(Xβ) = q(p + 1)Xβ . We conclude that the
contribution to the trace of Ω on q , coming from X−β and Xβ , is equal to
2pq + p+ q .

Now, as we may assume that [Xα, X−α] = hα , where hα satisfies α(hα) = 2,
it immediately follows that Ω(X−α) = 2X−α . Thus the contribution to the trace
of Ω, coming from X−α and Xα , is equal to 2.

It remained to consider Ω(hi); here {h1, . . . , hl} is a basis of h as before.
For that we need a little preparation. Given a basis Π = {α1, . . . , αl} of ∆, it
is well known that Π∨ is a basis of the dual root system ∆∨ . Furthermore, the
map Ψ : h → h∗ defined by Ψ(h, h′) = Bg(h, h

′) is a vector space isomorphism.
We have in particular Ψ(hα) = α∨ , for every α ∈ ∆. Next, write for any such α ,
α∨ = n1α

∨
1 + · · · + nlα

∨
l . If we have chosen Π ⊆ ∆+ , then an easy application of

Ψ gives that all ni are nonnegative. Now, we may also assume that hi = hαi
, for

i = 1, . . . , l . From all noted above it immediately follows that

hα =
l∑

j=1

njhj. (4)

Finally, using (4), we have

Ω(hi) = α(hi)hα =
l∑

j=1

α(hi)njhj.

Hence, we clearly have that the contribution to the trace of Ω coming from h is
equal to

l∑
j=1

njα(hj) = α
( l∑
j=1

njhj

)
= 2; (5)

here for the last equality we use (4) again.

As a conclusion we have that Bq(X−α, Xα) 6= 0; more precisely, the latter
scalar is ≥ 4. ]]

Thus we clearly have our proposition proved.



746 Širola

Remark 2.5. The given proof of our proposition is in a sense constructive.
Therefore for any setting we have it is possible to compute the trace of the operator
Ω = adX−α1 adXα1 on q , for all roots α such that ±α ∈ Γ. To illustrate this,
consider the setting of Example 2.3 again, and let us use the notation of the above
proof. Put α = α1 . We will estimate the contributions to the trace of Ω, coming
from various roots β ∈ Γ, and the one coming from h . First, there are two roots
β satisfying (M1): β = α2 and β = α1 + α2 . For β = α2 we have p = 0, q = 1,
and therefore ν = 1. For β = α1 + α2 we have β + α 6∈ ∆; thus ν = 0. We
conclude that the contribution, coming from the roots satisfying (M1), is equal to
1+0 = 1. Next, there are no roots satisfying (M2). Furthermore, the contribution
coming from the roots ±α is equal to 2. The contribution coming from h is equal
to 2 too. As a conclusion we have that Bq(X−α1 , Xα1) = 1 + 2 + 2 = 5, as we
already noted in (2).

3. (sl(n + 1), sl(2))-pairs

The main purpose of this section is to study the pairs (g, g1) = (sl(n + 1), sl(2))
obtained as is explained below. First we set up the notation which will be used
throughout this section. Define the standard invariant bilinear form 〈x, y〉 =
Tr(xy) on gl(N). Let g = sl(n+ 1), and let

h = {diagonal matrices in g}

be its Cartan subalgebra. Let ei ∈ h∗ be defined by ei(
∑

j hjEjj) = hi . Recall
that the root system of g with respect to h is

∆ = ∆(g, h) = {ei − ej | i 6= j}.

Let Π = Π(g, h) = {α1, . . . , αn} , the associated set of simple roots, where αi =
ei− ei+1 ; by ∆+ = ∆+(g, h) we denote the corresponding positive roots. For later
use note that, for ϑ ∈ h ,

[ϑ,Eij] = (ei − ej)(ϑ)Eij. (6)

Let ρ : sl(2) → g ↪→ gl(n + 1) be the unique (n + 1)-dimensional irreducible
representation of sl(2). Define g1 = ρ(sl(2)), and consider the pairs (g, g1); loosely
speaking, we consider pairs (sl(n + 1), sl(2)). Note that these pairs satisfy the
condition (C); cf. Lemma 4.3 below. Therefore we have the usual decomposition
g = g1 ⊕ p , where p = p(n) is the (Killing-)orthogonal of g1 in g . Our first task
here is to describe the vector spaces p in a convenient way. For the basis {h, e,f}
of sl(2) define H = ρ(h), E = ρ(e) and F = ρ(f). More precisely,

H =
n+1∑
i=1

(n+ 2− 2i)Eii, E =
n∑
i=1

miEi,i+1, F =
n∑
i=1

Ei+1,i;

here
mi = i(n− i+ 1), for i = 1, . . . , n.

Also define h1 = KH , a Cartan subalgebra of g1 . Now for an (n+ 1)-by-(n+ 1)
matrix M = (xij) we have the following equivalences: 〈M,F 〉 = 0 if and only if
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∑n
i=1 xi,i+1 = 0; 〈M,H〉 = 0 if and only if

∑n+1
i=1 (n+2− 2i)xii = 0; 〈M,E〉 = 0 if

and only if
∑n

i=1mixi+1,i = 0. Hence it immediately follows that we have a direct
sum decomposition

p = l⊕
{

(xij) | xii = 0 and
n∑
i=1

xi,i+1 = 0 =
n∑
i=1

mixi+1,i

}
,

where
l = l(n) = {M ∈ h | 〈M, h1〉 = 0},

the orthogonal of h1 in h . If we define

X i = −E12 + Ei+1,i+2, Y i = −(mi+1/m1)E21 + Ei+2,i+1,

for 1 ≤ i ≤ n− 1, then we have the following explicit description of p .

Lemma 3.1.

p(n) = l(n) +
∑

|i−j|≥2

KEij +
n−1∑
i=1

KX i +
n−1∑
i=1

KY i.

Note. In what follows, if there will be a danger of ambiguity, we will write the
superscript “n”, as 〈n〉 , in all the symbols we have defined; e.g., g〈n〉 , H〈n〉 , m

〈n〉
i ,

X
〈n〉
i , etc.

The purpose of the following theorem is to gather a number of interesting
facts about pairs (sl(n + 1), sl(2)). Concerning the claim (i), recall the following
general fact; see, e.g., Corollary 5.31 in [Kn1]. Suppose G is a semisimple Lie
algebra, H is a split Cartan subalgebra, ∆ = ∆(G,H) and ∆+ is a choice of
positive roots. Define a nilpotent subalgebra N =

⊕
α∈∆+ Gα . If V is a finite

dimensional G-module, then the subspace VN of N-invariants has an H-module
structure which determines V up to equivalence.

Theorem 3.2. (i) As a g1 -module, p(n) is simple if and only if n = 2. More
precisely, the g1 -module structure of p(n) is given by

p(n) = V 1
4$ ⊕ V 1

6$ ⊕ · · · ⊕ V 1
2n$

= V 1
(n+2)$ ⊗ V 1

(n−2)$;

here $ denotes the fundamental weight for sl(2).

(ii) The pair (g, g1) is symmetric if and only if n = 2.

(iii) For n ≥ 3 we have
[p(n), p(n)] = g.

(iv) g1 is self-normalizing in g.

(v) h is the unique Cartan subalgebra of g containing h1 .
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Remark 3.3. As we already said in the Introduction, (i) of the theorem is the
first step of a more general branching problem. We should also mention here the
work of Osinovskaya who consider a similar problem but in a different setting.
More precisely, she consider the problem of decomposability of restrictions of
representations ρ for classical groups G to certain naturally embedded subgroups
H of small rank; in particular when H is of type A1 or A2 (see [O1], [O2]).
But let us also emphasize that the fact that H is naturally embedded has as a
consequence that ρ|H is “more decomposable” than in the situations which we aim
to study (cf. Exercise 2 on p. 34 in [Hu]); i.e., the setting of pairs (g, g1) within
the class P . As an illustration of the claim that sometimes the restrictions ρ|g1 of
some irreducible representations ρ of g will have a “small number” of irreducible
constituents we point out at the pair (so(7),G2) from P . A famous fact, which
is due to Levasseur and Smith ([LS], Sect. 3), says that there is a particular
interesting infinite-dimensional irreducible so(7)-representation which is also as a
G2 -representation irreducible.

Proof. (i) We will show that the h1 -module p(n)E of E -invariants is of
dimension n− 1. The second step is more precise; i.e., this module is multiplicity
free with the set of h1 -weights {2k$ | 2 ≤ k ≤ n} . For that first note that

l =

{n+1∑
i=1

diEii |
n+1∑
i=1

(n+ 2− 2i)di = 0 =
n+1∑
i=1

di

}
.

Next, it is easy to check that the following holds:

[E,Eij] = mi−1Ei−1,j −mjEi,j+1 for 1 ≤ i, j ≤ n+ 1,

[E,X i] = m2E13 +miEi,i+2 −mi+2Ei+1,i+3 for 1 ≤ i ≤ n− 1,

[E,Y i] = mi+1(E22 − E11 + Ei+1,i+1 − Ei+2,i+2) for 1 ≤ i ≤ n− 1;

(7)

of course, we understand that Ekl = 0 if k < 1 or l > n+ 1.

Let M ∈ p(n)E , and decompose it in accordance with Lemma 3.1 as

M = l +
n−1∑
i=1

siX i +
n−1∑
i=1

tiY i +
∑

|i−j|≥2

cijEij, (8)

where l ∈ l and si, ti, cij ∈ K . Then

0 = [E,M ] = S1 + S2 + S3 + S4 + S5, (9)

where S1 = [E, l] , S2 =
∑

i si[E,X i] , S3 =
∑

i ti[E,Y i] , S4 =
∑

i−j≥2 cij[E,Eij]
and S5 =

∑
j−i≥2 cij[E,Eij] . Obviously, taking into account the above formulas

for commutators (7), we see that the equality (9) holds if and only if Si = 0 for all
i . Thus in particular, since S1 = −

∑n
i=1miαi(l)Ei,i+1 , it is straightforward that

l = 0.

Now we treat a more complicated term, i.e., the equality S2 = 0. In order
to see what’s going on let us first take for example n = 4. Now

0 = S2 = (s1(m1 +m2) + s2m2 + s3m2) E13

+(−s1m3 + s2m2) E24

+(−s2m4 + s3m3) E35;
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here the summands are arranged so that the corresponding Eij ’s are lexicograph-
ically ordered. Then for k ≥ 4 define a matrix

Ak4 =

mk
1 +mk

2 mk
2 mk

2

−mk
3 mk

2 0
0 −mk

4 mk
3

 .

Analogously for arbitrary k ≥ n ≥ 3 we will have matrices Akn ; in particular, Ak3
is obtained by deleting the 3rd row and 3rd column in Ak4 . It is easy to check by
induction that

Akn+1 =

(
Akn Ck

n+1

Rk
n+1 mk

n

)
for k ≥ n+ 1,

where Rk
n+1 =

(
0 · · · 0 −mk

n+1

)
and Ck

n+1 =
(
mk

2 0 · · · 0
)t

are row and
column vectors of length n− 1, respectively (“t” denotes the transpose). Hence,
by expansion according to the nth column,

det(Akn+1) =
n∏
i=1

mk
i+1 +mk

n detAkn.

In particular, det(Akn) > 0 for all n and k ≥ n , and therefore s1 = · · · = sn−1 = 0.
The case S3 = 0 is easy; here one also has that t1 = · · · = tn−1 = 0. In order to
treat the equality S4 = 0, we just have to rewrite

S4 =
n+1∑
i=3

i−2∑
j=1

cij(mi−1Ei−1,j −mjEi,j+1).

Hence it obviously follows that cij = 0 for all (i, j) such that i ≥ j+2. It remained
to treat the most complicated situation, i.e., S5 = 0. Again, as for S2 = 0, it will
be instructive to first see what we have for small n ’s. For n = 3, S5 = 0 is
equivalent to the system-equation

(Σ3) −m3c13 +m1c24 = 0

in the unknowns c13 , c14 , c24 . Also for n = 4 we obtain the system

−m3c13 +m1c24 = 0

(Σ4) −m4c14 +m1c25 = 0

−m4c24 +m2c35 = 0

in the unknowns c13 , c14 , c15 , c24 , c25 , c35 . For general n ≥ 3 we will have a
system (Σn), consisting of (n− 2)(n− 1)/2 equations in (n− 1)n/2 unknowns cij
for 1 ≤ i ≤ j − 2 ≤ n− 1, given as follows:

−mjc1j +m1c2,j+1 = 0 for j = 3, . . . , n

· · · · · ·
(Σn) −mjckj +mkck+1,j+1 = 0 for j = k + 2, . . . , n

· · · · · ·
−mncn−2,n +mn−2cn−1,n+1 = 0.
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We claim that the solution of (Σn ) is an (n − 1)-dimensional vector space. In
other words, dim p(n)E = n− 1. To see this define vectors v1, . . . ,vn−1 by

vi = Ei,i+2 +
mi+2

m1

E2,i+3 +
mi+2

m1

mi+3

m2

E3,i+4 + · · · ;

more precisely, the above sum defining vi has n− i summands where the (k+1)th

one, for 1 ≤ k < n − i , equals
∏k

j=1(mj+i+1/mj)Ek+1,k+i+2 . Now it is easy to
check that

p(n)E = spanK{v1, . . . ,vn−1}.
Furthermore, as (6) implies

[H,Eij] = 2(j − i)Eij, (10)

we then obviously have [H,vi] = 2(i + 1)vi . Thus p(n)E is an h1 -module where
every vi is an eigenvector for h1 -action with the eigenvalue 2(i+ 1). This means
that we have an equality of g1 -modules

p(n) = V 1
4$ ⊕ V 1

6$ ⊕ · · · ⊕ V 1
2n$ for n ∈ N.

As a special case of the Littlewood-Richardson rule for sl(2) we have that p(n)
can be written as the tensor product V 1

(n+2)$ ⊗ V 1
(n−2)$ .

(ii) and (iii) We have (∆2)+ = {α1, α2, α1 + α2} . Choose the root vectors
Xα1 = E12 , Xα2 = E23 , Xα1+α2 = E13 and X−α = (Xα)

t for α ∈ (∆2)+ (“t”
denotes the transpose). Since l(2) = KL , where L = E11 − 2E22 + E33 , we have
(see Lemma 3.1)

p(2) = KL+ KX1 + KY 1 + KXα1+α2 + KX−α1−α2 ;

note that X1 = −Xα1 +Xα2 and Y 1 = −X−α1 +X−α2 . Since

[X1, X−α1−α2 ] = F,

[Xα1+α2 , X−α1−α2 ] = H/2 = [X1,Y 1],

[Xα1+α2 ,Y 1] = E/2,

and
[L,Y 1] = 3F, [X1, L] = 3F/2, [X±(α1+α2), L] = 0,

we conclude that [p(2), p(2)] ⊆ g
〈2〉
1 . By Lemma 1.3(i) we have that (g〈2〉, g

〈2〉
1 ) is

a symmetric pair.

Let n ≥ 3. Then first note that

[X i,Y j] =
mj+1

m1

(E11 − E22) + δij(Ei+1,i+1 − Ei+2,i+2).

Hence in particular [X2,Y 1] ∈ [p(n), p(n)], and so E11 − E22 ∈ [p(n), p(n)].
Furthermore it is clear that Ei+1,i+1 − Ei+2,i+2 ∈ [p(n), p(n)] as well, for all i .
Thus h ⊆ [p(n), p(n)]. Now define

λk =

{
E11 − nEnn + (n− 1)En+1,n+1 if k = 1,

−
(
n−k+1
n

)
E11 + Ekk +

(
1−k
n

)
En+1,n+1 if 2 ≤ k ≤ n.
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Clearly, λk ∈ l(n). For 1 < i < j we have

[λi, Eij] =

{
Eij if j ≤ n,(
n+i−1
n

)
Ei,n+1 if j = n+ 1,

and also

[λ1, E1j] =


E1j if 2 ≤ j < n,

(n+ 1)E1n if j = n,

(2− n)E1,n+1 if j = n+ 1.

We conclude that Eij ∈ [p(n), p(n)] for all i < j . The same conclusion for i, j
such that i > j follows so that one transposes the above commutators. Thus we
have both (ii) and (iii) proved.

(iv) First note that for all i we have

[H,X i] = 2X i, [H,Y i] = −2Y i. (11)

(But {H,X i,Y i} is not a standard triple.) Now write an arbitrary M ∈ p(n)g1

as in (8). By (10) and (11), from [H,M ] = 0 it clearly follows that M = l ∈ l .
Furthermore, from [E, l] = 0 we easily conclude that l = 0. It remained to take
into account Lemma 1.3(ii).

(v) It is sufficient to show that α(H) 6= 0 for every root α ∈ ∆(g, h); see
Lemma 4.2 below. But this is clear by (10).

Remark 3.4. Concerning the claim (ii) above it is interesting to note the

following. The map θ : g〈2〉 → g〈2〉 , θ(x1 + p) = x1 − p , for x1 ∈ g
〈2〉
1 and

p ∈ p(2), is explicitly given by

θ

d1 x1 x3

y1 d2 x2

y3 y2 d3

 =

−d3 x2 −x3

y2 −d2 x1

−y3 y1 −d1

 ;

obviously θ2 = 1g〈2〉 , and by Lemma 1.3(i) we know that θ ∈ Aut g〈2〉 . (Of course,
the latter fact can be checked straightforwardly too.)

Suppose for the moment that K is algebraically closed, and (g, g1) is any
pair from P . For a Cartan subalgebra h1 of g1 , consider the corresponding pair
(h, h1). Also, let ∆ = ∆(g, h) and ∆1 = ∆(g1, h1). From the point of view of
representation theory it is interesting to know how ∆ and ∆1 are mutually related.
More precisely, we often have to know how to write a particular Xβ ∈ (g1)β ,
β ∈ ∆1 , as a linear combination of Xα ∈ gα , α ∈ ∆ (see [LS]). Concerning this
it is also useful to find various pairs of compatible Borel subalgebras (see [BK]
and [Ks3]), and more generally, pairs of compatible parabolic subalgebras; note
in particular that for a chosen Borel subalgebra b1 of g1 there is a unique Borel
subalgebra b of g such that the pair (b, b1) is compatible. Here “compatible” has
the following meaning.

Definition 3.5. Under the above setting, we say that a pair (q, q1) of parabolic
subalgebras h ≤ q ≤ g and h1 ≤ q1 ≤ g1 is compatible with (h, h1), or just
compatible, if q1 ≤ q .
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In general, given a reducible pair (g, g1) such that moreover g1 is self-
normalizing in g , one can ask whether g1 is a maximal subalgebra of g (cf. Lemma
1.3(iii) and [Š3, Sect. 5; in particular, Ex. 5.10]). Concerning this we give the
following instructive example.

Example 3.6. Consider the pair (g, g1) = (sl(4), sl(2)). Define c̃ = KH + Kϑ ,
where ϑ = E22 − E33 ; note that H = 3(E11 − E44) + E22 − E33 . The fact is that
there is a subalgebra g1 ⊆ s̃ ⊆ g , s̃ ∼= sp(4), such that c̃ is its Cartan subalgebra.

For these s̃ and c̃ , the simple roots are Π(s̃, c̃) = {α̃, β̃} and the positive roots

are ∆+(s̃, c̃) = {α̃, β̃, α̃ + β̃, α̃ + 2β̃} , where α̃ = α2|c and β̃ = α3|c ; recall that
Π(g, h) = {α1, α2, α3} . Now it is an easy exercise to check that s̃ = u− ⊕ c̃⊕ u+ ,
where u± =

⊕
γ∈∆±(es,ec)Xγ , and

Xeα = E23, Xeβ = E12 + E34

Xeα+eβ = [Xeβ, Xeα] = E13 − E24, Xeα+2eβ = [Xeβ, Xeα+eβ] = −2E14.

Let b1 = h1⊕KE , b̃ = c̃+u+ and b = h⊕
⊕

δ∈∆+ Xδ be the corresponding
Borel subalgebras of g1 , s̃ and g , respectively, determined by the sets of positive
roots; here E = 3E12 + 4E23 + 3E34 . For later use note the following

Observation. A pair of embeddings g1 ⊆ s̃ ⊆ g is compatible in the above
sense; i.e.,

b1 ⊆ b̃ ⊆ b.

Example 3.7. (i) Given matrices X, Y, Z, T ∈ Mn(K), define a block-matrix
M =

(
X Y
Z T

)
∈ M2n(K). Let M 7→ M ] be the symplectic involution, where

M ] =
(
T t −Y t

−Zt Xt

)
. Then sp(2n) = {M | M ] = −M} ; i.e., sp(2n) consists of

all matrices of the form M =
(
X Y
Z −Xt

)
, where Y t = Y and Zt = Z . This is a

standard embedding of sp(2n) into sl(2n); see [Š2], and also [Š4] for the prime
characteristic setting. In particular, for s′ = sp(4) and its Cartan subalgebra c′ =
K(E11−E33)+K(E22−E44), we have Π = {α, β} and ∆+ = {α, β, α+β, α+2β} ,
where α = 2e2 and β = e1 − e2 . Then for the corresponding root vectors we can
take the following:

Xα = E24, Xβ = E12 − E43

Xα+β = E14 + E23, Xα+2β = E13.

Concerning the previous example and included observation we have the
following fact. For b1, b being as before, and a Borel subalgebra b′ = c′ ⊕ n′ of
s′ , where n′ =

⊕
γ∈∆+ Xγ , we have h1 6⊆ c′ ; and also b1 6⊆ s′ . At the same time

c′ ⊆ h , but the pair (b, b′) is not compatible.

(ii) A slightly different, realization of sp(2n) within sl(2n) is given by
sp(2n) = {M | M † = −M} , where M2n(K) 3 M 7→ M † is the same map as
in Subsection 4 below. Thus sp(2n) consists of all matrices M =

(
X Y
Z −Xτ

)
, where

Y τ = Y and Zτ = Z . In particular for s′′ = sp(4) and its Cartan subalgebra
c′′ = K(E11 − E44) + K(E22 − E33) we have c′′ = c̃ , with c̃ being as in Example
3.6.
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Note that here h1 ⊆ c′′ ⊆ h . Next define b′′ = c′′ ⊕ n′′ , where

n′′ = spanK{E12 − E34, E13 + E24, E14, E23},

the nilpotent radical taken in the obvious way. Clearly, the pair of Borel subalge-
bras (b, b′′) is compatible. But at the same time E 6∈ b′′ , and so the pair (b′′, b1)
is not compatible.

4. The role of principal TDS

Throughout this section we assume that the reader is familiar with [Ks1]. In partic-
ular, we use the Kostant’s terminology. Let us begin by the following proposition.
Although quite simple it provides a crucial observation in our approach.

Proposition 4.1. Suppose we have a pair (g, g1) satisfying the condition (C).
Suppose also that a subalgebra a ⊆ g1 is such that a is self-normalizing in g. Then
g1 is self-normalizing in g as well.

Proof. Take some x ∈ Ng(g1). According to the decomposition g = g1 ⊕ p ,
write x = x1 + p . Using the inclusion [g1, p] ⊆ p (Lemma 1.2), it immediately
follows that

[p, g1] = 0.

Thus in particular [p, a] = 0. Hence, as a is self-normalizing in g , we have that
p ∈ a . By the fact a ⊆ g1 , we conclude that p ∈ p ∩ g1 = 0. This means that
x = x1 ∈ g1 .

Concerning the condition (Q1), stated in the Introduction, for the conve-
nience of the reader and later use we formulate the following result. It might be
understood as a “weak version” of Theorem 3.5 in [Š3]; see also Remark 3.8 there.

Lemma 4.2. Suppose g is a semisimple K-Lie algebra, and g1 is a subalgebra
reductive in g. Let c1 and c be any Cartan subalgebras of g1 and g, respectively,
such that c1 ⊆ c. Suppose that for every root φ ∈ ∆(g, c), the restriction

φ|c1 6= 0.

Then the condition (Q1) holds. More precisely, for h1 given, the subalgebra h is
equal to the centralizer Cg(h1).

We also state the following auxiliary result. It is an easy consequence of
Lemma 1.1.

Lemma 4.3. Let g be a semisimple Lie algebra, and s any TDS. Then the pair
(g, s) satisfies the condition (C).

Let again g be a semisimple Lie algebra. Suppose h is a split Cartan
subalgebra. Let ∆ = ∆(g, h). For a choice of a basis Π of ∆, let ∆± be the set
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of positive/negative roots. Given a root φ ∈ ∆± , we know that φ =
∑

α∈Π nαα ,
where ±nα ∈ N0 for all α . Recall that the level, or order, of φ is given as

o(φ) =
∑
α∈Π

nα.

Under the above setting we introduce the following terminology.

Definition 4.4. A nilpotent element

e =
∑
φ∈∆+

cφXφ ∈
⊕
φ∈∆+

gφ, cφ ∈ K,

is called a (positive) principal nilpotent element if

cφ 6= 0, ∀φ ∈ Π.

A subalgebra s of g , defined by

s = spanK{f, h, e},

is called a principal TDS if e is a principal nilpotent element.

Now we are ready for a proof of our third main result, i.e. Theorem 0.3.

Proof. First notice, by a careful inspection of the argument which follows,
how we may assume that the base field K is algebraically closed; the details for
checking this will be left to the reader.

By Proposition 4.1, we know that (g, g1) satisfies (Q2). We have to see
that it satisfies (Q1) as well. For that purpose suppose to the contrary; i.e., let h1

be a Cartan subalgebra of g1 for which there are two distinct Cartan subalgebras
h , h′ of g that both contain h1 .

Let now c′ be an arbitrary Cartan subalgebra of s . Then c′ is a commu-
tative subalgebra of g1 all of whose elements are semisimple, when understood as
elements of g1 ; here we use that s is reductive in g1 . So there exists a Cartan
subalgebra h′1 of g1 such that c′ ⊆ h′1 . Now, if we denote by G1 the adjoint group
of g1 , there exists g ∈ G1 such that g.h′1 = h1 . Define c = g.c′ . It is clear that
c ⊆ h1 . Furthermore, c is a Cartan subalgebra of s̃ = g.s .

Finally, as a conclusion of all that we noticed, it follows that the pair (g, s̃)
does not satisfy (Q1); a contradiction.

Theorem 0.3 suggests that it would be useful to study the set of all subal-
gebras, of a given (complex) Lie algebra g , that satisfy the following definition.

Definition 4.5. Let g be a semisimple Lie algebra. A reductive subalgebra
g1 is a principal subalgebra of g if there exists a principal TDS s of g such that
s ⊆ g1 .
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Suppose now that g is a complex simple Lie algebra, and s ⊆ g is a principal
TDS. Then, by Lemma 4.3, the pair (g, s) satisfies (C). Next we have g = s⊕ p ,
where p is as usual. By a Kostant’s analysis in [Ks1] we in particular know that
p , as an s-module for the adjoint representation, is given as follows:

p = V1 ⊕ · · · ⊕ Vn−1.

Here every Vi is a simple module, and dimVi is odd and ≥ 5. Moreover, n is
the rank of g , and dimVi 6= dimVj whenever i 6= j . Using this it is clear that
Ng(s) = s ; i.e., (g, s) satisfies (Q2). Furthermore, it turns out that this pair
satisfies (Q1) as well. Thus we have the following.

Theorem 4.6. Let g be a complex semisimple Lie algebra, and let s be a
principal TDS. Then the pair (g, s) is from the class P .

Let now g be a semisimple K-Lie algebra, where K is any field of charac-
teristic zero. Let s be a principal TDS. The purpose of the rest of this section is to
give a strong support to the following, somewhat loosely formulated, observation.

Observation 4.7. A number of such pairs (g, s) belong to the class P .

In particular the presented arguments will be sufficient to obtain Theorem 0.2.

Kostant’s approach in [Ks1] relies, at some crucial points, on the fact that
the base field K equals C . Although it is very likely that the main conclusions of
that paper hold for any algebraically closed field K of characteristic zero, we do
not know whether this is indeed the case. So in order to deduce Theorem 0.2 we
present another approach, which is in a sense “roundabout”; and do not intend
to imitate the full force of Kostant’s deep insights. Besides, it provides particular
information concerning the following general question which is interesting in its
own right.

Question 4.8. Given any semisimple Lie algebras g ⊆ G , when we have the
following:

(•) There exists a principal nilpotent element e ∈ g so that at the same time e
is principal nilpotent when it is considered as an element of G?

Our strategy, concerning Observation 4.7, is as follows. First, with no loss
of generality, we will assume that g is simple. Then we will search for a convenient
embedding

g ↪→ G = Gm = sl(m,K)

which has an appropriate e as in (•) of Question 4.8. Now having such e we will
find h, f ∈ g so that {f, h, e} is a standard triple. Thus s = spanK{f, h, e} will be
a principal TDS of g . But as s is also a principal TDS of G , we have that in
particular NG(s) = s ; here we use Theorem 0.1(I). Of course, as a consequence,
s is self-normalizing in g as well; i.e., (Q2) holds. By Lemmas 4.2 and 4.3, the
conditions (C) and (Q2) will hold as well.
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For further needs we also formulate the following obvious lemma.

Lemma 4.9. Suppose that K is algebraically closed. Let g be a Lie algebra,
and G be its adjoint group. Let s and s′ be any G-conjugated subalgebras of g;
i.e., s′ = g · s, for some g ∈ G. Then the normalizers Ng(s) and Ng(s

′) are
G-conjugated as well. In particular, s is self-normalizing in g if and only if s′ is
of the same kind.

As it will be shown below, the above explained will work when g is classical
of type Cn or Bn . But it will not work for g of type Dn ; see Remark 4.11. Now
we will prove by direct computation that the corresponding pairs (g, s) belong
to P . Finally, as an illustration we will also show the latter claim when g is
an exceptional Lie algebra of type G2 . Again our proof will be a straightforward
computation.

Let for the moment K be an arbitrary field. Given i ∈ N , define si to
be the i-by-i matrix having 1 on the skew diagonal and 0 elsewhere. Now for a
matrix M ∈Mkl(K) we define

M τ = slM
tsk;

the map M 7→ M τ is the skew transpose. Notice this obvious fact: For matrices
M1 ∈Mjk(K) and M2 ∈Mkl(K) we have

(M1M2)
τ = M τ

2M
τ
1 .

4.1. g of type Cn .

Let now G = G2n = sl(2n,K). As in Sect. 2 of [Š4], for ε = ±1 define a
map A 7→ A† = A†

ε , on block-matrices, given by(
X Y
Z T

)
= A 7−→ A† =

(
T τ εY τ

εZτ Xτ

)
.

Next define a Lie algebra

gε = {A ∈ G | A† = −A}

=
{(

X Y
Z −Xτ

)
∈M2n(K) | Y + εY τ = Z + εZτ = 0

}
;

of course, g− = sp(2n,K) and g+ = so(2n,K). As the map Θ = Θε , given by
A 7→ −A†

ε , is an involutive automorphism of G , we have the following (cf. [Š3],
Corollary 4.5 and Theorem 4.6]).

Lemma 4.10. The pairs (G, gε) are symmetric, and thus in particular they are
from the class P .

Symplectic case; i.e., ε = −1. Define diagonal matrices

Hi = Eii − E2n+1−i,2n+1−i, 1 ≤ i ≤ n.
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Let
h = spanK{H1, . . . , Hn};

h is a Cartan subalgebra of g = g− . Let εi ∈ h∗ define the dual basis, i.e.,
εi(Hj) = δij . For a basis of the corresponding root system ∆ = ∆(g, h) we take

Π = {α1, . . . , αn},

where αi = εi − εi+1 , for 1 ≤ i < n , and αn = α−n = 2εn . We also choose

Xαi
=

{
Ei,i+1 − E2n−i,2n−i+1 for 1 ≤ i < n,

En,n+1 for i = n.

Put

e =
n∑
i=1

Xαi
∈ g.

For this e we clearly have the condition (•) of Question 4.8 fulfilled.

Remark 4.11. Analogously as above, we can consider the even orthogonal case,
i.e., ε = 1. We have the same Cartan subalgebra h , and dual basis (εi). Also,
Π = {α1, . . . , αn} , with only difference that now αn = α+

n = εn−1 + εn ; and
correspondingly,

Xαn = En−1,n+1 − En,n+2.

But a problem here is that there is no e ∈ g = g+ which is principal nilpotent so
that at the same time e is principal nilpotent while considered as an element of
G . Thus, as we already said, the case when g is of type Dn must be treated in a
different way.

4.2. g of type Bn .

Let now m = 2n + 1 and G = Gm = sl(m,K). Similarly as in Sect. 2 of
[Š5], define a map A 7→ A† . This map, on block-matrices, is given by a r1 r2

c1 X Y
c2 Z T

 = A 7−→ A† =

 a c2
τ c1

τ

r2
τ T τ Y τ

r1
τ Zτ Xτ

 ;

here: a ∈ K , ri ∈ M1n(K), ci ∈ Mn1(K) and X, Y, Z, T ∈ Mn(K). Define a Lie
algebra

g = {A ∈ G | A† = −A};
an easy computation shows that A ∈ g if and only if

A =

 0 r1 r2

−r2
τ X Y

−r1
τ Z −Xτ

 ,

where Y τ + Y = Zτ + Z = 0. Analogously as in the previous subsection,
Θ : A 7→ −A† is an involutive automorphism of G . Hence the following analogue
of Lemma 4.10.



758 Širola

Lemma 4.12. The pair (G, g) is symmetric, and thus in particular it is from
the class P .

Let us now agree to count the rows and columns of matrices A ∈ g as
0, 1, . . . , 2n . Then define diagonal matrices H1, . . . , Hn to be the same as for the
symplectic case. Let also h , (εi), Π = {α1, . . . , αn} and Xαi

be as there, with
only difference that now αn = εn ; and correspondingly,

Xαn = −En,n+1 + En+1,n+2.

Again the element e , given as in the previous subsection, satisfies (•) of Question
4.8.

4.3. g of type Dn .

Let g = g+ ⊆ G = G2n , and Hi , εi , αi and Xαi
, for 1 ≤ i ≤ n , be as

in Subsection 4; see Remark 4.11. Let also h , Π and e be the same as there. In
particular e is principal nilpotent, as an element of g . We need an element h ∈ h

so that [h, e] = 2e ; i.e., αi(h) = 2, for 1 ≤ i ≤ n . It immediately follows that

h = 2
n−1∑
i=1

(n− i)Hi.

Next we need an element f ∈ g so that [e, f] = h ; it is clear that then [h, f] = −2f
as well. Writing

f =
n∑
i=1

aiX−αi
, ai ∈ K,

we obtain

[e, f] =
n−1∑
i=1

ai(Hi+1 −Hi)− an(Hn +Hn−1).

Hence an easy computation gives that

an−1 = an = −
n−1∑
j=1

j and ai = −2
i∑

j=1

(n− j), 1 ≤ i ≤ n− 2.

Thus we have a standard triple {f, h, e} , and so s = spanK{f, h, e} , a principal
TDS.

Claim. The pair (g, s) is from the class P .

Proof. (I) As the first step we will show that s is self-normalizing in g . For
that purpose, suppose that x ∈ Ng(s). Let us write x = x− + x0 + x+ , where
x0 ∈ h , and

x± =
∑
φ∈∆+

c±φX±φ, c±φ ∈ K.

Notice that
[h, x] = [h, x−] + [h, x+] ∈ s.
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Then we consider
[h, x+] =

∑
φ∈∆+

cφφ(h)Xφ.

Suppose that there is some φ0 ∈ ∆+ such that o(φ0) < 1 and cφ0 6= 0. It
immediately follows that then φ0(h) 6= 0, and as a consequence,

x± =
n∑
i=1

c±i X±αi
, c±i ∈ K.

Now we have [x, e] = Ω + [x+, e] ∈ s , where Ω = [x−, e] + [x0, e] , and also

[x+, e] =
∑

1≤i<j≤n

(c+i − c+j )[Xαi
, Xαj

].

As it holds that

{φ ∈ ∆+ | o(φ) = 2} = {αi + αi+1 | 1 ≤ i ≤ n− 2} ∪ {αn−2 + αn},

it is easy to deduce that c+1 = · · · = c+n = c+ . That is, x+ = c+e , for some c+ .
Analogously, x− = c−f , for some c− . Hence,

x = c−f + x0h + c+e.

Notice now how [x, e] ∈ s implies that

[x0, e] =
n∑
i=1

αi(x
0)Xαi

∈ s.

Obviously,
α1(x

0) = · · · = αn(x
0).

Denoting the latter element by ω , and supposing that ω 6= 0, it follows at once
that x0 = c0h , where c0 = ω/2 ∈ K . Thus we have proved that x ∈ s .

(II) As we have αi(h) = 2, for every i , it is clear that φ(h) ∈ 2N , for every
φ ∈ ∆+ . Define now h1 = Kh , a Cartan subalgebra of s . By Lemma 4.2 it is then
obvious that h is indeed a unique Cartan subalgebra of g containing h1 .

4.4. g of type G2 .

Here we will first recall a well known realization of a simple Lie algebra of
type G2 as a subalgebra of so(7,K). More details can be found in Sect. 2 of [LS],
and Sect. 3 of [Š1].

Consider a standard embedding g = so(8,K) ↪→ sl(8,K). Let h =
spanK{H1, . . . , H4} , a split Cartan subalgebra, and (εi) be the dual basis; see
Remark 4.11 again.

Define now h1 = spanK{H1, H2, H3} , and let then ηi be the restrictions of
εi to h1 , for 1 ≤ i ≤ 3. Put

∆+
1 = {η1, η2, η3} ∪ {ηi ± ηj | 1 ≤ i < j ≤ 3},
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and also

Π1 = {β1, β2, β3}, where β1 = η1 − η2, β2 = η2 − η3, β3 = η3.

For ∆1 = ∆+
1 ∪ (−∆+

1 ) and conveniently chosen (root) vectors Xφ , φ ∈ ∆1 , we
have that

g1 = h1 ⊕
⊕
φ∈∆1

KXφ

is a simple Lie algebra of type B3 ; i.e., g1 = so(7,K).

Let σ be an order 3 automorphism, of the Dynkin diagram of type D4 ,
satisfying σ(ε3 + ε4) = ε3− ε4 ; here D4 -diagram is labeled as in [LS]. By the same
letter σ we denote a unique extension to an automorphism of g . Let g2 = gσ ,
the fixed point algebra for σ . Then g2 is a simple Lie algebra of type G2 , and
h2 = g2∩h is its split Cartan subalgebra. Let Π2 = {α1, α2} be a basis of the root
system ∆2 = ∆(g2, h2), where α1 (resp. α2 ) is the short (resp. long) simple root.
Then in particular for the root vectors, corresponding to α1 and α2 , we have:

Xα1 = Xβ1 +Xβ3 , Xα2 = Xβ2 .

Therefore

e = Xα1 +Xα2

is a principal nilpotent element of g2 . But it is also principal nilpotent as an
element of g1 .

Define now Hφ ∈ h2 , for φ ∈ ∆2 , as usual. We want to find h =
u1Hα1 + u2Hα2 such that [h, e] = 2e . Hence, using that α2(Hα1) = −3 and
α1(Hα2) = −1, it follows that u1 = 6 and u2 = 10, i.e.,

h = 6Hα1 + 10Hα2 .

Next we need f such that [e, f] = h . Proceeding as for h and using the equalities
[Xφ, X−φ] = −Hφ , for φ ∈ ∆2 , it is easy to see that in fact

f = −6X−α1 − 10X−α2 .

Now we consider a principal TDS s = spanK{f, h, e} , as before. Let c = Kh , a
Cartan subalgebra. Knowing all the positive roots, it immediately follows that

φ(h) ∈ {±2,±4,±6,±8,±10}, φ ∈ ∆+
2 .

By Lemma 4.2, h2 is a unique Cartan subalgebra of g2 containing c . Thus we
have “one half” of the following

Claim. The pair (g2, s) is from the class P .

For the “second half” we have to see that Ng2(s) = s . But as e is principal
nilpotent in g1 as well, by what we know from Subsection 4, it follows that
moreover Ng1(s) = s .
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5. On trivial extension

Suppose for the moment that r is an arbitrary reductive Lie algebra. For any
f ∈ r∗ define an alternating bilinear form βf (x, y) = f([x, y]). For any S ⊆ r ,
define a subspace Sf = {x ∈ r | βf (x, S) = 0} . In particular, the radical rf of βf is
a Lie subalgebra of r . Recall that f is a nilpotent element of r∗ if f(rf ) = 0. Also,
f is semisimple if rf is reductive in r . For a nondegenerate symmetric invariant
bilinear form φ on r , define an isomorphism K = Kφ : r → r∗ , K(x) = φ(x, . ).
Then rf = rK

−1(f) , the centralizer of K−1(f) in r .

Let, again, (g, g1) be a pair where g is semisimple. The following proposi-
tion is interesting in its own right.

Proposition 5.1. For any µ ∈ g∗1 , the vector subspace

s(µ) = T (µ) + [T (µ), T (µ)]

is a subalgebra of g, contained in gE(µ) . Furthermore, E(µ)|s(µ) = 0.

Proof. Let us write s = s(µ), and define

s′ = T (µ) + π([T (µ), T (µ)]).

We will first show that s = s′ . For that purpose take any z1, z2 ∈ T (µ), and then
decompose [z1, z2] = y + w , y ∈ g1 and w ∈ p . Note that

E(µ)([w, p]) = E(µ)([[z1, z2], p])

= E(µ)([z2, [p, z1]])− E(µ)([z1, [p, z2]]) = 0.
(12)

Thus we conclude that w ∈ T (µ), and hence it is clear that

[T (µ), T (µ)] ⊆ s′; (13)

i.e., s ⊆ s′ . On the other hand, since y = π([z1, z2]) = [z1, z2] − w ∈ s , we have
π([T (µ), T (µ)]) ⊆ s and so s′ ⊆ s , as we claimed.

Let now z, z1, z2 ∈ T (µ) be arbitrary, and write again [z1, z2] = y + w .
Then we have

E(µ)([[z, y], p]) = −E(µ)([[p, z], y]) = −E(µ)([[p, z], [z1, z2]])

= E(µ)([z2, [[p, z], z1]])− E(µ)([z1, [[p, z], z2]]) = 0.

Thus we have [z, y] ∈ T (µ), and therefore

[T (µ), π([T (µ), T (µ)])] ⊆ T (µ); (14)

note that (13) and (14) imply the inclusion

[T (µ), s′] ⊆ s′. (15)

For the next step take z1, z2, z
′
1, z

′
2 ∈ T (µ), and decompose [z′1, z

′
2] = y′+w′

and [z1, z2] = y + w as before. Since we know that w,w′ ∈ T (µ), (13) implies
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that [w,w′] ∈ s′ . Also, by (15), we have [[z1, z2], w
′] ∈ s′ ; and, analogously,

[w, [z′1, z
′
2]] ∈ s′ . For the element

[[z1, z2], [z
′
1, z

′
2]] = [[[z1, z2], z

′
1], z

′
2] + [z′1, [[z1, z2], z

′
2]],

by considering the right-hand side and using (15), again, we conclude that it is
also in s′ . It remained to note that then

[y, y′] = [[z1, z2], [z
′
1, z

′
2]]− [[z1, z2], w

′]− [w, [z′1, z
′
2]] + [w,w′]

is in s′ as well. Therefore we have the inclusion

[π([T (µ), T (µ)]), π([T (µ), T (µ)])] ⊆ s′. (16)

By (15) and (16) we see that s′ = s(µ) is a subalgebra of g .

For the inclusion s(µ) ⊆ gE(µ) , first note that by gE(µ) ⊆ g
E(µ)
1 ∩ pE(µ) and

the obvious fact

T (µ) = gE(µ) ∩ p = {z ∈ p | E(µ)([z, g]) = 0},

we have
gE(µ) = gµ1 ⊕ T (µ). (17)

Let us show that
π([T (µ), T (µ)]) ⊆ gµ1 . (18)

To see this take some z1, z2 ∈ T (µ), and let y = π([z1, z2]). Similarly as in (12),
we have

µ([y, g1]) = −µ(π([g1, [z1, z2]])) = −E(µ)([g1, [z1, z2]])

= E(µ)([z2, [g1, z1]])− E(µ)([z1, [g1, z2]]) = 0.

Thus (18) follows.

To finish the proof of the proposition note that, by definition of T (µ),

E(µ)([T (µ), T (µ)]) = 0,

and thus E(µ)(s(µ)) = 0 as well.

As we will see in the following instructive example, in general, s(µ) and gE(µ)

are not equal. Note also that mostly s(µ) will not be an intermediate subalgebra
for the inclusion gµ1 ⊆ gE(µ) .

Example 5.2. Consider the (symmetric) pair (g, g1) = (sl(3), sl(2)) as in
Section 3. Let H , E , F , L , X = X1 , Y = Y 1 and p = p(2) be as there;
see the proof of (ii) in Theorem 3.2. Let 0 6= µ ∈ g∗1 be given by µ(H) = a ,
µ(E) = b and µ(F ) = c , for some a, b, c ∈ K . We consider the following four
possibilities: (I) c 6= 0; (II) a = c = 0 and b 6= 0; (III) c = 0 and a, b 6= 0; (IV)
b = c = 0 and a 6= 0. It is easy to check that

T (µ) = Kz0 and gµ1 = Ky0,
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where z0 and y0 are given as follows. For (I),

z0 = ((a2 − 2bc)/12c2)L− (a/2c)X − (ab/4c2)Y + E13 + (b2/4c2)E31,

and y0 = (a/2c)H + E + (b/c)F . For (II), z0 = E31 , and y0 = F . For (III),
z0 = (a/3b)L − Y + (b/a)E31 , and y0 = (a/2b)H + F . For (IV), z0 = L , and
y0 = H . In all the four cases we have [y0, z0] = 0. Thus gE(µ) is a 2-dimensional
abelian subalgebra of g . It is also easy to see the following: For (I), µ is nilpotent
(resp. semisimple) if a2 + 4bc = 0 (resp. 6= 0); For (II), µ is nilpotent; For
(III) and (IV), µ is semisimple. Hence it follows that for (III) , (IV) and the case
a2 + 4bc 6= 0 in (I), gE(µ) is a Cartan subalgebra of g . For the remaining two
situations this is not so; now, gE(µ) is not self-normalizing.

Remark 5.3. Note that
pE(µ) = g1 ⊕ T (µ)

is not in general a subalgebra of g . To see this take some y ∈ g1 and z ∈ T (µ).
Then [y, z] ∈ pE(µ) if and only if [y, z] ∈ T (µ) if and only if E(µ)([[p, z], y]) = 0.
Let now (g, g1) be as in the previous example, and µ as in (II) there. Then, for
z0 = E31 , E ∈ g1 and E13 ∈ p , we have E(µ)([[E13, z0], E]) = µ(E) 6= 0. Hence,
[g1, T (µ)] 6⊆ pE(µ) .

Suppose now that K is algebraically closed. We conclude by this useful
observation concerning the trivial extension.

Proposition 5.4. Let (g, g1) be a pair where g is semisimple. Assume that
g1 is reductive in g. Then we have the following: µ ∈ g∗1 is semisimple (resp.
nilpotent) if and only if E(µ) ∈ g∗ is semisimple (resp. nilpotent).

Proof. We may assume that g ≤ gl(n,K), for some n . Let G ≤ GL(n,K) be
a connected semisimple algebraic group such that g is its Lie algebra. Also, let
G1 ≤ G be a connected reductive group with Lie algebra g1 . Suppose that µ ∈ g∗1
is semisimple (resp. nilpotent). This means that there exists some semisimple
(resp. nilpotent) element X1 ∈ g1 such that µ belongs to the coadjoint orbit
G1.κ1(X1); see, e.g., Sect. 1.3 in [CM]. In other words, for some g1 ∈ G1 we have
µ = Ad∗ g1(κ1(X1)). That is, using the invariance of β ,

µ(y1) = β(Ad g1(X1), y1), y1 ∈ g1.

Hence, for arbitrary g 3 y = y1 + z , where y1 ∈ g1 and z ∈ p , we have

E(µ)(y) = µ(y1) = Bg(Ad g1(X1), y)

= Ad∗ g1(κ(X1))(y).

Thus we have shown that
E(µ) = g1.κ(X1).

Let now X ∈ g be such that κ(X ) = E(µ). Write X = y1+z , with y1 and z
as before. Then it immediately follows that Bg(z, p) = 0. As Bg is nondegenerate



764 Širola

on p , we conclude that z = 0; i.e., X ∈ g1 . Now for arbitrary u1 ∈ g1 we have

β(X − X1, u1) = Bg(X , u1)− β(X1, u1)

= E(µ)(u1)− µ(u1) = 0.

By (C), X = X1 . It remained to note the following: By the assumption that g1

is reductive in g , X1 is semisimple (resp. nilpotent) as an element of g .

Remark 5.5. (1) The part of the previous proposition concerning nilpotent µ ’s
can be obtained quite easily via the proof of Proposition 5.1. Namely, by definitions
of E(µ) and T (µ), from the above noted equality (17) it clearly follows that for
µ ∈ g∗1 we have µ(gµ1) = 0 if and only if E(µ)(gE(µ)) = 0, i.e., µ is nilpotent if and
only if E(µ) is nilpotent.

(2) Related to Example 5.2 it is also interesting to note the following simple
consequence of the above proposition.

Observation. The subalgebra gE(µ) is reductive in g if and only if µ ∈ g∗1 is
semisimple.

Acknowledgments

The author is grateful to David Vogan for some remarks/corrections in the first version of this
paper. He is also deeply grateful to the referee for his/her excellent job; which cannot be overes-
timated. The referee’s observations and suggestions resulted with a significant improvement of
the submitted version of the paper. In particular, Theorem 0.2 in fact belongs to him/her. The
author is also very grateful to the Editor Simon Gindikin for his understanding of the situation
in which the author has been during the preparations of the revised versions.

References

[B1] Bourbaki, N., “Lie groups and Lie algebras, Chapters 1–3,” Springer-
Verlag, Berlin, 1989.
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