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Dunkl Operators on Rd and Uncentered Maximal Function

Chokri Abdelkefi ∗
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Abstract. We consider Dunkl theory on Rd associated to a finite reflection
group G . We establish first an estimate for the Dunkl translation of the char-
acteristic function of a closed ball with radius ε > 0 centered at 0. Second,
we prove that the uncentered maximal function associated with the Dunkl op-
erators is of weak-type (1, 1). We finally obtain that it is strong-type (p, p) for
1 < p ≤ +∞ .
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1. Introduction

We consider Dunkl operators Ti, 1 ≤ i ≤ d , on Rd , associated to an arbitrary finite
reflection group G and a non negative multiplicity function k , introduced twenty
years ago by C. F. Dunkl in [9] (see next section). Dunkl theory generalizes classical
Fourier analysis on Rd and was further developed by several mathematicians (see
[2, 3, 8, 10, 11, 12, 16, 17, 19, 20, 24, 27]). The Dunkl kernel Ek has been
introduced by C.F. Dunkl in [10]. This kernel is used to define the Dunkl transform
Fk . K. Trimèche has introduced in [28] the Dunkl translation operators τx , x ∈ Rd ,
on the space of infinitely differentiable functions on Rd . At the moment an explicit
formula for the Dunkl translation τx(f) of a function f is unknown in general.
However, such formula is known in two cases: when the function f is radial (see
next section) and when G = Zd

2 . In particular, the boundedness of τx is established
in these cases. As a result one obtains a formula for the convolution ∗k .

The Hardy-Littlewood maximal function was first introduced by Hardy and
Littlewood in 1930 for functions defined on the circle (see [14]). Later it was
extended to various Lie groups, symmetric spaces, some weighted measure spaces
(see [5, 13, 21, 23, 24, 25]), and various hypergroups (see[6, 7, 22]).

In this paper, we establish first an estimate for the Dunkl translation of the
characteristic function of the closed ball with radius ε centered at 0, τx(χB(0,ε)),
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x ∈ Rd, x 6= 0, based on the inversion formula. This estimate plays a key role
to prove the weak-type (1, 1) of the uncentered maximal function Mkf associated
with the Dunkl operators defined for each integrable function f on (R, dνk) by

Mkf(x) = sup
ε>0, z∈C(x,ε)

1

νk(B(0, ε))

∣∣f ∗k χB(0,ε)(z)
∣∣ , x ∈ Rd,

where C(x, ε) =
{

ξ ∈ Rd : max{0, ‖x‖−ε} ≤ ‖ξ‖ < ‖x‖+ε
}

and νk is a weighted

measure on Rd (see next section). We obtain finally that Mk is bounded on Lp

for 1 < p ≤ +∞ . This is an extension to the higher dimension for an arbitrary
finite reflection group G of the results obtained in the rank-one case for G = Z2

in [1]. Previous results were obtained in [24] for the centered maximal function
(i.e. using {x} instead of C(x, ε) in the sup).

The contents of this paper are as follows.
In section 2, we recall some basic definitions, notations and results in Dunkl theory.
In section 3, we establish estimates for τx(χB(0,ε)), x ∈ Rd, x 6= 0, and we prove
that the uncentered maximal function Mkf is of weak-type (1, 1) and strong-type
(p, p) for 1 < p ≤ +∞ .

Along this paper we denote by 〈., .〉 the usual Euclidean inner product in
Rd as well as its extension to Cd × Cd , we write for x ∈ Rd, ‖x‖ =

√
〈x, x〉 and

we use c to denote a suitable positive constant which is not necessarily the same
in each occurrence. Furthermore, we denote by

• E(Rd) the space of infinitely differentiable functions on Rd .

• S(Rd) the Schwartz space of functions in E(Rd) which are rapidly
decreasing as well as their derivatives.

• D(Rd) the subspace of E(Rd) of compactly supported functions.

2. Preliminaries

In this section, we recall some notations and results in Dunkl theory and we refer
for more details to the articles [8, 9, 24] or to the survey [20].

Let G be a finite reflection group on Rd , associated with a root system
R . For α ∈ R , we denote by Hα the hyperplane orthogonal to α and we set
Řd = Rd\H where H =

⋃
α∈R Hα . For a given β ∈ Řd , we fix a positive subsystem

R+ = {α ∈ R : 〈α, β〉 > 0} . We denote by k a nonnegative multiplicity function
defined on R with the property that k is G-invariant. We associate with k the
index

γ = γ(R) =
∑
ξ∈R+

k(ξ) > 0,

and the weighted measure νk defined by

dνk(x) := wk(x)dx where wk(x) =
∏

ξ∈R+

|〈ξ, x〉|2k(ξ), x ∈ Rd.

wk is G-invariant and homogeneous of degree 2γ .
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Further, we introduce the Mehta-type constant ck by

ck =

(∫
Rd

e−
‖x‖2

2 dνk(x)

)−1

.

For every 1 ≤ p ≤ +∞ , we denote by Lp
k(Rd) the space Lp(Rd, dνk(x)),

Lp
k(Rd)rad the subspace of those f ∈ Lp

k(Rd) that are radial and we use ‖ ‖p,k as
a shorthand for ‖ ‖Lp

k(Rd).

By using the homogeneity of wk , it is shown in [17] that for f ∈ L1
k(Rd)rad ,

there exists a function F on [0, +∞) such that f(x) = F (‖x‖), for all x ∈ Rd .
The function F is integrable with respect to the measure r2γ+d−1dr on [0, +∞)
and we have∫

Rd

f(x) dνk(x) =

∫ +∞

0

( ∫
Sd−1

wk(ry)dσ(y)
)
F (r)rd−1dr

= dk

∫ +∞

0

F (r)r2γ+d−1dr, (1)

where Sd−1 is the unit sphere on Rd with the normalized surface measure dσ and

dk =

∫
Sd−1

wk(x)dσ(x) =
c−1
k

2γ+ d
2
−1Γ(γ + d

2
)

.

The Dunkl operators Tj , 1 ≤ j ≤ d , on Rd associated to the reflection
group G and the multiplicity function k are the first-order differential-difference
operators given by

Tjf(x) =
∂f

∂xj

(x) +
∑

α∈R+

k(α)αj
f(x)− f(σα(x))

〈α, x〉
, f ∈ E(Rd) , x ∈ Rd ,

where σα is the reflection with respect to the hyperplane Hα orthogonal to α and
αj = 〈α, ej〉 , (e1, e2, . . . , ed) being the canonical basis of Rd .
In the case k = 0, the Tj reduce to the corresponding partial derivatives.

For y ∈ Rd , the system
Tju(x, y) = yj u(x, y), 1 ≤ j ≤ d ,

u(0, y) = 1 .

admits a unique analytic solution on Rd , denoted by Ek(x, y) and called Dunkl
kernel. This kernel has a unique holomorphic extension to Cd×Cd . M. Rösler has
proved in [18] the following integral representation for the Dunkl Kernel

Ek(x, z) =

∫
Rd

e〈y , z〉 dµk
x(y) , x ∈ Rd , z ∈ Cd , (2)
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where µk
x is a probability measure on Rd with support in the closed ball B(0, ‖x‖)

of center 0 and radius ‖x‖ .
We have for all λ ∈ C and z, z′ ∈ Cd ,

Ek(z, z
′) = Ek(z

′, z) , Ek(z, 0) = 1 , Ek(λz, z′) = Ek(z, λz′)

and for x, y ∈ Rd,

|Ek(x, iy)| ≤ 1. (3)

For fixed x, y ∈ Rd\{0} and r > 0, we put

I(x, y, r) = d−1
k

∫
Sd−1

Ek(irx, z) Ek(−iry, z) wk(z)dσ(z).

It is shown in [17, 19] that∫
Sd−1

Ek(ix, z) wk(z)dσ(z) = dk jγ+ d
2
−1(‖x‖). (4)

and

I(x, y, r) =

∫
Rd

jγ+ d
2
−1

(
r

√
‖x‖2 + ‖y‖2 − 2‖x‖‖y‖〈 x

‖x‖
, η〉

)
dµk

y
‖y‖

(η) (5)

where µk
y
‖y‖

is the measure given by the relation (2) with ‖η‖ ≤
∥∥∥ y
‖y‖

∥∥∥ = 1 and

jγ+ d
2
−1 the normalized Bessel function of the first kind and order γ + d

2
− 1 given

by

jγ+ d
2
−1(λx) =

 2γ+ d
2
−1Γ(γ + d

2
)

J
γ+ d

2−1
(λx)

(λx)γ+ d
2−1

if λx 6= 0

1 if λx = 0

λ ∈ C, x ∈ R , with Jγ+ d
2
−1 the Bessel function of first kind and order γ + d

2
− 1.

The product formula for the function jγ+ d
2
−1 is given by,

jγ+ d
2
−1(r‖x‖)jγ+ d

2
−1(r‖y‖) = cγ,d

∫ π

0

jγ+ d
2
−1(rξ) (sin θ)2(γ+ d

2
−1)dθ

where ξ = r
√
‖x‖2 + ‖y‖2 − 2‖x‖‖y‖ cos θ and cγ,d =

Γ(γ + d
2
)

√
πΓ(γ + d

2
− 1

2
)

with

cγ,d

∫ π

0

(sin θ)2(γ+ d
2
−1)dθ = 1 (see [26]).

The Dunkl transform Fk is defined for f ∈ D(Rd) by

Fk(f)(x) = ck

∫
Rd

f(y)Ek(−ix, y) dνk(y), x ∈ Rd.

We list some known properties of this transform :
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i) The Dunkl transform of a function f ∈ L1
k(Rd) has the following basic

property

‖Fk(f)‖∞,k ≤ ‖f‖1,k .

ii) The Schwartz space S(Rd) is invariant under the Dunkl transform Fk .

iii) When both f and Fk(f) are in L1
k(Rd), we have the inversion formula

f(x) =

∫
Rd

Fk(f)(y)Ek(ix, y) dνk(y), x ∈ Rd.

iv) (Plancherel’s theorem) The Dunkl transform on S(Rd) extends uniquely to
an isometric automorphism of L2

k(Rd).

The Dunkl transform of a function in L1
k(Rd)rad is also radial and can be expressed

via the Hankel transform. More precisely, according to [17], we have the following
results:

Fk(f)(x) =

∫ +∞

0

( ∫
Sd−1

Ek(−ix, y)wk(y)dσ(y)
)
F (r)r2γ+d−1dr

= Hγ+ d
2
−1(F )(‖x‖), x ∈ Rd, (6)

where F is the function defined on [0, +∞) by F (‖x‖) = f(x), x ∈ Rd and
Hγ+ d

2
−1 is the Hankel transform of order γ + d

2
− 1.

K. Trimèche has introduced in [28] the Dunkl translation operators τx ,
x ∈ Rd , on E(Rd) . For f ∈ L2

k(Rd) and x, y ∈ Rd , we have

Fk(τx(f))(y) = Ek(ix, y)Fk(f)(y). (7)

By [24], if both f and Fk(f) are in L1
k(Rd), we get

τx(f)(y) = ck

∫
Rd

Fk(f)(ξ)Ek(ix, ξ)Ek(−iy, ξ) dνk(ξ). (8)

Notice that for all x, y ∈ Rd , τx(f)(y) = τy(f)(x) and for fixed x ∈ Rd , τx is a
continuous linear mapping from E(Rd) into E(Rd).
M. Rösler has proved in ([19], Theorem 5.1) the following integral representation
of τx(f) when f is a radial function in E(Rd)

τx(f)(y) =

∫
Rd

f(ξ)dρk
x,y(ξ), (9)

where ρk
x,y is a compactly supported radial probability measure on Rd .

As an operator on L2
k(Rd), τx is bounded. A priori it is not at all clear whether

the translation operator can be defined for Lp - functions with p different from 2.
However, according to Theorem 3.7 in [24], we obtain that τx(g) ≥ 0 for a bounded
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and nonnegative function g in L1
k(Rd)rad , the operator τx can be extended to

Lp
k(Rd)rad, 1 ≤ p ≤ 2, and we have

‖τx(f)‖p,k ≤ ‖f‖p,k for f ∈ Lp
k(R

d)rad.

For fixed x, y ∈ Rd , it was shown in [4] that the mapping f 7→ τx(f)(y) defines a
supported distribution with support contained in the spherical shell

{ z ∈ Rd : | ‖x‖ − ‖y‖ | ≤ ‖z‖ ≤ ‖x‖+ ‖y‖ }. (10)

The Dunkl convolution product ∗k of two functions f and g in L2
k(Rd) is

given by

(f ∗k g)(x) =

∫
Rd

τx(f)(−y)g(y) dνk(y), x ∈ Rd.

The Dunkl convolution product is commutative and for f, g ∈ L2
k(Rd) we have

Fk(f ∗k g) = Fk(f)Fk(g). (11)

It was shown in ([24], Theorem 4.1) that when g is a bounded function in
L1

k(Rd)rad , then

(f ∗k g)(x) =

∫
Rd

f(y)τx(g)(−y) dνk(y), x ∈ Rd,

initially defined on the intersection of L1
k(Rd) and L2

k(Rd) extends to all Lp
k(Rd),

1 ≤ p ≤ +∞ as a bounded operator. In particular,

‖f ∗k g‖p,k ≤ ‖f‖p,k‖g‖1,k .

3. Dunkl translations and uncentered maximal function

In this section we establish estimates of τx(χB(0,ε)), x ∈ Rd, x 6= 0, where χB(0,ε)

is the characteristic function of the closed ball B(0, ε). We prove the weak-type
(1, 1) of the uncentered maximal function Mkf and the Lp -boundedness of Mk

for 1 < p ≤ +∞ .

Lemma 3.1. There exists a positive constant c such that for any ε > 0 and
x ∈ Rd, x 6= 0, one has

0 ≤ τx(χB(0,ε))(y) ≤ c
( ε

‖x‖

)2γ+d−1

, a.e y ∈ Rd. (12)

Here x, y ∈ Řd .

Proof. For ε > 0, we take a radial function ϕ in D(Rd) such that

0 ≤ ϕ(ξ) ≤ 1, for ‖ξ‖ > ε and ϕ(ξ) = 1 for ‖ξ‖ ≤ ε.

The inequality 0 ≤ χB(0,ε) ≤ ϕ together with the nonnegativity of τx , x ∈ Rd on
radial functions in L1

k(Rd) ∩ L∞
k (Rd) (see [24], Theorem 3.7), shows that

0 ≤ τx(χB(0,ε))(y) ≤ τx(ϕ)(y), y ∈ Rd.
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Using (9), we get
τx(ϕ)(y) ≤ ‖ϕ‖∞,k ≤ 1 , a.e y ∈ Rd,

hence we deduce

0 ≤ τx(χB(0,ε))(y) ≤ 1, x ∈ Rd, a.e y ∈ Rd,

and we obtain (12) for ‖x‖ ∈]0, 2ε] . Therefore we can assume now that ‖x‖ > 2ε
and in view of (10) that y ∈ Rd satisfies | ‖x‖ − ‖y‖ | < ε .

Let qt , t > 0 be the heat kernel given by qt(x) = (2t)−(γ+ d
2
)e−t‖x‖2 , x ∈ Rd . Clearly

‖qt‖1,k = c−1
k . Fom ([24], Theorem 3.6), both χB(0,ε) ∗k qt and Fk(χB(0,ε) ∗k qt) are

in L1
k(Rd)rad , τx(χB(0,ε) ∗k qt)(y) ≥ 0 and

lim
t→0+

τx(χB(0,ε) ∗k qt)(y) = τx(χB(0,ε))(y) ≥ 0 , a.e y ∈ Rd. (13)

By (7), (8) and (11), we have
τx(χB(0,ε) ∗k qt)(y) =∫

Rd

Ek(ix, λ)Ek(−iy, λ)Fk(χB(0,ε))(λ)Fk(qt)(λ)dνk(λ). (14)

For λ ∈ Rd , put ‖λ‖ = r . Thus using (4) and (6), we can see that

Fk(χB(0,ε))(λ) =
c−1
k

2γ+ d
2
−1Γ(γ + d

2
)

∫ ε

0

jγ+ d
2
−1(rt) t2γ+d−1dt

=
c−1
k

2γ+ d
2 Γ(γ + d

2
+ 1)

ε2(γ+ d
2
)jγ+ d

2
(rε).

Since |jγ+ d
2
(rε)| ≤ 1, we get

|Fk(χB(0,ε))(λ)| ≤ c ε2(γ+ d
2
). (15)

We have

|Fk(qt)(λ)| ≤ ‖Fk(qt)‖∞,k ≤ ‖qt‖1,k ≤ c, a.e λ ∈ Rd. (16)

We write (14) in the form

τx(χB(0,ε) ∗k qt)(y) =

∫
‖λ‖≤‖x‖−1

+

∫
‖x‖−1≤‖λ‖≤ε−1

+

∫
ε−1≤‖λ‖

= I1 + I2 + I3 (17)

From (1), (3), (15) and (16), we obtain

|I1| ≤ c ε2(γ+ d
2
)

∫
‖λ‖≤‖x‖−1

dνk(λ)

≤ c ε2(γ+ d
2
)

∫ ‖x‖−1

0

r2γ+d−1dr

≤ c
ε2(γ+ d

2
)

‖x‖2(γ+ d
2
)
≤ c

( ε

‖x‖

)2γ+d−1

, for ‖x‖ > 2ε. (18)
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To estimate I2 , we put qt(λ) = q̃t(‖λ‖), λ ∈ Rd . Using (1), (5), (6), (15) and
(16), we can assert that

|I2| =
∣∣∣dk

∫ ε−1

‖x‖−1

I(x, y, r)Hγ+ d
2
−1(χ[0,ε])(r)Hγ+ d

2
−1(q̃t)(r) r2γ+d−1dr

∣∣∣
≤ c ε2(γ+ d

2
)

∫ ε−1

‖x‖−1

∣∣∣I(x, y, r)
∣∣∣ r2γ+d−1dr.

The function ρ 7→ √
ρJγ+ d

2
−1(ρ) is bounded on (0, +∞), (19)

so we can write,

| jγ+ d
2
−1(ρ)| ≤ c ρ−γ− d

2
+ 1

2 . (20)

Since for ‖x‖ > 2ε and | ‖x‖ − ‖y‖ | < ε , we have

1

2
‖x‖ < ‖x‖ − ε < ‖y‖ < ‖x‖+ ε <

3

2
‖x‖,

then from (5) and (20), it yields∣∣∣I(x, y, r)
∣∣∣ ≤ c r−2γ−d+1 ‖x‖−γ− d

2
+ 1

2‖y‖−γ− d
2
+ 1

2

≤ c r−2γ−d+1 ‖x‖−2γ−d+1. (21)

This gives

|I2| ≤ c ε2(γ+ d
2
) ‖x‖−2γ−d+1

∫ ε−1

‖x‖−1

dr

≤ c
( ε

‖x‖

)2γ+d−1

, for ‖x‖ > 2ε. (22)

To estimate I3 , we need to refine the estimates for Fk(χB(0,ε))(λ) in (15). For
r = ‖λ‖ ∈ [ε−1, +∞[ , we can see from (19) that

|Fk(χB(0,ε))(λ)| =
c−1
k

2γ+ d
2 Γ(γ + d

2
+ 1)

ε2(γ+ d
2
)|jγ+ d

2
(rε)|

≤ c
εγ+ d

2
− 1

2

rγ+ d
2
+ 1

2

|
√

rε Jγ+ d
2
(rε)|

≤ c εγ+ d
2
− 1

2 r−(γ+ d
2
+ 1

2
). (23)

Then using (21) and (23), we find that

|I3| ≤ c εγ+ d
2
− 1

2‖x‖−2γ−d+1

∫ +∞

ε−1

r−(γ+ d
2
+ 1

2
)dr

≤ c
( ε

‖x‖

)2γ+d−1

, for ‖x‖ > 2ε. (24)
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Thus we obtain by (17), (18), (22) and (24)

0 ≤ τx(χB(0,ε) ∗k qt)(y) ≤ c
( ε

‖x‖

)2γ+d−1

, for ‖x‖ > 2ε.

From (13), it yields

0 ≤ τx(χB(0,ε))(y) ≤ c
( ε

‖x‖

)2γ+d−1

, a.e y ∈ Rd ,

for ‖x‖ > 2ε and | ‖x‖ − ‖y‖ | < ε, therefore (12) is established.

Notation. For x ∈ Rd and ε > 0, we recall that

C(x, ε) =
{

z ∈ Rd : max{0, ‖x‖ − ε} ≤ ‖z‖ < ‖x‖+ ε
}

.

Lemma 3.2. There exists a positive constant c such that for any ε > 0 and
x ∈ Rd, x 6= 0, one has

0 ≤ τx(χB(0,ε))(y) ≤ c
νk(B(0, ε))

νk(C(x, ε))
, a.e y ∈ Rd. (25)

Here x, y ∈ Řd .

Proof. Using (1), we have

νk(B(0, ε)) =

∫
B(0,ε)

dνk(y) = dk

∫ ε

0

r2γ+d−1dr =
dk

2γ + d
ε2γ+d.

Therefore, on the one hand, we have for ‖x‖ ≤ ε,

νk(C(x, ε)) =

∫
C(x,ε)

dνk(y) = dk

∫ ‖x‖+ε

0

r2γ+d−1dr ≤ c νk(B(0, ε)),

since by Lemma 3.1, we have

0 ≤ τx(χB(0,ε))(y) ≤ 1, x ∈ Rd, a.e y ∈ Rd,

then we obtain (25) for ‖x‖ ≤ ε.
On the other hand, we have for ‖x‖ > ε,

νk(C(x, ε)) ≤ dk(‖x‖+ ε)2γ+d−1

∫ ‖x‖+ε

‖x‖−ε

dr

≤ c ε2γ+d
(‖x‖+ ε

ε

)2γ+d−1

≤ c νk(B(0, ε))
(‖x‖

ε

)2γ+d−1

.

Then by (12) we obtain (25) for ‖x‖ > ε, which proves the result.
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According to ([21], Lemma 1.6), we have the following Vitali covering
lemma.

Lemma 3.3. Let E be a measurable subset of Rd (with respect to νk ) which is
covered by the union of a family {Cj} where Cj = C(xj, εj). Then from this family,
one can select a subfamily C1, C2, ... (which may be finite) such that Ci ∩ Cj = ∅
for i 6= j and ∑

h

νk(Ch) ≥ c νk(E).

In order to prove the weak-type (1, 1) of Mkf , we recall that

Mkf(x) = sup
ε>0, z∈C(x,ε)

1

νk(B(0, ε))

∣∣f ∗k χB(0,ε)(z)
∣∣ , x ∈ Rd,

for each integrable function f on (R, dνk). Therefore, we can also write

Mkf(x) = sup
ε>0, z∈C(x,ε)

∣∣∣ ∫
Rd f(y)τz(χB(0,ε))(−y)dνk(y)

∣∣∣∫
B(0,ε)

dνk(y)
.

Theorem 3.4. The uncentered maximal function Mkf is of weak-type (1, 1).

Proof. For ε > 0, x ∈ Rd, z ∈ Č(x, ε) = C(x, ε) ∩ Řd and f ∈ L1
k(Rd), we

have

(f ∗k χB(0,ε))(z) =

∫
Rd

f(y)τz(χB(0,ε))(−y)dνk(y),

then using (10) and (25), we obtain

|(f ∗k χB(0,ε))(z)| ≤
∫

y∈ Č(z,ε)

|τz(χB(0,ε))(−y)||f(y)|dνk(y),

≤ c
( ∫

y∈ Č(z,ε)

|f(y)|dνk(y)
)νk(B(0, ε))

νk(C(z, ε))
.

Hence

Mkf(x) ≤ c M̃kf(x) (26)

where M̃(f) is defined by

M̃kf(x) = sup
ε>0, z∈C(x,ε)

1

νk(C(z, ε))

∫
y∈C(z,ε)

|f(y)|dνk(y).

For λ > 0, put
Ẽλ = {x ∈ Rd; M̃kf(x) > λ}.

Then for each x ∈ Ẽλ , there exist εx > 0 and zx ∈ C(x, ε) such that∫
y∈C(zx,εx)

|f(y)|dνk(y) > λ νk(C(zx, εx)). (27)
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Furthermore, note that x ∈ C(zx, εx), so that the (C(zx, εx))x∈Ẽλ
form a covering

of Ẽλ . Thus using Lemma 3.3, we can select a disjoint subsequence C(z1, ε1),
C(z2, ε2), ... (which may be finite) such that∑

h

νk(C(zh, εh)) ≥ c νk(Ẽλ). (28)

We have ∫
y∈

S
C(zh,εh)

|f(y)|dνk(y) ≥
∑

h

∫
y∈C(zh,εh)

|f(y)|dνk(y) ,

applying (27) and (28) to each of the mutually disjoint intervals, we get∫
y∈

S
C(zh,εh)

|f(y)|dνk(y) > λ
∑

h

νk(C(zh, εh)) ≥ λ c νk(Ẽλ) .

But since the first member of this inequality is majorized by ‖f‖1,k , we obtain

νk(Ẽλ) ≤ c
‖f‖1,k

λ

which shows that M̃kf is of weak type (1, 1) and hence from (26) the same is true
for Mkf .

As consequence of the theorem 3.4, we obtain the following corollary.

Corollary 3.5. If 1 < p ≤ +∞ and f ∈ Lp
k(Rd), then one has

Mkf ∈ Lp
k(R

d) and ‖Mkf‖p,k ≤ c ‖f‖p,k .

Proof. Using Theorem 3.4, ([15], Corollary 21.72) and proceeding in the same
manner as in the proof on Euclidean spaces (see for example Theorem 1 in [21],
section 1.3), we obtain the results.
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[26] Trimèche, K., “Generalized Harmonic Analysis and Wavelets Packets,” Gor-
don and Breach Science Publishers, 2001.

[27] —, The Dunkl intertwining operator on spaces of functions and distributions
and integral representation of its dual, Integral Transforms Spec. Funct. 12
(2001), 349–374.

[28] —, Paley-Wiener theorems for the Dunkl transform and Dunkl translation
operators, Integral Transforms Spec. Funct. 13 (2002), 17–38.

Chokri Abdelkefi
University of Tunis
Preparatory Institute of Engineering
Studies of Tunis
Department of Mathematics
1089 Monfleury Tunis, Tunisia
chokri.abdelkefi@ipeit.rnu.tn

Received November 3, 2009
and in final form February 9, 2009


