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Abstract. We examine solutions to a family of differential equations, includ-

ing the heat and Schrödinger equations, that are globally invariant under the

action of the corresponding Lie symmetry group. The solution space is real-

ized in a nonstandard parabolically induced representation space as the kernel

of a linear combination of Casimir operators of certain distinguished subgroups.

Composition series provide a complete description of this kernel and, for special

inducing parameters, the oscillator representation is realized in a natural and

explicit way as a subspace of solutions to the Schrödinger equation.
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1. Introduction

Let ∆n denote the Laplacian on Rn and let s ∈ C be nonzero. In this article, we
study certain solution spaces for the family of differential equations

4s∂t + ∆n = 0 (1)

that are invariant under the group G = (S̃L(2,R)×O(n)) ⋉H2n+1 . Here, H2n+1

denotes the (2n+1)-dimensional Heisenberg group and S̃L(2,R) denotes the two-
fold cover of SL(2,R). Note that the heat and Schrödinger equations ([1], [2])
result when s = −1/4 and s = −i/4.

The Lie algebra of the group G is contained in the infinitesimal sym-
metries of Equation 1 obtained from Sophus Lie’s original prolongation method
([14]). Indeed, it is well known ([9]) that these symmetries are isomorphic to
(sl(2,R) × so(n)) ⋉ h2n+1 where h2n+1 is the Heisenberg algebra (plus an infinite
dimensional piece reflecting the linearity of the operator). However, Lie’s prolon-
gation method only provides a local action of one parameter subgroups of G on
the solution space to Equation 1 while we are mainly interested in global group
actions. In [6] and [7], Craddock found that a global representation may some-
times be achieved by restricting to an appropriate subspace of the solution space.
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This idea was used in [17] and [8] to obtain global actions by realizing solution
spaces as the kernel of Casimir operators with an appropriate induced action. We
continue with this same approach here.

More specifically, we study line bundles over G/P where P ⊆ G is anal-
ogous to the notion of a parabolic subalgebra in the semisimple setting. We
therefore start with an arbitrary character χq,r,s of P parametrized by q ∈ Z4 and
r, s ∈ C (see §3) and study the kernel of Ω = 2Ωsl(2,R) − Ωso(n) − r(r + 2) on the
induced space IndG

P (χq,r,s), where Ωsl(2,R) is the Casimir operator for SL(2,R) and
Ωso(n) is the Casimir operator for SO(n). Since R1,n embeds onto an open dense
set of G/P and the line bundles trivialize over R1,n , we can realize sections in
IndG

P (χq,r,s) as functions on R1,n by restricting to R1,n ⊆ G/P . Borrowing termi-
nology from semisimple Lie theory, we call his realization the noncompact picture.
For r = −n

2
, the kernel of Ω is G-invariant (Corollary 7.1). Moreover, for this

value of r and restricted to R1,n ⊆ G/P , the differential operator Ω is (up to a
functional multiple) the operator 4s∂t + ∆n . Consequently, in this noncompact
picture and with r = −n

2
, the kernel of Ω is the same as the kernel of 4s∂t + ∆n .

In order to better understand the structure of ker Ω, we move to an equiva-
lent setting in §5, called, again by analogy with the semisimple setting, the compact
picture. Writing K for a maximal compact subgroup of G and working in the
compact picture, it is possible to explicitly determine the K -finite vectors in ker Ω,
(ker Ω)K . This description (Theorem 9.4 in §6) is given in terms of the confluent
hypergeometric function and harmonic polynomials and allows the composition
series (ker Ω)K to be calculated (Theorem 10.8). When n 6≡ q (mod 4) and
n 6≡ −q (mod 4), (ker Ω)K is irreducible. Otherwise, if n ≡ q (mod 4) there is a
unique irreducible submodule H+

K consisting of lowest weight modules for sl2 and
if n ≡ −q (mod 4), then there is a unique irreducible submodule H−

K consisting
of highest weight modules for sl2 .

In §8, we determine when H+
K and H−

K complete to unitarizable modules.
To do this, we return to the noncompact picture and employ well-known Fourier
transform techniques to define an intertwining map between initial conditions and
solutions to the initial-value problem 4s∂tf + ∆nf = 0 with f(0, x) = u(x) ∈
L2(Rn). With a proper choice of parameters, evaluation at t = 0 takes H±

K to (a
dense subspace of) the Hilbert space L2(Rn). It is this Hilbert space that provides
the unitary structure we seek. More precisely, if s = iσ ∈ iR× and n ≡ sgn(σ)q

(mod 4), H
sgn(σ)
K is contained in a G-invariant subspace D of ker Ω in IndG

P (χq,r,s)
that has the structure of a pre-Hilbert space (Theorem 14.8). In the noncompact
picture, the G-invariant inner product is given by

(f1, f2) =

∫

Rn

f1(0, x)f2(0, x) dx

with fi satisfying 4s∂tfi + ∆nfi = 0. The space D completes to an irreducible
unitary representation of G. Up to an explicit unitary intertwining operator, re-
striction to t = 0 gives an intertwining operator with the n-fold tensor product of
the oscillator representation of S̃L(2,R) ([13]) and the Schrödinger representation
of H2n+1 (Corollary 14.7). Consequently, we obtain an explicit and natural con-
struction of the oscillator representation and its action on a subspace of solutions
to the Schrödinger equation.
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2. The Group

H2n+1 . Write Jn =

(
0 In

−In 0

)
where In is the n×n identity matrix and define

〈x, y〉 = xTJny for x, y ∈ R2n . We let H2n+1 denote the (2n + 1)-dimensional
Heisenberg group with multiplication given by

(v, t)(v′, t′) = (v + v′, t+ t′ + 〈v, v′〉)

for v, v′ ∈ R2n and t, t′ ∈ R.

The group Sp(2n,R) of real 2n × 2n matrices that preserve 〈·, ·〉 .may be
embedded in the automorphism group of H2n+1 by setting σ.(v, t) = (σ(v), t)
for σ ∈ Sp(2n,R). Then the semidirect product Sp(2n,R) ⋉ H2n+1 then has
multiplication given by

(σ, h)(τ, k) = (στ, τ−1(h)k)

for σ, τ ∈ Sp(2n,R) and h, k ∈ H2n+1 .

SL (2,R)×O(n). The group SL(2,R) × O(n) carries an action on H2n+1

by the embedding of SL(2,R) = Sp(2,R) into Sp(2n,R) via the map

(
a b
c d

)
→

(
aIn bIn
cIn dIn

)
and the embedding of O(n) into Sp(2n,R) diagonally via u →

(
u 0
0 u

)
, u ∈ O(n). Note we do not embed SL(2,R) × O(n) in Sp(2n,R).

Rather, since these two images commute, there exists a homomorphism
B : SL(2,R) × O(n) → Sp(2n,R) with kernel ±(I2 × In).

G2=S̃L(2,R). Following [13], we define a two-fold covering of SL(2,R) as
follows. Write D = {z ∈ C | Im(z) > 0} for the upper half plane and let SL(2,R)
act on D by linear fractional transformations

(
α β
γ δ

)
.z =

αz + β

γz + δ
,

z ∈ D . Define d : SL(2,R)×D → C by d(g, z) = γz+δ for (g, z) ∈ SL(2,R)×D .
Then d satisfies d(g1g2, z) = d(g1, g2.z)d(g2, z) and, for each g ∈ SL(2,R), there
are exactly two smooth square roots of d(g, z). The double cover of SL(2,R) is
then realized as

G2 = {(g, ε) | g ∈ SL(2,R) and smooth ε : D → C

satisfies ε(z)2 = d(g, z) for z ∈ D}

with multiplication given by

(g1, ε1).(g2, ε2) = ((g1g2, z → ε1(g2.z)ε2(z)).

It follows trivially that the identity element is Ĩ2 = (I2, z → 1) and that (g, ε)−1 =
(g−1, z → ε(g−1z)−1).
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G. Finally, let p : G2 → SL(2,R) denote the canonical projection
p(g, ε) = g . Then B ◦ (p ⊗ 1) : G2 × O(n) → Sp(2n,R) is a homomorphism
and the semidirect product

G = (G2 × O(n)) ⋉H2n+1

is well-defined via this homomorphism. When expedient, we will identify G2 ,
O(n), and H2n+1 with their images in G.

3. The Induced Representations

Write expG2
: sl(2,R) → G2 for the exponential map and let

a = {
(
t 0
0 −t

)
| t ∈ R} , n = {

(
0 t
0 0

)
| t ∈ R} , n = {

(
0 0
t 0

)
| t ∈ R} ,

and k = {
(

0 θ
−θ 0

)
| θ ∈ R} . Using the connectivity of D and the fact that

expG2
(0) = Ĩ2 , straightforward calculations show that

A = expG2
(a) = {(

(
et 0
0 e−t

)
, z → e−t/2) | t ∈ R},

N = expG2
(n) = {(

(
1 t
0 1

)
, z → 1) | t ∈ R},

N = expG2
(v) = {(

(
1 0
t 1

)
, z →

√
tz + 1) | z ∈ D, t ∈ R},

K2 = expG2
(k) = {(gθ, εθ) | θ ∈ R} ,

where
√· denotes the principal square root, gθ =

(
cos θ sin θ
− sin θ cos θ

)
, and

εθ : D → C

is the unique smooth function satisfying εθ(z)
2 = −z sin θ + cos θ so that εθ(i) =

e−iθ/2 . Since gθ.i = i, it easily follows that (gθ, εθ)(gθ′, εθ′) = (gθ+θ′, εθ+θ′) and
(gθ+2π, εθ+2π) = (gθ,−εθ). This in turn implies that the map K2 → S1 defined
by (gθ, εθ) → εθ(i) is an isomorphism (and 4π -periodic in θ). For use later, this
shows that the characters of K2 are given by

χK2
m ((gθ, εθ)) = e−iθm/2

where m ∈ Z.

Let M denote the centralizer of A in K2 . It easily follows that

M = {(
(

−1 0
0 −1

)j

, z → i−j) | j = 0, 1, 2, 3}

so that M ∼= Z4 .

Let W ⊆ H2n+1 be defined by

W = {(0, y, w) | y ∈ Rn, w ∈ R} ∼= Rn+1
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and let P ⊆ G be the subgroup given by

P =
(
MAN × O(n)

)
⋉W .

For s ∈ C, define χW
s : W → C by

χW
s (0, y, w) = esw,

for r ∈ C, define χA
s : A→ C by

χA
r (

(
et 0
0 e−t

)
, z → e−t/2) = ert,

and for q ∈ Z4 , define χM
q : M → C by

χM
q (

(
−1 0
0 −1

)j

, z → i−j) = ijq.

By defining a trivial action for both O(n) and N , χM
s ⊗χA

s ⊗χW
s can be extended

to a character of P which we denote by χq,r,s . We write I(q, r, s) for the induced
space of smooth C-valued functions on G that transform by χq,r,s ,

I(q, r, s) = {φ : G→ C |φ ∈ C∞ and φ(gp) = χq,r,s(p)
−1φ(g) for (g, p) ∈ G× P}.

The G-action is given by left translation: (gφ)(g′) = φ(g−1g′).

4. The Noncompact Picture

In order to compute certain Casimir operators in a convenient way, we turn to
another realization of the induced space I(q, r, s). Define X ⊆ H2n+1 by

X = {(x, 0, 0) : x ∈ Rn} ∼= Rn.

Observe that XW = H2n+1 . Moreover, NMAN is open dense in G2 by the
Bruhat decompostion (p. 461 [11]). It follows that (N ×X)P is open and dense
in G. Therefore the restriction of functions in I(q, r, s) to N × X ∼= Rn+1 is
injective. We let

I ′(q, r, s) = {f(t, x) : Rn+1 → C | f(t, x) = φ((

(
1 t
0 1

)
, 1), (x, 0, 0))

for some φ ∈ I(q, r, s)} ( C∞(Rn+1)

and define the vector space isomorphism ι : I(q, r, s) → I ′(q, r, s) by ι(φ) = f

where f(t, x) = φ((

(
1 t
0 1

)
, 1), (x, 0, 0)). We then give I ′(q, r, s) the structure

of a G-module so that ι is an intertwining isomorphism. If we were in the
semisimple setting, this realization would be called the noncompact picture ([10]).
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5. Boundary Values of ε

In order to find an explicit formula for the action of G2 on I ′(q, r, s), we first
determine boundary values for the function ε for almost all elements of G2 . Fix

g =

(
α β
γ δ

)
∈ SL(2,R) with δ 6= 0 and consider a group element (g, ε) ∈ G2 .

We first observe that
ε(z) = |δ|1/2 ip

√
γδ−1z + 1 (2)

for one of the two choices of p ∈ Z4 for which (−1)p = sgn(δ). This follows
because ε(z)2 = |δ| sgn(δ)(γδ−1z + 1) = d(g, z).

Next we extend ε to {x ∈ R | γδ−1x + 1 6= 0} via limits. Precisely, for
x ∈ R\{− δ

γ
} , we let

ε(x) = lim
z→x, z∈D

ε(z).

From Equation 2, it follows immediately that ε(x) is well defined and that

ε(x) =





|δ|1/2 ip
√
γδ−1x+ 1 if γδ−1x+ 1 > 0

|δ|1/2 ip+1
√

|γδ−1x+ 1| if γδ−1x+ 1 < 0 and γδ−1 > 0

|δ|1/2 ip−1
√

|γδ−1x+ 1| if γδ−1x+ 1 < 0 and γδ−1 < 0

.

In particular, ε(0) = |δ|1/2 ip so the value of p ∈ Z4 can be easily recovered
from the value of ε at 0. We then may write ε(z) = ε(0)

√
γδ−1z + 1 or

ε(z) = ε(i)

√
γδ−1z+1√
γδ−1i+1

.

We also note that the extension of ε makes the expression ε(g−1.t) well-
defined for all {t ∈ R | α − tγ 6= 0} . This follows since γδ−1 (g−1.t) + 1 =
γδ−1 δt−β

−γt+α
+ 1 = 1

δ(α−tγ)
6= 0. Noting that

(g, ε)−1(

(
1 t
0 1

)
, 1) = (g−1, ε(g−1z)−1)(

(
1 t
0 1

)
, 1)

= (

(
δ δt− β
−γ α− γt

)
, ε(g−1. (t+ z))−1),

it follows that ε(g−1. (t+ z))−1|z=0 is well-defined. Moreover, by definition, it
satisfies the equality

ε(g−1. (t+ z))|z=0 = lim
z→0, z∈D

ε(g−1. (t+ z)) = lim
w→g−1.t, z∈D

ε(w) = ε(g−1.t).

6. The Action on I ′(q, r, s)

We begin with the action of G on I ′(q, r, s).

Proposition 6.1. Let f ∈ I ′(q, r, s), g =

(
α β
γ δ

)
∈ SL(2,R), (g, ε) ∈ G2 ,

(ν1, ν2, w) ∈ H2n+1 , and u ∈ O(n). Then

((g, ε).f) (t, x) = |α− γt|r−
q
2 ε(g−1.t)−q e

sγ‖x‖2

γt−α f(
δt− β

α− γt
,

x

α− γt
),
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((ν1, ν2, w).f)(t, x) = es[ν1·ν2−t‖ν2‖2−2x·ν2+w]f(t, x− ν1 + tν2),

and

(u.f)(t, x) = f(t, u−1x).

Proof. For the first statement, as in the §5, assume δ 6= 0 and write ε(z) =

|δ|1/2 ip
√
γδ−1z + 1 with ip = ε(0)

|δ|1/2 . Then it is straightforward to verify that the

NMAN decomposition of (g, ε) is given by

(g, ε) = (

(
1 βδ−1

0 1

)
, 1) (

(
|δ|−1 0

0 |δ|

)
, |δ|1/2)

× (sgn (δ) I2, i
p) (

(
1 0

γδ−1 1

)
,
√
γδ−1z + 1 ).

Furthermore, for x ∈ Rn , it is easy to check that

[(g, ε), (x, 0, 0)] =

[(

(
1 βδ−1

0 1

)
, 1), (

x

δ
, 0, 0)] [(

(
δ−1 0
γ δ

)
, ε), (0,

γx

δ
,
−γ ‖x‖2

δ
)].

Writing ι(φ) = f for φ ∈ I(q, r, s), it follows that

((g, ε).f) (t, x) = φ((g, ε)−1 [(

(
1 t
0 1

)
, 1), (x, 0, 0)])

= φ([(

(
δ δt− β
−γ α− γt

)
, ε(g−1. (t+ z))−1), (x, 0, 0)]).

Using the decompositions from the first paragraph,

[(

(
δ δt− β
−γ α− γt

)
, ε(g−1. (t+ z))−1), (x, 0, 0)]

can be written as the product of

[(

(
1 δt−β

α−γt

0 1

)
, 1), (

x

α− γt
, 0, 0)] ∈ N ×X

and

[(

(
|α− γt|−1 0

0 |α− γt|

)
, |α− γt|1/2), 0]

× [

(
sgn(α− γt)I2,

ε(g−1. (t+ z))−1)|z=0

|α− γt|1/2

)
, 0]

× [(

(
1 0
−γ

α−γt
1

)
,

√
−γ

α− γt
z + 1), (0,

−γx
α− γt

,
γ ‖x‖2

α− γt
)] ∈ P
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when α− tγ 6= 0. Since we have seen in §5 that ε(g−1. (t+ z))|z=0 = ε(g−1.t), it
follows immediately from the definitions of I(q, r, s) and f that

((g, ε).f) (t, x) = |α− γt|r
(
ε(g−1.t)−1

|α− γt|1/2

)q

e
sγ‖x‖2

γt−α f(
δt− β

α− γt
,

x

α− γt
)

as desired.

In a similar fashion, the action of the Heisenberg group follows from the
decomposition

(ν1, ν2, w) [(

(
1 t
0 1

)
, 1), (x, 0, 0)] = [(

(
1 t
0 1

)
, 1), (ν1 − tν2 + x, 0, 0)]

× [IG2 , (0, ν2, ν2 · (tν2 − ν1 − x) − x · ν2 + w)]

and the O(n)-action follows from the decomposition

u [(

(
1 t
0 1

)
, 1), (x, 0, 0)] = [(

(
1 t
0 1

)
, 1), (ux, 0, 0)] u.

From this we easily obtain the action of certain elements in the Lie algebra.

Corollary 6.2. The element

(
a b
c −a

)
∈ sl(2,R) acts on I ′(q, r, s) by the

differential operator

(ct− a)

n∑

j=1

xj∂j + (−2at− b+ ct2)∂t + (ra− rct− sc ‖x‖2).

The element (ν, ν ′, w) ∈ h2n+1 acts by the differential operator

−
n∑

j=1

νj∂j + t

n∑

j=1

ν ′j∂j + s(−2v′ · x+ w).

Proof. These formulas follow trivially by differentiating the results of Propo-
sition 6.1.

7. Casimir Operators

We now consider a differential operator associated to the subalgebra sl(2,R)×o(n).
First write E,F,H for the standard basis of sl(2,R). If

En =
n∑

j=1

xj∂j

denotes the Euler operator on Rn , then Corollary 6.2 shows that E,F,H act on
I ′(q, r, s) as the differential operators

E = −∂t

F = tEn + t2∂t − (rt+ s ‖x‖2)

H = r −En − 2t∂t.
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From this, it is easy to see that the Casimir operator for sl(2,R), Ωsl(2,R) =
2EF −H +H2/2, acts on I ′(q, r, s) as

Ωsl(2,R) =
1

2
[E2

n − 2(r + 1)En + 4s ‖x‖2 ∂t + (2r + r2)].

We next express the Casimir for the so(n) in terms of Laplace and Euler
operators. Consider the basis {Xij = Eij − Eji | 1 ≤ i < j ≤ n} of so(n) and
normalize the Killing form so that {Xji}i<j is dual to {Xij}i<j . In I ′(q, r, s),
Xij acts by the differential operator Dij = xi∂j − xj∂i so that the Casimir
Ωso(n) =

∑
i<j XijXij is the differential operator

∑
i<j

DijDji . To compute this,

first observe that

DijDji = xi∂i + xj∂j + 2xixj∂i∂j − x2
i ∂

2
j − x2

j∂
2
i − 2δijxi∂i.

In particular, Dij and Dji commute and
∑n

i=1D
2
ii = 0. It follows that 2Ωso(n) =∑

i,j DijDji = 2(n− 1)En + 2
∑

i,j xixj∂i∂j − 2 ‖x‖2 ∆n where

∆n =

n∑

i=1

∂2
i

denotes the Laplacian. Since
∑

i,j xixj∂i∂j = E2
n − En , we arrive at the well

known fact that Ωso(n) acts on I ′(q, r, s) as

Ωso(n) = E2
n + (n− 2)En − ‖x‖2 ∆n.

We now define the element Ω in the universal enveloping algebra of g by

Ω = 2Ωsl(2,R) − Ωso(n) − r(r + 2).

As a consequence of the proceeding paragraphs, Ω acts on I ′(q, r, s) as

Ω = −(2r + n)En + ‖x‖2 (4s∂t + ∆n).

Corollary 7.1. For the special value of r = −n
2
, Ω acts on I ′(q,−n

2
, s) as

Ω = ‖x‖2 (4s∂t + ∆n) so that

ker Ω = ker (4s∂t + ∆n)

in I ′(q,−n
2
, s). Moreover for this value of r , ker Ω ⊆ I ′(q,−n

2
, s) is a G-invariant

closed subspace of I ′(q,−n
2
, s).

Proof. The first statement is clear from the preceding discussion. For the
second, it suffices to show that ∂ = 4s∂t + ∆n commutes with the action of h2n+1

since the G2×O(n)-invariance is automatic. Let ∇x = (∂1, ..., ∂n) and recall from
Corollary 6.2 that (ν, ν ′, w) ∈ h2n+1 acts by (−ν + tν ′) · ∇x + s(−2ν ′ · x+ w) on
I ′(q, r, s). Then [∂, (ν, ν ′, w)] = 4s[∂t, tν

′ · ∇x]− 2s[∆n, v
′ · x]. But [∂t, tν

′ · ∇x] =
ν ′ · ∇x and [∆n, ν

′ · x] = 2ν ′ · ∇x so that [∂, (ν, ν ′, w)] = 0 as desired.

Remark 7.2. Since the invariance of ker Ω under the group G is of fundamental
interest here, we henceforth assume that r = −n

2
. We also observe that when

s = −1
4
, (respectively, − i

4
) then ker Ω is contained in the solutions of the heat

equation (respectively, Schrödinger equation).
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8. The Compact Picture

In this section, we realize I(q, r, s) in a way that is particularly useful when
explicitly determining weight vectors. If G were semisimple, this realization
would be called the compact picture ([10]). However, in our setting the presence
of H2n+1 adds a noncompact component.

Consider the compact subgroup K0 = {gθ | θ ∈ R} of SL(2,R) and its
double cover K2 = {(gθ, εθ) | θ ∈ R} ⊆ G2 . From the Iwasawa decomposition
G2 = K2AN , it is easy to see that multiplication induces a diffeomorphism

G ∼= (K2, X) × (A×N × O(n),W ).

Since (A×N ×O(n),W ) ⊆ P , an element φ ∈ I(q, r, s) is completely determined
by its restriction to (K2, X). As K2 ∩ P = M , it follows that the image of this
restriction is

{φ ∈ C∞(K2, X) | φ(gm) = χq,r,s(m)−1φ(g) for (g,m) ∈ (K2, X) ×M}. (3)

For convenience, we pull functions on K2 back to functions on R by the
map θ → (gθ, εθ) and identify X with Rn as usual. Noting that K2

∼= S1 with
(gθ+4π, εθ+4π) = (gθ, εθ), we see that there is an isomorphism

{F : C∞(Rn+1) | F (θ + 4π, y) = F (θ, y)} ∼= {φ : (K2, X) → C |φ ∈ C∞}.

To examine the effect of the condition φ(gm) = χq,r,s(m)−1φ(g) for (g,m) ∈
(K2, X)×M under this isomorphism, set mj = (gπj, i

−j) ∈ M for j ∈ Z4 . Noting
that (i−jεθ(z))

2 = (−1)j(−z sin θ+cos θ) = −z sin (θ + πj)+cos (θ + πj) and that
i−jεθ(i) = i−je−iθ/2 = e−i(θ+πj)/2 so that i−jεθ = εθ+πj , it is easy to check that

((gθ, εθ), (y, 0, 0))mj = ((gθ+πj, εθ+πj), ((−1)jy, 0, 0)).

Therefore φ((gθ+πj, εθ+πj), ((−1)jy, 0, 0)) = i−jqφ((gθ, εθ), (y, 0, 0)). It follows that
there is an isomorphism from Equation 3 to

I ′′(q, r, s) ≡ {F : Rn+1 → C | F ∈ C∞ and F (θ, y) = ijqF (θ + πj, (−1)jy)}.

Thus there is a vector space isomorphism µ : I(q, r, s) → I ′′(q, r, s) given by
µ(φ) = F where F (θ, y) = φ((gθ, εθ), (y, 0, 0)). The vector space I ′′(q,−n

2
, s) is

given the structure of a G-module so that µ is an intertwining isomorphism.

In order to conveniently transfer the action from I ′(q,−n
2
, s) to I(q, r, s)

to I ′′(q,−n
2
, s), we determine a more explicit form of the induced isomorphism

τ : I ′(q,−n
2
, s) → I ′′(q,−n

2
, s) below.

Proposition 8.1. Suppose f ∈ I ′(q,−n
2
, s) and τ(f) = F ∈ I ′′(q,−n

2
, s)

correspond under the induced G-isomorphism τ : I ′(q,−n
2
, s) → I ′′(q,−n

2
, s).

Then f and F correspond as follows:

f(t, x) = (1 + t2)−
n
4 e

st‖x‖2

1+t2 F (arctan t,
x√

1 + t2
),
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and for θ ∈ (−π
2
, π

2
), we have

F (θ, y) = (cos θ)−
n
2 e−s tan θ‖y‖2

f(tan θ,
y

cos θ
).

The above expression can be extended to other values of θ by using the relation
F (θ + πj, y) = i−jqF (θ, (−1)jy).

Proof. For t ∈ R, let lt =

(
1√

t2+1
0

t√
t2+1

√
t2 + 1

)
∈ SL(2,R) and consider an

element g = (lt, ε) ∈ G2 . From §5 we know that ε(z) = ip(t2 + 1)1/4
√

tz+t2+1
t2+1

with p even. It is easy to check that g ∈MAN has the decomposition

(

(
−1 0
0 −1

)p

, i−p) (

( 1√
t2+1

0

0
√
t2 + 1

)
, (t2 + 1)1/4) (

(
1 0
t

t2+1
1

)
,
√

tz+t2+1
t2+1

).

Let θ = arctan t ∈ (−π
2
, π

2
). A straightforward calculation shows that

εθ(lt.z)
2ε(z)2 = 1 so that εθ(lt.z)ε(z) = ±1. To determine which, evaluate at

z = l−1
t .i = i−t. At this value of z , εθ(lt.z) = e−θ/2 and ε(z) = ip(t2+1)1/4

√
it+1
t2+1

.

Since 1+it
t2+1

= 1√
t2+1

eiθ , it follows that ε(z) = ipeiθ/2 so that εθ(lt.z)ε(z) = ip .

Choosing p = 0, we therefore get εθ(lt.z)ε(z) = 1.

It then follows easily that

[

(
1 t
0 1

)
, 1), (x, 0, 0)] ∈ N ×X

can be written as the product

[(gθ, εθ), (
x√
t2 + 1

, 0, 0)] [(

(
1√

t2+1
0

t√
t2+1

√
t2 + 1

)
, ε), (0,

tx

t2 + 1
,
−t ‖x‖2

t2 + 1
)].

Writing φ ∈ I(q,−n
2
, s) for the element corresponding to f ∈ I ′(q,−n

2
, s), we

immediately see that

f(t, x) = φ((

(
1 t
0 1

)
, 1), (x, 0, 0))

= (1 + t2)−n/4 e
st‖x‖2

1+t2 φ([(gθ, εθ), (
x√

1 + t2
, 0, 0)])

= (1 + t2)−n/4 e
st‖x‖2

1+t2 F (θ,
x√

1 + t2
)

which is the first statement of the Proposition. For the second statement with
θ ∈ (−π

2
, π

2
), recall θ = arctan t, set y = x√

1+t2
, and use the above equation to

verify that

F (θ, y) = (cos θ)−n/2e−s tan θ‖y‖2

f(tan θ,
y

cos θ
)

as desired.
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Remark 8.2. If φ ∈ I ′(q,−n
2
, s) corresponds to f ∈ I ′(q,−n

2
, s) and F ∈

I ′′(q,−n
2
, s), then the smoothness of φ shows that both f and F are also smooth.

As F is 4π -periodic in θ , it follows that for each y ∈ Rn there exists Cy ∈ R such
that |F (θ, y)| ≤ Cy for all θ ∈ R. By Proposition 8.1,

∣∣∣f(t, y
√

1 + t2)
∣∣∣ ≤ (1 + t2)−

n
4 eRe(s)t‖y‖2

Cy.

We also note that by Proposition 8.1 we get

F (±π
2
, y) = lim

θ→±π
2
∓
F (θ, y) = lim

t→±∞
F (arctan t, y)

= lim
t→±∞

[(1 + t2)
n
4 e−st‖y‖2

f(t, y
√

1 + t2)].

Therefore on each hyperbola (t, y
√

1 + t2) as t → ±∞ , f decays roughly on the

order of t−
n
2 et Re(s)‖y‖2

. In particular, we see that I ′(q,−n
2
, s) is properly contained

in C∞(Rn) as expected.

We now employ the correspondence f
τ→ F given in Proposition 8.1 to

transfer all actions to I ′′(q,−n
2
, s).

Definition 8.3. Let (ga, εa) denote the element of A, where ga =

(
a 0
0 a−1

)

with a > 0 and εa(z) = a−
1
2 . Also, define (gb, εb) ∈ N , where gb =

(
1 b
0 1

)
and

εb(z) = 1. Finally, define the sl2 -triple of the Lie algebra sl(2,C) by

κ = i(F −E)

and

η± =
1

2
(H ± i(E + F )).

Proposition 8.4. In I ′′(q,−n
2
, s), we have the following group actions.

(1) The action of K2 × O(n) is given by left translation

(((gθ′, εθ′), u)F )(θ, y) = F (θ − θ′, u−1y).

(2) For θ ∈ (−π
2
, π

2
), the element (ga, εa) ∈ A acts by

((ga, εa).F ) (θ, y) = a
n
2 (a4 cos2 θ + sin2 θ)−

n
4 e

s( (1−a4) sin θ cos θ

a4 cos2 θ+sin2 θ
)‖y‖2

× F (arctan(
tan θ

a2
),

ay√
a4 cos2 θ + sin2 θ

).

(3) For θ ∈ (−π
2
, π

2
), the element (gb, εb) ∈ N acts by

((gb, εb).F ) (θ, y) = (cos2 θ + (sin θ − b cos θ)2)−
n
4 e

s
−b(cos 2θ+ 1

2 b sin 2θ)
cos2 θ+(sin θ−b cos θ)2

‖y‖2

× F (arctan(tan θ − b),
y√

cos2 θ + (sin θ − b cos θ)2
).
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(4) The Heisenberg group acts by

((ν1, ν2, w).F )(θ, y) = esQ(ν1,ν2,w,θ,y)F (θ, y − cos θν1 + sin θν2),

where

Q(ν1, ν2, w, θ, y) = ν1 · ν2 + w + sin θ cos θ(‖ν1‖2 − ‖ν2‖2)

− 2y · (cos θν2 − sin θν1) − 2 sin2 θν1 · ν2.

In I ′′(q,−n
2
, s), we also have the following Lie algebra actions.

(5) The elements κ and η± act by the differential operators

κ = i∂θ

η± =
1

2
e∓2iθ

[
−En ∓ i∂θ + (−n

2
∓ 2is ‖y‖2)

]
,

where En denotes the Euler operator in the y -variable.
(6) The differential operator Ω′′ corresponding to Ω acts on I ′′(q,−n

2
, s) as

Ω′′ = ‖y‖2 [∆n + 4s∂θ + 4s2 ‖y‖2] ,

where ∆n denotes the y -variable Laplacian.
(7) The element (ν, ν ′, w) ∈ h2n+1 acts by

sin(θ)
n∑

j=1

ν ′j∂j − cos(θ)
n∑

j=1

νj∂j − 2s(sin(θ)ν + cos(θ)ν ′) · y + sw.

Proof. Since F (θ, y) = φ((gθ, εθ), (y, 0, 0)), the action of K2 × O(n) in (1)
is clear from Proposition 6.1. To verify (2), (3) and (4), first observe that in
I ′(q,−n

2
, s), we have

((ga, εa).f) (t, x) = a−
n
2 f(

t

a2
,
x

a
), and

((gb, εb).f) (t, x) = f(t− b, x).

A tedious, but straightforward application of the isomorphisms f ↔ F given in
Proposition 8.1 then establish (2) - (4). The chain rule establishes the following list
of correspondences between differential operators on I ′(q,−n

2
, s) and I ′′(q,−n

2
, s):

∂t ↔ cos(2θ)s ‖y‖2 + cos2(θ)∂θ −
1

2
sin(2θ)[

n

2
+ En]

En ↔ 2s tan(θ) ‖y‖2 + En

∆n ↔ cos2(θ)∆n + s sin(2θ)[n+ 2En] + 4s2 sin2(θ) ‖y‖2

∂

∂xj

↔ 2s sin(θ)yj + cos(θ)
∂

∂yj

From these expressions, the formulas for κ, η± , and Ω′′ can be easily checked.
The Heisenberg action given in (7) can also be checked from this list and Corollary
6.2.
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We note that (2) and (3) of Proposition 8.4 extend by continuity to [−π
2
, π

2
]

with the natural interpretation of arctan( tan θ
a2 ) and arctan(tan θ − b) as ±π

2
.

Definition 8.5. Let F̂ (θ, ξ) =
∫

Rn e
−2πiξ·yF (θ, y) dy denote the Fourier trans-

form with respect to the y -variable. For α ∈ R and ν ∈ Rn , define the function
Qα,ν on Rn by the expression

Qα,ν(y) = y · (αy + ν), y ∈ Rn.

Let D′′ be the subspace of functions F in I ′′(q,−n
2
, s) that satisfy the following

three conditions for all (α, ν) ∈ Rn+1 and θ ∈ R:

esQα,ν(·)F (θ, ·) ∈ L1(Rn) ∩ L2(Rn),

̂esQα,ν(·)F (θ, ·) ∈ L1(Rn), and

‖·‖2 ̂(esQα,ν(·)F (θ, ·)) ∈ L1(Rn).

For special choices of parameters q and s, the subspace D′′ will be shown
to be nonzero (c.f. Corollary 11.3).

Proposition 8.6. The subspace D′′ ⊆ I ′′(q,−n
2
, s) is G-invariant.

Proof. We first observe that the G-action on I ′′(q,−n
2
, s) that is given in (1)

- (4) of Proposition 8.4 may be summarized as

(g.F )(θ, y) = Ag(θ)e
sQα(g,θ),ν(g,θ)(y)F (θ′g(θ), T(g,θ)(y)), (4)

where Ag(θ) ∈ C, θ′g(θ), α(g, θ) ∈ R and ν(g, θ) ∈ Rn . Depending on g , the
function T(g,θ) : Rn → Rn is either rotation y → u−1y , u ∈ O(n), translation
y → y − y′(g,θ) , y

′
(g,θ) ∈ Rn , or dilation y → δ(g,θ)y , δ(g,θ) ∈ R. Note that from (2)

and (3) of Proposition 8.4, the function θ → δ(g,θ) is bounded and bounded away
from zero. Since Qα,ν(y) satisfies

Qα+α′,ν+ν′(y) = Qα,ν(y) +Qα′,ν′(y),

we see that esQα,ν(·)(g.F )(θ, ·) maintains the same form found in Equation 4. We
also observe that

Qα,ν(δy) = Qδ2α,δν(y), δ ∈ R,

Qα,ν(uy) = Qα,u−1ν(y), u ∈ O(n),

Qα,ν(y + ν ′) = Qα,2αν′+ν(y) + α ‖ν ′‖2
+ ν · ν ′, ν ′ ∈ Rn.

These relations along with a change of variables y → T−1
(g,θ)(y) then establish

esQα,ν(·)(g.F )(θ, ·) ∈ L1(Rn)∩L2(Rn) whenever esQα,ν(·)F (θ, ·) ∈ L1(Rn)∩L2(Rn).
By employing the above observations and elementary properties of the Fourier
transform, the second and third conditions defining D′′ can be shown to be
preserved by the action of G. We omit these details.
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9. K2 × O(n)-types in ker Ω′′

Let K = K2 × O(n). As an initial step toward identifying K -finite vectors in
ker Ω′′ , we consider K -finite vectors in I ′′(q,−n

2
, s). Let Hk(R

n) denote the
space of harmonic polynomials homogeneous of degree k and let Hk(S

n−1) de-
note the restriction of elements of Hk(R

n) to the unit sphere Sn−1 . In particu-
lar, the O(n)-finite vectors in C∞(Sn−1) are the harmonic polynomials on Sn−1 ,
C∞(Sn−1)O(n)-finite =

⊕
k Hk(S

n−1) where k ∈ Z≥0 for n ≥ 2, k ∈ {0, 1} for n = 1.

Let dk = dimHk(R
n) and fix an orthonormal basis {hk,j}dk

j=1 of Hk(R
n).

Proposition 9.1. For 0 6= y ∈ Rn , write y = ρξ with ρ = ‖y‖ and ξ ∈ Sn−1 .
The space of K -finite vectors in I ′′(q,−n

2
, s) is the span of all functions of the

form

F (θ, y) = e−imθ/2ψ(ρ)hk(y),

where m ∈ Z, ψ ∈ C∞(0,∞), hk ∈ Hk(R
n), and

m ≡ q + 2k (mod 4)

for y 6= 0 so that F (θ, y) extends smoothly to y = 0 and limρ→0 ρ
kψ(ρ) is bounded.

Proof. Recall that the characters of K2 are given by χK2
m ((gθ, εθ)) = e−iθm/2,

for m ∈ Z. Begin by observing that any weight vector for K2 in I ′′(q,−n
2
, s)

must satisfy

F (θ + θ′, y) = ((g−θ′, ε−θ′)F )(θ, y) = e−imθ′/2F (θ, y),

for some m ∈ Z. Setting θ = 0 and changing θ′ to θ shows F (θ, y) = e−imθ/2F̃ (y),

where F̃ = F (0, y).

Now suppose that F̃ ∈ C∞(Rn) is an O(n)-finite vector. Let V eF denote

the O(n)-invariant span of F̃ . Since dim(V eF ) <∞ , there exists O(n)-irreducible
subspaces Vj 6= 0 of V eF so that V eF = V1 ⊕ · · · ⊕ VM eF

.

Then for k ≥ 0, the restriction map Hk(R
n) → Hk(S

n−1) is an isomor-
phism. For ρ ∈ R>0 , consider the O(n)-intertwining map Rρ : C∞(Rn) →
C∞(Sn−1) defined by (Rρ(F))(ξ) = F(ρξ) where F ∈ C∞(Rn) and ξ ∈ Sn−1 .
Since each Vj is irreducible, either Rρ(Vj) = 0 or Rρ(Vj) = Hkj(ρ)(S

n−1). Since
dim(V eF ) ≥ dim(Rρ(Vj)) for all 1 ≤ j ≤ M eF and ρ > 0, the number of kj(ρ) for
which Rρ(Vj) 6= 0 is bounded for all j and ρ > 0. Indeed, if we let N eF be the
maximum value of k for which Hk(R

n) appears in V1 ⊕ · · · ⊕ VM eF
, we see that

kj(ρ) ≤ N eF for any ρ.

Writing y ∈ Rn\{0} uniquely as

y = ρξ

with ρ = ‖y‖ and ξ = y
‖y‖ and applying Rρ to F̃ , it follows that there exist unique
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ck,j(ρ) ∈ R so that

F̃ (y) =

N eF∑

k=1

dk∑

j=1

ck,j(ρ)hk,j(ξ) =

N eF∑

k=1

dk∑

j=1

ck,j(ρ)ρ
−khk,j(y)

=

N eF∑

k=1

dkj∑

j=1

Ckj ,j(ρ)hk,j(y),

where ck,j(ρ) = (F̃ (ρ·), hk,j)L2(Sn−1) is clearly smooth on (0,∞) and continuous
on [0,∞) so that Ck,j(ρ) = ck,j(ρ)ρ

−k ∈ C∞(0,∞) is smooth on (0,∞) and
limρ→0 ρ

kCk,j(ρ) is bounded.

Looking now at the extraction of weight vectors with respect to some
maximal torus, it follows that the space of K -finite vectors in C∞(Rn+1) is
spanned by all functions of the form F (θ, y) = e−imθ/2ψ(ρ)h(y) where m ∈ Z,
ψ ∈ C∞(0,∞), and h ∈ Hk(R

n) for y 6= 0 so that F extends smoothly to y = 0
and limρ→0 ρ

kψ(ρ) is bounded. Finally, to be in I ′′(q,−n
2
, s), the parity condition

F (θ, y) = ijqF (θ+ πj, (−1)jy) for j ∈ Z4 must be satisfied. This is easily seen to
be equivalent to the condition j (2k +m− q) ≡ 0 (mod 4) and gives the desired
result.

Lemma 9.2. If m ∈ Z, ψ ∈ C2(R), and h ∈ Hk(R
n), then a function F of

the form F (θ, y) = e−imθ/2ψ(ρ)h(y) (for y 6= 0) is annihilated by Ω′′ if and only
ψ lies in the kerD , where D is the ordinary differential operator

D = ρ2∂2
ρ + (n− 1 + 2k)ρ∂ρ + (4s2ρ4 − 2ismρ2).

Proof. It is straightforward to verify that

ρ2∆n(ψh) = ρ2ψ′′h+ ρ[(n− 1)h+ 2Enh]ψ
′ + ψ∆nh.

Recalling from Proposition 8.4 that Ω′′ = ρ2 [∆n + 4s∂θ + 4s2ρ2] and using the
facts that ∆nh = 0 and Enh = kh, it follows that Ω′′(e−imθ/2ψ(ρ)h(y)) =
(Dψ) e−imθ/2h(y) which finishes the proof.

Proposition 9.3. The space of K -finite vectors in ker Ω′′ ⊆ I ′′(q,−n
2
, s) is

spanned by functions of the form

e−imθ/2ψ(ρ)hk(y)

where m ∈ Z, hk ∈ Hk(R
n),

m ≡ q + 2k (mod 4)

and ψ is the unique, up to multiplication by C, analytic solution to Dψ = 0.

Proof. By Proposition 9.1, every K -finite vector in I ′′(q,−n
2
, s) can be written

as a sum of functions of the form F (θ, y) = e−imθ/2ψ(ρ)hk,j(y) when y 6= 0 where
ψ ∈ C∞(0,∞), h ∈ Hk(R

n), mk ∈ Z satisfies mk ≡ q + 2k (mod 4), F (θ, y)
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extends smoothly to y = 0, and limρ→0 ρ
kψ(ρ) is bounded. By independence and

Lemma 9.2, a sum of such functions lies in ker Ω′′ if and only if Dψ = 0 for each
term.

The Frobenius method for regular singular ordinary differential equations
(c.f. [5]) shows that the solution to Dψ = 0 is spanned by two linearly independent
solutions whose form depends on the roots of the indicial equation. In this
case, it is easy to check that the indicial roots are the integers r1 = 0 and
r2 = 2 − 2k − n. Since D has even coefficients, one solution can be written
as ψ(ρ) = ρmax{r1,r2}(1 +

∑∞
j=1 cjρ

2j) for some cj . The determination of the form

of the second linearly independent solution ψ̃ depends on the value of r2 . We
shall show that exactly one of the two linearly independent solutions will satisfy the
requirements that limρ→0 ρ

kψ(ρ) be bounded and that e−imθ/2ψ(ρ)hk,j(y) extend
smoothly to y = 0.

When r2 ≤ 0, max{r1, r2} = 0 so that e−imθ/2ψ(ρ)hk,j(y) extends smoothly

to y = 0. On the other hand, ψ̃(ρ) = αψ(ρ) ln ρ + ρr2(1 +
∑∞

j=1 djρ
2j) for some

constants α and dj . In order for limρ→0 ρ
kψ̃(ρ) to be finite, it is necessary that

r2 + k ≥ 0. As r2 = 2− 2k − n, this happens only when (k, n) is (1, 1) or (0, 2).
Consider first the case of (k, n) = (1, 1) so that r2 = −1. Since H1(R) = Cy ,

the presence of y
‖y‖ in e−imθ/2ψ̃(ρ)hk,j(y) shows that it does not extend smoothly

to y = 0. Next consider the case of (k, n) = (0, 2) so that r2 = r1 = 0. Since
the indicial root is repeated, it is known that α = 1. Hence the ln ρ term clearly
prevents e−imθ/2ψ̃(ρ)hk,j(y) from extending smoothly to y = 0.

Finally turn to the case of r2 > 0. Here the only possibility is (k, n) = (0, 1)

so that r2 = 1. Thus ψ(ρ) = ρ(1 +
∑∞

j=1 cjρ
2j) and ψ̃(ρ) = αψ(ρ) ln ρ + (1 +∑∞

j=1 djρ
2j). Here, α = limλ→0 λC1(λ) where Cj(λ) denotes the recursively

defined coefficients in the Frobenius method. Since the coefficients of D are
even, C1(λ) = 0 and hence α = 0. Recalling that H0(R) = C and ρ = ‖y‖ ,
it follows that e−imθ/2ψ(ρ)hk,j(y) does not extend smoothly to y = 0 while

e−imθ/2ψ̃(ρ)hk,j(y) does.

In order to easily obtain the Lie algebra action on the K -finite vectors
in ker Ω′′ , we explicitly describe the even analytic function ψ from Proposition
9.3 in terms of a confluent hypergeometric function. For z, λ, γ ∈ C, and
γ 6= 0,−1,−2, . . ., the confluent hypergeometric function of the first kind is defined
by the series

Φ(α, γ; z) =
∑∞

k=0

(α)k

(γ)k

zk

k!
,

where (α)0 = 1 and (α)k = Γ(α+k)
Γ(α)

for k ∈ Z>0 . It is well known (c.f. [12], p.

261) that Φ(α, γ; z) is entire.

Theorem 9.4. The space of K-finite vectors in ker Ω′′⊆I ′′(q,−n
2
, s) is spanned

by the functions

F (θ, y) = e−imθ/2e−isρ2

Φ(
2k +m+ n

4
, k +

n

2
; 2isρ2)hk(y)

where m ∈ Z, hk ∈ Hk(R
n), and m ≡ q + 2k (mod 4).
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Proof. From Proposition 9.3, it suffices to show that

ψm,k,n(ρ) = e−isρ2

Φ(
2k +m+ n

4
, k +

n

2
; 2isρ2)

is annihilated by D . To this end, it is straightforward to check that that a function
of the form e−isρ2

Φ(2isρ2) lies in kerD if and only if Φ satisfies the differential
equation

zΦ′′(z) + [(
n+ 2k

2
) − z]Φ′(z) − [

2k +m+ n

4
]Φ(z) = 0.

Since Φ(α, γ; z) is annihilated by the differential operator z∂2
z +(γ−z)∂z −α (c.f.

[12], p. 262), the proof is complete.

Note that the identity e−zΦ(α, γ; 2z) = ezΦ(γ − α, γ;−2z) (c.f. [16], p.
125) allows us to write the K -finite vectors in Theorem 9.4 as

F (θ, y) = e−imθ/2eisρ2

Φ(
2k −m+ n

4
, k +

n

2
;−2isρ2)hk(y).

10. Irreducible Subspaces of ker Ω′′

With an eye toward identifying invariant subspaces in ker Ω′′ , we begin this section
by showing that the spanning functions given in Theorem 9.4 are weight vectors for
sl2(C). As one expects, the formulas for the action of sl2 , as well as the Heisenberg
algebra, result from certain properties enjoyed by the confluent hypergeometric
function.

Lemma 10.1. The confluent hypergeometric function Φ(α, γ; z) satisfies

Φ′(α, γ; z) =
α

γ
Φ(α + 1, γ + 1; z), (5)

zΦ(α + 1, γ + 1; z) = γ(Φ(α + 1, γ; z) − Φ(α, γ; z)), and (6)

Φ(α, γ; z) =

(
γ − α

γ

)
Φ(α, γ + 1; z) +

α

γ
Φ(α + 1, γ + 1; z), (7)

zΦ′(α, γ; z) + αΦ(α, γ; z) = αΦ(α + 1, γ; z), (8)

z(Φ′(α, γ; z) − Φ(α, γ; z)) = (α− γ)(Φ(α, γ; z) − Φ(α− 1, γ; z)). (9)

Proof. Equations 5, 6, and 7 are identities (9.9.4), (9.9.12) and (9.9.13),
respectively, in [12]. Equation 8 follows immediately from 5 and 6. Next, combine
5 and 7 to obtain

Φ′(α, γ; z) − Φ(α, γ; z) =

(
α− γ

γ

)
Φ(α, γ + 1; z). (10)

Multiplying by z and replacing α with α− 1 in 6 gives 9.

Definition 10.2. Let k ∈ Z≥0 and m ∈ Z satisfy m ≡ q+2k (mod 4). Define
functions

Φm,k,n(y) = Φ(
2k +m+ n

4
, k +

n

2
; 2is ‖y‖2), for y ∈ Rn,

Ψm,k,n(θ, y) = e−i(mθ/2+s‖y‖2)Φm,k,n(y), for (θ, y) ∈ R × Rn.
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By Theorem 9.4, the span of the functions

Ψm,k,nhk,

hk ∈ Hk(R
n), is the space of K = K2×O(n)-finite vectors in ker Ω′′ ⊆ I ′′(q,−n

2
, s).

The next result shows that such functions are also weight vectors for sl2 .

Theorem 10.3. For nonzero hk ∈ Hk(R
n), we have

κ.(Ψm,k,nhk) =
m

2
(Ψm,k,nhk)

η±.(Ψm,k,nhk) = −
(

2k + n±m

4

)
Ψm±4,k,nhk.

Highest weight vectors occur iff q + n ≡ 0 (mod 4) and in this case

F−(2k+n),k,n = ei((k+n/2)θ−sρ2))hk

is a highest weight vector. Lowest weight vectors occur iff q ≡ n (mod 4), and
then

F(2k+n),k,n = e−i((k+n/2)θ−sρ2))hk

is a lowest weight vector for the action of the sl2 -triple {κ, η±}. Moreover, any
highest (or lowest) K -finite weight vector is in the span of these.

Proof. From Proposition 8.4, the sl2 -triple {κ, η±} acts in I ′′(q,−n
2
, s) by the

differential operators κ = i∂θ and

η± =
1

2
e∓2iθ

[
−ρ∂ρ ∓ i∂θ + (−n

2
∓ 2isρ2)

]
.

If we specialize to smooth functions of the form F (θ, y) = e−imθ/2ψ(ρ)hk(y), then
it is easy to check that κ.F = m

2
F which takes care of the first statement. It is

also easy to see that

(η±.F )(θ, y) = −1

2

[
ρψ′ + (k +

n

2
± (

m

2
+ 2isρ2))ψ

]
e−i(m±4)θ/2hk(y).

If we further stipulate that ψ(ρ) = e−isρ2
Φ(2isρ2), it is straightforward to verify

that

η+.F (θ, y) = −
[
(δ+

m,kΦ)(2isρ2)
]
pm,k(θ, y)

η−.F (θ, y) = −
[
(δ−m,kΦ)(2isρ2)

]
pm,k(θ, y)

where δ+
m,k and δ−m,k are the differential operators defined by

(δ+
m,kΦ)(z) = zΦ′(z) + (

2k + n+m

4
)Φ(z),

(δ−m,kΦ)(z) = z(Φ′(z) − Φ(z)) + (
2k + n−m

4
)Φ(z)
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and pm,k(θ, y) = e−i(mθ/2+sρ2)hk(y). By Equations 8 and 9 of Lemma 10.1, we
conclude that

(δ+
m,kΦm,k,n)(2isρ2) =

(
2k + n+m

4

)
Φm+4,k,n(2isρ

2)

(δ−m,kΦm,k,n)(2isρ2) =

(
2k + n−m

4

)
Φm−4,k,n(2isρ2).

These observations give the expressions for η±.(Ψm,k,nhk). It follows from these
same expressions that, for each k ≥ 0, the only m-value that can correspond to a
highest (respectively, lowest) weight vector is m = −(2k + n) (respectively, m =
(2k + n)). Substituting these values of m and using the identities Φ(0, γ; z) = 1
and Φ(α, α; z) = ez then give the indicated form for the highest and lowest weight
vectors.

Lemma 10.4. Let (k, n) ∈ Z≥0×Z>0 and define constants ck,n = (2k+n−2)−1

for (k, n) 6= (0, 2) and c0,2 = 0. If 1 ≤ j ≤ n and hk ∈ Hk(R
n), then

yjhk(y) − ck,n ‖y‖2 (∂jhk)(y) ∈ Hk+1(R
n).

Moreover, if hk 6= 0 and (k, n) 6= (1, 1), then there exists a j ∈ {1, . . . , n} for
which yjhk(y) − ck,n ‖y‖2 (∂jhk)(y) 6= 0.

Proof. Note that ck,n ≤ 0 only when (k, n) = (0, 2) or (k, n) = (0, 1). Since
these cases are clear (and actually do not depend on the value of ck,n), assume
ck,n > 0. For c ∈ C, let Hc(y) = yjhk(y) − c ‖y‖2 (∂jhk)(y). It is easily checked
that

∆nHc = 2∂jhk + yj△hk − c(2n∂jhk + 4En(∂jhk) + ‖y‖2 ∂j(△hk)),

where En denotes the Euler operator. Since hk is harmonic and ∂jhk is ho-
mogeneous of degree k − 1, we have ∆nHc = 2(1 − c(n + 2(k − 1)))∂jhk and
so ∆nHck,n

= 0. Regarding the nonvanishing statement, if (k, n) 6= (1, 1) and

hk ∈ Hk(R
n) satisfied yjhk(y) = ck,n ‖y‖2 (∂jhk)(y) for all j ∈ {1, . . . , n} , then

multiplying by yj and summing over j would give

‖y‖2 hk(y) = ck,n ‖y‖2En(hk)

for all y ∈ Rn . Since En(hk) = khk , we conclude that either hk = 0 or
kck,n = 1. However, kck,n = 1 occurs only when (k, n) = (1, 1). Thus, hk = 0.
Parenthetically, note that when (k, n) = (1, 1), we have H1(R) = Cy and so
yjhk(y)− ck,n ‖y‖2 (∂jhk)(y) = y(cy)− y2c = 0. Of course, H2(R) = 0 as well.

We now consider the Heisenberg action on the weight vectors Ψm,k,nhk . If
{ej} denotes the standard basis of Cn , then part (7) of Proposition 8.4 shows that
the operators

E∓
j = (±iej , ej , 0) ∈ hC

2n+1

act on I ′′(q,−n
2
, s) as

e±iθ(∓i∂j − 2syj).
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Theorem 10.5. Fix nonzero hk ∈ Hk(R
n).

(1) Then for each j ∈ {1, . . . n}, there exist hk−1,j ∈ Hk−1(R
n) and hk+1,j ∈

Hk+1(R
n), possibly zero, for which

E∓
j .(Ψm,k,nhk) = −s

(
2k + n∓m

k + n
2

)
(Ψm∓2,k+1,nhk+1,j) ∓ i(Ψm∓2,k−1,nhk−1,j).

If (k, n) 6= (1, 1), then hk+1,j 6= 0 for some j . Also, if k ≥ 1, hk−1,j 6= 0 for
some j .
(2) In particular, if n ≡ −q (mod 4), then for the sl2 -highest weight vector
F−(2k+n),k,n = ei((k+n/2)θ−sρ2))hk(y), the action is given by

E+
j .F−(2k+n),k,n = iΨ−(2k+n)+2,k−1,nhk−1,j.

If n ≡ −q (mod 4), then for the lowest weight vector

F(2k+n),k,n = e−i((k+n/2)θ−sρ2))hk(y) ,

the action is given by

E−
j .F(2k+n),k,n = −iΨ(2k+n)−2,k−1,nhk−1,j.

Proof. For brevity, let α = 2k+m+n
4

and γ = k + n
2
. We begin with the

computation of E−
j .(Ψm,k,nhk). Define differential operators d±j = ±i∂j −2syj on

C1(Rn). Using Equation 10 to replace Φ′ , we see that

d−j (Ψm,k,nhk) (θ, y) = 4s

(
α− γ

γ

)
Φ(α, γ + 1; 2isρ2)pm(θ, y)yjhk(y)

− ipm(θ, y)Φ(α, γ; 2isρ2)∂jhk,

where pm(θ, y) = e−i(mθ/2+s‖y‖2) . By Lemma 10.4, we know yjhk(y) = hk+1,j(y)+
ck,n ‖y‖2 (∂jhk)(y) for some hk+1,j ∈ Hk+1(R

n) that may be identically 0 for
certain j . However, by Lemma 10.4 there exists a j for which hk+1,j 6= 0.
Using Equation 6 and 2ck,n = (γ − 1)−1 we see that

d−j (Ψm,k,nhk) (θ, y) = 4s

(
α− γ

γ

)
Φ(α, γ + 1; 2isρ2)pm(θ, y)hk+1,j(y)

− i

[(
α− 1

γ − 1

)
Φ(α, γ; 2isρ2) +

(
γ − α

γ − 1

)
Φ(α− 1, γ; 2isρ2)

]
pm(θ, y)(∂jhk)(y).

By Equation 7, the expression in brackets is Φ(α− 1, γ − 1; 2isρ2). Since

Ψm−2,k+1,n = Φ(α, γ + 1; 2isρ2)pm(θ, y)

and

Ψm−2,k−1,n = Φ(α− 1, γ − 1; 2isρ2)pm(θ, y) ,
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the expression for E−
j .(Ψm,k,nhk) follows by letting hk−1,j = ∂jhk . The compu-

tation of E+
j .(Ψm,k,nhk) is similar. The only change is to use Equation 5 when

replacing Φ′ so that

d+
j (Ψm,k,nhk)(θ, y) = −4s

α

γ
Φ(α + 1, γ + 1; 2isρ2)pm(θ, y)yjhk(y)

+ ipm(θ, y)Φ(α, γ; 2isρ2)∂jhk.

Now apply Lemma 10.4 and use the identities from Lemma 10.1 in the same
order given for computing E−

j .(Ψm,k,nhk). Finally, the statements about highest
and lowest weight vectors follow immediately from the vanishing of the coefficient
2k+n∓m

k+ n
2

.

Definition 10.6. Let (ker Ω′′)K denote the K -finite vectors in
ker Ω′′ ⊆ I ′′(q,−n

2
, s). Define Hk ⊆ (ker Ω′′)K by

Hk = span{Ψm,k,nhk | hk ∈ Hk(R
n)}.

If n ≡ q (mod 4), define the subspace H+
k ⊆ (ker Ω′′)K by

H+
k = span{Ψm,k,nhk | m ≥ (2k + n), m ≡ q + 2k (mod 4), hk ∈ Hk(R

n)}.

If n ≡ −q (mod 4), define H−
k ⊆ (ker Ω′′)K by

H−
k = span{Ψm,k,nhk | m ≤ −(2k + n), m ≡ q + 2k (mod 4), hk ∈ Hk(R

n)}.

Finally, put

H+ = ⊕k≥0H
+
k , if n ≡ q (mod 4),

H− = ⊕k≥0H
−
k , if n ≡ −q (mod 4).

By Theorem 9.4, we have (ker Ω′′)K = ⊕k≥0Hk and, by Theorem 10.3, we
know exactly when highest or lowest weight vectors appear in (ker Ω′′)K . For
example, if n is not congruent to ±q (mod 4) (so no extremal vectors appear in
(ker Ω′′)K ), it follows from Theorem 10.3 and the O(n) irreducibility of Hk(R

n)
that each Hk is irreducible as a sl2 × O(n) module. In this case, (ker Ω′′)K is
a completely reducible sl2 × O(n) module. Again by Theorem 10.3, if n ≡ q
(mod 4) (i.e. lowest weight vectors appear in (ker Ω′′)K ), then H+

k is irreducible.
Similarly, if n ≡ −q (mod 4), H−

k is irreducible. In particular, when defined, H±

are sl2 × O(n) invariant.

Theorem 10.7. When n ≡ ±q (mod 4), H± is irreducible under the joint
action of sl2 × O(n) and h2n+1 . Furthermore, H+ is generated by Fn,0,n =
e−i(nθ/2−sρ2)) and H− is generated by F−n,0,n = ei(nθ/2−sρ2)) .

Proof. We shall provide proof of these statements only for the space H+

and leave the mutatis mutandis changes for H− to the reader. We begin by
showing that H+ is invariant under hC

2n+1 . By Proposition 8.4, the center
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acts by scalar multiplication. The remaining hC
2n+1 action arises from the space

{(u, v, 0) | u, v ∈ C} , where {E±
j | 1 ≤ j ≤ n} serves as a basis. By Theorem

10.5, we know E+
j .H

+
k ⊆ H+

k+1 + H+
k−1 ⊆ H+ . To determine where E−

j .H
+
k

lies, we separately consider E−
j .F(2k+n),k,n and E−

j .(Ψm,k,nhk) for m > (2k + n).
By Theorem 10.5, we know E−

j .F(2k+n),k,n ∈ H+
k−1 . If m > (2k + n), then

m ≥ (2k + n) + 4 and so E−
j .(Ψm,k,nhk) ⊆ H+

k+1 + H+
k−1 . This establishes the

hC

2n+1 invariance of H+ .

Let H+
L denote the space generated by Fn,0,n . Since Fn,0,n ∈ H+ and H+

is invariant, H+
L ⊆ H+ . We shall prove H+ = H+

L by showing H+
k ⊆ H+

L for all
k ≥ 0. For k = 0, this is clear since H+

0 is the sl2 × O(n) module generated by
Fn,0,n . Let k > 0 and assume by induction that H+

k′ ⊆ H+
L for all k′ ≤ k . But

then F(2k+n),k,n ∈ H+
L and by Theorem 10.5, there exists j ∈ {1, ..., n} for which

hk+1,j 6= 0 and

E+
j .F(2k+n),k,n ≡ −4sΨ2k+n+2,k+1,nhk+1,j (mod H+

k−1).

Since Ψ2k+n+2,k+1,nhk+1,j generates H+
k+1 as a sl2×O(n) module and H+

k−1 ⊆ H+
L ,

we conclude H+
k+1 ⊆ H+

L .

To show H+ is irreducible, we shall show every nontrivial invariant subspace
W ⊆ H+ contains Fn,0,n . By Theorem 9.4, write nonzero w ∈W as a sum of sl2
weight vectors

w =

N∑

j=1

Ψmj ,kj ,nhkj
,

where k1 < · · · < kN . Writing mj = (2kj + n) + 4nj for nj ∈ Z≥0 , set
M = max{nj | 1 ≤ j ≤ N} . By Theorem 10.3, it follows that (η−)M .w is
the sum of lowest weight vectors

(η−)M .w =
∑

j′

F(2kj′+n),kj′ ,n
,

where the sum is taken over those j′ ∈ {1, . . . , N} for which nj′ = M . Let
K = max{kj′} . If K = 0, we are done. If K > 0, then by Theorem 10.5, there
exist K indices ri ∈ {1, . . . , n} for which E−

r1
. . . E−

rK
(η−)M .w is a nonzero multiple

of Fn,0,n . This completes the proof.

Depending on the parity of n, the previous result identifies two proper
subspaces of (ker Ω′′)K that are irreducible under the action of sl2 × O(n) and
h2n+1 . The next result shows that these are the only irreducible proper subspaces
that can arise.

Theorem 10.8. The composition series for (ker Ω′′)K is determined by the
following parity conditions.
(1) If n 6≡ q (mod 4) and n 6≡ −q (mod 4), (ker Ω′′)K is irreducible.
(2) If n ≡ q (mod 4) and n 6≡ −q (mod 4) (so n is odd), then H+ is the only
irreducible submodule and

0 ⊆ H+ ⊆ (ker Ω′′)K
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is a composition series for (ker Ω′′)K .
(3) If n ≡ −q (mod 4) and n 6≡ q (mod 4) (so n is odd), then H− is the only
irreducible submodule and

0 ⊆ H− ⊆ (ker Ω′′)K

is a composition series for (ker Ω′′)K .
(4) If n ≡ q (mod 4) and n ≡ −q (mod 4) (so n is even), then H+ and H−

are the only irreducible submodules and

0 ⊆ H+ ⊆ H+ ⊕H− ⊆ (ker Ω′′)K

is a composition series for (ker Ω′′)K .

Proof. To prove part (1), we let W ⊆ (ker Ω′′)K be irreducible. As noted
above, the assumption implies that each Hk is irreducible as an sl2×O(n)-module
and so (ker Ω′′)K =

⊕
k≥0Hk is a completely reducible sl2 ×O(n)-module. Since

the decomposition is multiplicity free, it follows that W =
⊕

iHki
for some distinct

ki ∈ Z≥0 . We now consider the action of the Heisenberg algebra. By Theorem
10.5, if Hki

⊆ W , then there exists a j ∈ {1, . . . n} for which E−
j (Hki

) has a
nonzero component in Hki+1 for (k, n) 6= (1, 1). If ki ≥ 1, there also exists a
j
′ ∈ {1, . . . n} for which E−

j′ (Hki
) has a nonzero component in Hki−1 . From this

it follows that W contains all the Hk and so W = (ker Ω′′)K as claimed.

By Theorem 10.3, the assumption in part (2) is equivalent to the existence
of lowest weight vectors in (ker Ω′′)K , but no highest weight vectors. Thus, if
v ∈ (ker Ω′′)K is nonzero, then for any j ≥ 0, (η+)j.v 6= 0. Since η+ raises the
value of the parameter m, it follows that there exists a J ≥ 0 such that j ≥ J
implies 0 6= (η+)j .v ∈ H+ . Now apply this observation to a nonzero vector
w ∈ W , where W 6= 0 is irreducible. We conclude that W = H+ so that H+

is the unique irreducible submodule. Proving that H− is the unique irreducible
submodule in part (3) amounts to replacing η+ by η− in the argument.

Regarding the irreducibility of the quotient (ker Ω′′)K/H
+ , let

π : (ker Ω′′)K → (ker Ω′′)K/H
+ denote canonical projection and H̃k = π(Hk).

Then H̃k is an irreducible sl2 ×O(n)-module. We have (ker Ω′′)K/H
+ = ⊕k≥0H̃k

so that (ker Ω′′)K/H
+ is a completely reducible sl2 × O(n) module. The rest of

the proof mimics the proof of part (1). For example, Theorem 10.5 still implies

E−
j (H̃k) has a nonzero component in H̃k±1 for some choice of j . This establishes

part (2). Since the proof of part (3) is similar to the proof of (2), we omit the
details.

If n ≡ q (mod 4) and n ≡ −q (mod 4) then both H+ and H− appear
in (ker Ω′′)K and both are irreducible by Theorem 10.7. For k ≥ 0, define the
O(n)-modules H0

k ⊆ (ker Ω′′)K by

H0
k = span{Ψm,k,nhk | |m| < (2k + n), m ≡ q + 2k (mod 4), hk ∈ Hk(R

n)},

and set H0 = ⊕k≥0H
0
k . Then, as vector spaces, (ker Ω′′)K = H+ ⊕ H0 ⊕ H− .

Since no highest weight vectors lie in H+ ⊕H0 , for each 0 6= v ∈ H+ ⊕H0 , there
exists a J ≥ 0 such that j ≥ J implies 0 6= (η+)j.v ∈ H+ . Next observe that
if 0 6= v ∈ H− , then there exists a K > 0 for which (η+)K .v = 0. With this
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Figure 1: (ker Ω′′)K when n ≡ q mod 4

in mind, suppose W ⊆ (ker Ω′′)K is irreducible. If 0 6= w ∈ W , then write w =
w+ +w0 +w− , where w+ ∈ H+ , w0 ∈ H0 , and w− ∈ H− . If w0 +w− 6= 0, then
there exists M for which 0 6= (η+)M .w ∈ H+ so that W ⊆ H+ . If w0 + w− = 0
for all nonzero w ∈ W , we have W ⊆ H− . By irreducibility, either W = H+

or W = H− . To prove the quotient (ker Ω′′)K/(H
+ ⊕H−) is irreducible, define

sl2 ×O(n)-submodules H̃k = π(Hk) where π : (ker Ω′′)K → (ker Ω′′)K/(H
+⊕H−)

is projection. Since H̃k is either zero (this happens only when (k, n) = (0, 2) ) or
an irreducible sl2 ×O(n)-module, (ker Ω′′)K/(H

+⊕H−) is a completely reducible

sl2 × O(n) module. As in the proof of part (1), E−
j (H̃k) always has a nonzero

component in H̃k±1 , for some j . This proves part (4).

The diagram in Figure 1 gives the structure of (ker Ω′′)K in case (2) of
Theorem 10.8. Each dot • indicates a K -type of the form span{Ψm,k,nhk | hk ∈
Hk(R

n)} . The irreducible space H+ is the collection of dots that lie on and above
the line m = 2k + n. Case (3) is obtained by reflecting the collection of dots in
Figure 1 about the k -axis and case (4) is the superposition of these.

11. Laguerre Polynomials and Weight Vectors

Theorem 10.8 states that the submodules H± , when they appear, are the only
irreducible submodules in (ker Ω′′)K . In this section, we show that by specifying
the value of s ∈ C, exactly one of the two spaces H± will support a natural L2

structure which will result in a unitary action. To see how this L2 structure arises,
we consider a classical family of orthogonal functions, the Laguerre polynomials.
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Recall that the Laguerre polynomial Lγ
j (z) of degree j is given by

Lγ
j (z) =

j∑

p=0

(−1)p(γ + 1)j

p!(j − p)!(γ + 1)p
zp.

Theorem 11.1. If n ≡ q (mod 4), then the sl2 weight vector Ψm,k,nhk in H+

can be expressed in polar coordinates (y = ρξ with ρ = ‖y‖ and ξ ∈ Sn−1) as

(Ψm,k,nhk)(θ, y) = e−imθ/2 j!

(k + n
2
)j

eisρ2

ρkL
k+ n

2
−1

j (−2isρ2)hk(ξ),

where m = (2k + n) + 4j , j ≥ 0.
If n ≡ −q (mod 4), then Ψm,k,nhk in H− can be expressed as

(Ψm,k,nhk)(θ, y) = e−imθ/2 j!

(k + n
2
)j
e−isρ2

ρkL
k+ n

2
−1

j (2isρ2)hk(ξ),

where m = −(2k + n + 4j), j ≥ 0.

Proof. Suppose n ≡ q (mod 4) so that H+ is defined. Recall from Theorem
10.3 the form of the sl2 weight vectors Ψm,k,nhk in H+ . Namely, hk ∈ Hk(R

n)
and Ψm,k,n = e−imθ/2ψm,k,n , where

ψm,k,n(ρ) = e−isρ2

Φ(
2k +m+ n

4
, k +

n

2
; 2isρ2), (11)

and m = (2k + n) + 4j , j ≥ 0. Substituting in these values of m and using the
identity (c.f. [16], p. 125)

Φ(α, γ; z) = ezΦ(γ − α, γ;−z),

we see that
ψm,k,n(ρ) = eisρ2

Φ(−j, k +
n

2
;−2isρ2). (12)

It is known ([16] p. 201) that if j ∈ Z≥0 , then

Φ(−j, γ + 1; z) =
j!

(γ + 1)j
Lγ

j (z). (13)

From Equations 12 and 13, we may write

ψm,k,n(ρ) =
j!

(k + n
2
)j
eisρ2

L
k+ n

2
−1

j (−2isρ2).

The desired form now follows from the homogeneity of hk .

Now suppose n ≡ −q (mod 4). Then H− is has sl2 weights m =
−(2k + n) − 4j , j ≥ 0. Substituting these values into Equation 11 and using
Equation 13 gives

ψm,k,n(ρ) =
j!

(k + n
2
)j

e−isρ2

L
k+ n

2
−1

j (2isρ2),

from which the desired form of Ψm,k,nhk follows.
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We now give the corresponding form of these weight vectors in I ′(q,−n
2
, s)

using the correspondence τ : I ′(q,−n
2
, s) → I ′′(q,−n

2
, s) from Proposition 8.1.

Corollary 11.2. With n ≡ q (mod 4) and m = (2k+ n) + 4j , j ≥ 0, we have

(τ−1(Ψm,k,nhk))(t, x) =

j!

(k + n
2
)j

(1 + t2)−(k+ n
2
)

(
1 − it

1 + it

)j

e
is‖x‖2

1+it L
k+ n

2
−1

j (
−2is ‖x‖2

1 + t2
)hk(x).

Also, with n ≡ −q (mod 4) and m = −(2k + n+ 4j), j ≥ 0, we have

(τ−1(Ψm,k,nhk))(t, x) =

j!

(k + n
2
)j

(1 + t2)−(k+ n
2
)

(
1 + it

1 − it

)j

e
−is‖x‖2

1−it L
k+ n

2
−1

j (
2is ‖x‖2

1 + t2
)hk(x).

Proof. These expressions follow directly from Theorem 11.1, Proposition 8.1
and the two identities

e−i m
2

arctan(t) = (1 + t2)
m
4 (1 + it)−

m
2 , t ∈ R,

= (1 + t2)−
m
4 (1 − it)

m
2 , t ∈ R.

Recall the G-invariant space D′′ ⊆ I ′′(q,−n
2
, s) from Definition 8.5.

Corollary 11.3. If s = iσ , for σ ∈ R× and n ≡ sgn(σ)q (mod 4), then

Hsgn(σ) ⊆ ker Ω′′ ∩D′′.

Proof. Let s = iσ ∈ iR× . If n ≡ sgn(σ)q (mod 4), then by Theorem 11.1,
Hsgn(σ) is spanned by weight vectors

(Ψm,k,nhk)(θ, y) = e−imθ/2 j!

(k + n
2
)j

e−|σ|‖y‖2

L
k+ n

2
−1

j (2 |σ| ‖y‖2)hk(y),

where m = sgn(σ)((2k+n)+4j), j ≥ 0. Since the function y → (Ψm,k,nhk)(θ, y)
is clearly a Schwartz function, the product

esQα,ν(·)(Ψm,k,nhk)(θ, ·)

is still a Schwartz function. As the space of Schwartz functions is invariant under
the Fourier transform, it follows that (Ψm,k,nhk) ∈ D′′ .

12. Initial Conditions

Initial value problems play a fundamental role in the theory of partial differential
equations. Since functions in ker Ω ⊆ I ′(q,−n

2
, s) satisfy generalizations of the

heat and Schrödinger equations, it is natural to consider evaluation at t = 0 on
I ′(q,−n

2
, s). When restricted to H± , this idea will lead to a unitary structure.



570 Sepanski and Stanke

Definition 12.1. Let E ′ : I ′(q,−n
2
, s) → C∞(Rn) be evaluation at t = 0 and

let E ′′ : I ′′(q,−n
2
, s) → C∞(Rn) be evaluation at θ = 0.

From the isomorphism τ : I ′(q,−n
2
, s) → I ′′(q,−n

2
, s) given in Proposition

8.1, it is clear that letting t = 0 in I ′(q,−n
2
, s) is equivalent to letting θ = 0 in

I ′′(q,−n
2
, s) so that we have E ′ = E ′′τ .

Since {hk,p}dk
p=1 is an orthonormal basis for Hk(R

n), the set
{hk,p(ξ) | 1 ≤ p ≤ dk, k ≥ 0} is an orthonormal basis for L2(Sn−1).

Lemma 12.2. Let σ > 0 and define constants

ck,n,j(σ) =

[
2j!(2σ)k+ n

2

Γ(k + n
2

+ j)

]1/2

.

Then the set{
ck,n,j(σ)e−σρ2

ρkL
k+ n

2
−1

j (2σρ2)hk,p(ξ) | 1 ≤ p ≤ dk, k ≥ 0
}

is an orthonormal basis for L2(Rn).

Proof. Let ϕk,n,j(ρ) = ck,n,j(σ)e−σρ2
ρkL

k+ n
2
−1

j (2σρ2) for j ∈ Z≥0 . Since
L2(Rn) = L2(R+; ρn−1dρ) ⊗ L2(Sn−1) it suffices to show that for each k ≥ 0,{
ϕk,n,j(ρ) | j ∈ Z≥0

}
is an orthonormal basis for L2(R+; ρn−1dρ). Using the

change of variables x = 2σρ2 and setting γ = k + n
2
− 1, we have

∫

R+

ϕk,n,j(ρ)ϕk,n,p(ρ)ρ
n−1 dρ = Ck,n,p,j

∫

R+

e−xxγLγ
j (x)L

γ
p(x) dx,

where Ck,n,p,j =
[

j!
Γ(γ+1+j)

]1/2 [
p!

Γ(γ+1+p)

]1/2

. For γ > −1, the set

{[
j!

Γ(γ + 1 + j)

]1/2

e−x/2xγ/2Lγ
j (x) | j ≥ 0

}

is known to be an orthonormal basis for L2(R+) ([12] p. 84) and so the proof is
complete.

Theorem 12.3. Let σ > 0 and define constants dk,n,j(σ) by

dk,n,j(σ) =

[
2(2σ)k+ n

2 Γ(k + n
2

+ j)

j!Γ(k + n
2
)2

]1/2

(1) If n ≡ q (mod 4), define a basis of H+ by

B+ = {dk,n,j(σ)Ψm,k,nhk,p | k ≥ 0, m = (2k + n) + 4j, j ≥ 0, 1 ≤ p ≤ dk} .

If s = iσ , then E ′′(B+) is an orthonormal basis in L2(Rn).
(2) If n ≡ −q (mod 4), define a basis of H− by

B− = {dk,n,j(σ)Ψm,k,nhk,p | k ≥ 0, m = −(2k + n) − 4j, j ≥ 0, 1 ≤ p ≤ dk} .

If s = −iσ , then E ′′(B−) is an orthonormal basis in L2(Rn).
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Proof. Suppose n ≡ q (mod 4) and s = iσ , for σ > 0. Then by Theorem
11.1, we see

(E ′′(Ψm,k,nhk,p))(ρξ) =
j!

(k + n
2
)j
e−σρ2

ρkL
k+ n

2
−1

j (2σρ2)hk,p(ξ), (14)

where m = (2k + n) + 4j , j ≥ 0. Since (k + n
2
)j = Γ(k + n

2
+ j)/Γ(k + n

2
), it is

easily checked that
j!

(k + n
2
)j
dk,n,j(σ) = ck,n,j(σ),

where ck,n,j(σ) are defined in Lemma 12.2. The proof of (1) now follows from
Lemma 12.2. The proof of (2) is similar. Just observe that with
m = −(2k + n) − 4j and s = −iσ , the expression for E ′′(Ψm,k,nhk,p)(ρξ) has
exactly the same form found in Equation 14.

Note that when Re(s) = 0 and both H+ and H− appear in (ker Ω′′)K , only
one of these spaces maps to L2(Rn). More precisely, if n ≡ q (mod 4), n ≡ −q
(mod 4) and s = iσ , for σ > 0, then E ′′ takes H+ to L2(Rn), but takes H− to
functions on Rn that grow exponentially.

13. Intertwining Maps

In order to obtain a G-action on L2(Rn), we restrict E ′ to an appropriate G-
invariant space and construct the inverse map. Recall by Proposition 8.6 that the
space D′′ ⊆ I ′′(q,−n

2
, s) given in Definition 8.5 is G-invariant.

Definition 13.1. Define the space D′ ⊆ I ′(q,−n
2
, s) by

D′ = τ−1(D′′),

where τ : I ′(q,−n
2
, s) → I ′′(q,−n

2
, s) is the G-equivariant isomorphism in Propo-

sition 8.1.

For f ∈ I ′(q,−n
2
, s), let

f̂(t, ξ) =

∫

Rn

e−2πiξ·xf(t, x) dx

denote the Fourier transform on Rn .

Proposition 13.2. If s = iσ ∈ iR× and n ≡ sgn(σ)q (mod 4), then D′∩ker Ω
is a nonzero, G-invariant space of functions that satisfy the following conditions
for each t ∈ R:

f(t, ·) ∈ L1(Rn) ∩ L2(Rn),

f̂(t, ·) ∈ L1(Rn),

‖·‖2 f̂(t, ·) ∈ L1(Rn).
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Proof. Under these assumptions, Corollary 11.3 states

0 6= Hsgn(σ) ⊆ ker Ω′′ ∩D′′,

and so D′ ∩ ker Ω is nonzero. The G-invariance of D′ ∩ ker Ω follows from the
G-invariance of D′ and ker Ω. Moreover, from the definition of D′′ and choosing
α = 0 so that Q0,ν(y) = 0, we see F ∈ D′′ satisfies

F (θ, ·) ∈ L1(Rn) ∩ L2(Rn),

F̂ (θ, ·) ∈ L1(Rn),

‖·‖2 F̂ (θ, ·) ∈ L1(Rn),

for each θ ∈ R. Writing f = τ−1(F ), the following list of identities is then easily
checked:

‖f(t, ·)‖L1 = (1 + t2)
n
4 ‖F (arctan t, ·)‖L1 ,

‖f(t, ·)‖L2 = ‖F (arctan t, ·)‖L2 ,∥∥∥f̂(t, ·)
∥∥∥

L1
= (1 + t2)−

n
4

∥∥∥ ̂F (arctan t, ·)
∥∥∥

L1
,

∥∥∥‖·‖2 f̂(t, ·)
∥∥∥

L1
= (1 + t2)−

n+4
4

∥∥∥‖·‖2 ̂F (arctan t, ·)(·)
∥∥∥

L1
.

The proposition now follows from this list and the properties of F .

Recall from Corollary 7.1 that ker Ω is realized in I ′(q,−n
2
, s) as ker(4s∂t + △).

To construct the inverse of E ′ (restricted to D′ ∩ ker Ω), we turn to standard
Fourier transform techniques that solve the initial-value problem

4s∂tf + △f = 0, (15)

f(0, x) = u(x).

Definition 13.3. Let û denote the Fourier transform of u . Define the linear
subspace D0 ⊆ L2(Rn) as those continuous functions u ∈ L1(Rn) ∩ L2(Rn) for
which û ∈ L1(Rn) and |ξ|2 û(ξ) ∈ L1(Rn).

Lemma 13.4. Let s ∈ iR be nonzero. For u ∈ D0 , the expression

f(t, x) =

∫

Rn

e2πix·yeπ2( t
s)‖y‖

2

û(y) dy

defines a solution of the initial-value problem (15). Conversely, if f ∈ C2(Rn+1)
satisfies 4s∂tf + △f = 0 and f(0, x) ∈ D0 , then

f(t, x) =

∫

Rn

e2πix·ye
π2t

s
‖y‖2

f̂(0, ·)(y) dy,

for all (t, x) ∈ Rn+1 .
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Proof. First observe that since û ∈ L1(Rn), the integral expression giving f is
well-defined and continuous by the dominated convergence theorem. Furthermore

if U(t, y) = e2πix·yeπ2( t
s)‖y‖

2

û(y), then from the definition of D0 , we see

∣∣∣∣
∂U

∂t
(t, y)

∣∣∣∣ ≤
π2

|s| ‖y‖
2 |û(y)| ∈ L1(Rn), and

|△U(t, y)| ≤ 4π2 ‖y‖2 |û(y)| ∈ L1(Rn).

Consequently, differentiation under the integral is valid (c.f. Folland, p. 56) and
we can easily check that 4s∂tf + △f = 0. Moreover, by dominated convergence,
f(0, x) = limt→0 f(t, x) = (û)∨(x), where ∨ denotes the inverse Fourier transform.
Since u is continuos, we can conclude by the Fourier inversion formula (c.f. Folland,
p. 251) that (û)∨(x) = u(x).

For the converse, assume f ∈ C2(Rn+1) satisfies 4s∂tf + △f = 0 and
f(0, x) ∈ D0 . Observe that both f(t, x) and

ψ(t, x) =

∫

Rn

e2πix·ye
π2t
s

‖y‖2

(f̂(0, ·))(y) dy,

satisfy (15), where u(x) = f(0, x). It follows from restriction theorems (c.f. Stein,
p. 369) that for functions f satisfying (15) and u ∈ L2(Rn), there exists a constant
A for which

‖f(t, x)‖Lq(Rn+1) ≤ A ‖u(x)‖L2(Rn) ,

where q = (2n + 4)/n. In particular, we have f(t, x)
a.e.
= ψ(t, x). By continuity,

we conclude f(t, x) = ψ(t, x), for all (t, x) ∈ Rn+1 .

Definition 13.5. Let s ∈ iR× and n ≡ sgn(σ)q (mod 4). Put
D = E ′(D′ ∩ ker Ω). For u ∈ D , define the function I ′u on Rn+1 by

(I ′u)(t, x) =

∫

Rn

e2πix·ye
π2t
s

‖y‖2

û(y) dy.

Theorem 13.6. Let s ∈ iR× and n ≡ sgn(σ)q (mod 4).
(1) If f ∈ D′ ∩ ker Ω, then (I ′E ′)f = f .
(2) If u ∈ D , then I ′u ∈ D′ ∩ ker Ω and (E ′I ′)u = u.

In other words, I ′ is the inverse of the restriction of E ′ to D′ ∩ ker Ω.

Proof. First observe that Proposition 13.2 implies D ⊆ D0 . But then (1) is
the second statement of Lemma 13.4. For the proof of (2), if u ∈ D , then by
the definition of D , there exists f ∈ D′ ∩ ker Ω for which u = f(0, ·). From the
second statement of Lemma 13.4, we know f = I ′u . Thus, I ′u ∈ D′ ∩ ker Ω and
the proof is complete.
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14. The Oscillator Representation

In this section, we use the map E ′ to transport the G-action on D′ ∩ ker Ω to its
image D in L2(Rn).

Definition 14.1. Let ω =

(
0 −1
1 0

)
and εω(z) =

√
z . For a > 0, let

ga =

(
a 0
0 a−1

)
and εa(z) = a−

1
2 . For c ∈ R, let gc =

(
1 0
c 1

)
and

εc(z) =
√
cz + 1. Here,

√· denotes the principal square root. Finally, let

gb =

(
1 b
0 1

)
and εb(z) = 1.

From the definitions of A, N and N in §2.2, we have A = {(ga, εa) | a > 0} ,
N = {(gb, εb) | b ∈ R} , and N = {(gc, εc) | c ∈ R} . Note that (ω, εω) is
a representative of the nontrivial element of the Weyl group of G2 . By the
Bruhat decomposition, a representation of G2 is completely determined by the its
restriction to (ω, εω), A and N .

Lemma 14.2. For f ∈ I ′(q,−n
2
, s), we have the following actions:

(1) ((ω, εω).f)(t, x) = e−
iπq(sgn(t)+1)

4 |t|−
n
2 e

s‖x‖2

t f(−1
t
,−x

t
), for t 6= 0,

(2) ((ga, εa).f)(t, x) = a−
n
2 f( t

a2 ,
x
a
),

(3) ((gb, εb).f)(t, x) = f(t− b, x)

(4) ((gc, εc).f) (t, x) = |1 − ct|−
n
2 ei πq

4
(sgn(1−ct)−1)e

sc‖x‖2

ct−1 f( t
1−ct

, x
1−ct

).

Proof. By Proposition 6.1, we have for t 6= 0,

((ω, εω).f)(t, x) = |−t|−
n+q

2 ε(
1

−t)
−q e

s‖x‖2

t f(
1

−t ,
x

−t).

From §3.1, we know ε( 1
−t

) = limz→ 1
−t

, z∈D

√
z . Since

√
z is the principal square

root and z lies in the upper half-plane, this limit is

|t|−
1
2

{
1, t < 0
i, t > 0

,

which we write as |t|−
1
2 ei π

4
(sgn(t)+1) . The proves (1). Both (2) and (3) are

immediate from Proposition 6.1. To prove (4), mimic the proof of (1) and observe
that

ε(g−1
c .t) = |1 − ct|−

1
2 ei π

4
(1−sgn(t)).

Definition 14.3. Suppose s ∈ iR× and n ≡ sgn(σ)q (mod 4). For u ∈ D ⊆
L2(Rn) and g ∈ G, define

g.u = E ′ (g.(I ′u)).

Note that by Theorem 13.6, this action of G on D is well-defined. We now
wish to calculate this action for the group elements in Definition 14.1. However,
realizing the action of (ω, εω) requires a different form for the inverse map I ′ .
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Lemma 14.4. If s = iσ ∈ iR× , n ≡ sgn(σ)q (mod 4) and u ∈ D ⊆ L2(Rn),
then

(I ′u)(t, x) =





(
iπt
σ

)−n
2
∫

Rn

e
iσ
t
‖x−y‖2

u(y) dy, for t 6= 0,

lim
t→0

(
iπt
σ

)−n
2
∫

Rn

e
iσ
t
‖x−y‖2

u(y) dy, for t = 0.

where
(

iπt
σ

)−n
2 denotes

∣∣πt
σ

∣∣−n
2 e− sgn(tσ) iπn

4 .

Proof. If t 6= 0, then from the definition of I ′ and dominated convergence, we
have

(I ′u)(t, x) = lim
ε→0+

∫

Rn

e2πix·ξe
π2t

−ε sgn t+s
‖ξ‖2

û(ξ) dξ

= lim
ε→0+

∫

Rn

∫

Rn

e2πi(x−y)·ξe
π2t

−ε sgn t+s
‖ξ‖2

u(y) dydξ.

By Fubini and the identity
∫

Rn

e−2πix·ξe−πα‖ξ‖2

dξ = α−n
2 e−

π
α
‖x‖2

, Reα > 0,

we find

(I ′u)(t, x) = lim
ε→0+

∫

Rn

(
πt

ε sgn t− s

)−n
2

e
−ε sgn t+s

t
‖y−x‖2

u(y) dy.

The analytic continuation of α−n
2 on R+ gives

lim
ε→0+

(
πt

ε sgn t− s
)−

n
2 =

∣∣∣∣
πt

σ

∣∣∣∣
−n

2

{
e

iπ
2 (−n

2 ), tσ > 0

e−
iπ
2 (−n

2 ), tσ < 0
.

The formula for (I ′u)(t, x) when t 6= 0 now follows by dominated convergence.
Finally, the t = 0 case is clear from the continuity of I ′u .

For λ ∈ R, let Mλ : L2(Rn) → L2(Rn) denote the unitary multiplication
operator

(Mλu)(x) = eiλπ2‖x‖2

u(x).

If F denotes the Fourier transform on Rn and s = iσ ∈ iR× , then by Definition
13.5, we may write I ′ = F−1M(−t

σ
)F . We utilize this notation in the next result.

Theorem 14.5. Suppose s = iσ ∈ iR× and n ≡ sgn(σ)q (mod 4). Then for
u ∈ D ⊆ L2(Rn), we have the following actions:

(1) ((ω, εω).u)(x) = e− sgn(σ) iπn
4

∣∣π
σ

∣∣−n
2 (Fu)(σ

π
x),

(2) ((ga, εa).u) (x) = a−
n
2 u(x

a
),

(3) ((gb, εb).u) (x) = ((F−1M( b
σ
)F)u)(x),

(4) ((gc, εc).u) (x) = e−iσc‖x‖2

u(x),
(5) ((ν1, ν2, w).u)(x) = eiσ[ν1·ν2−2x·ν2+w]u(x− ν1).
In particular, G acts unitarily on D .
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Proof. From (1) of Lemma 14.2 and Lemma 14.4, write

((ω, εω).u) (x) = (E ′ ((ω, εω). (I ′u))) (x)

= ((w, ε). (I ′u)) (0, x)

= lim
t→0

((w, ε). (I ′u)) (t, x)

= lim
t→0

e−
iπq(sgn(t)+1)

4 |t|−
n
2 e

s‖x‖2

t (I ′u) (−1

t
,−x

t
)

= lim
t→0

e−
iπq(sgn(t)+1)

4 |t|−
n
2 e

iσ‖x‖2

t

∣∣∣∣
−π
σt

∣∣∣∣
−n

2

× e− sgn(−σ
t
) iπn

4

∫

Rn

e−iσt‖−x
t
−y‖2

u(y) dy

= lim
t→0

e−
iπq(sgn(t)+1)

4

∣∣∣π
σ

∣∣∣
−n

2
esgn(σt) iπn

4

∫

Rn

e−iσt(2x
t
·y+‖y‖2)u(y) dy.

Since n ≡ sgn(σ)q (mod 4), we have e−
iπq(sgn(t)+1)

4 = e−
iπn(sgn(t)+1)

4 . Combining
exponentials and applying dominated convergence, we obtain

= lim
t→0

e− sgn(σ) iπn
4

∣∣∣π
σ

∣∣∣
−n

2

∫

Rn

e−2πix·ye−iσt‖y‖2

u(y) dy

= e− sgn(σ) iπn
4

∣∣∣π
σ

∣∣∣
−n

2

∫

Rn

e−2πi(σx
π

)·yu(y) dy.

This proves the formula for the action in (1). To prove (2), we have by (2) of
Lemma 14.2,

((ga, εa).u) (x) = (E ′ ((ga, εa). (I ′u))) (x)

= ((ga, εa). (I ′u)) (0, x)

= a−
n
2 (I ′u) (0,

x

a
)

= a−
n
2 (E ′ (I ′u)) (

x

a
)

= a−
n
2 u(

x

a
).

For the proof of (3), use (3) of Lemma 14.2 to write

((gb, εb).u) (x) = (E ′ ((gb, εb). (I ′u))) (x)

= (I ′u) (−b, x)
= ((F−1M( b

σ
)F)u)(x).
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To prove (4), use (4) of Lemma 14.2 to write

((gc, εc).u) (x) = (E ′ ((g, ε). (I ′u))) (x)

= ((g, ε). (I ′u)) (0, x)

= e−iσc‖x‖2

(I ′u) (0, x)

= e−iσc‖x‖2

(E ′ (I ′u)) (x)

= e−iσc‖x‖2

u(x).

Finally, from the action of (ν1, ν2, w) found in Proposition 6.1, we have

((ν1, ν2, w).u)(x) = (((ν1, ν2, w). (I ′u))) (0, x)

= es[ν1·ν2−2x·ν2+w] (I ′u) (0, x− ν1)

= es[ν1·ν2−2x·ν2+w] (E ′ (I ′u)) (x− ν1)

= es[ν1·ν2−2x·ν2+w]u(x− ν1).

This completes the proof of the various actions. Finally, it is clear that each of
these actions is unitary in L2(Rn).

Note that the representation of H2n+1 in part (5) of Corollary 14.5 is the
standard Schrödinger realization of an irreducible unitary representation (p. 46
[15]).

In order to match the actions found in parts (1), (2) and (4) of Theorem
14.5 with those found in [13], we need to conjugate the above action by a unitary
operator.

Definition 14.6. For c ∈ R× , let δ(c) : L2(Rn) → L2(Rn) denote unitary

dilation (δ(c)u)(x) = |c|
n
2 u(cx). If σ ∈ R× , set cσ = |σ|

1
2

π
√

2
and define

Tσ : L2(Rn) → L2(Rn) by the composition Tσ = δ(cσ)F .

Note that Tσ preserves D .

Corollary 14.7. On D ⊆ L2(Rn), we have the following action of G2 :

(1) ((Tσ(ω, εω)T−1
σ )u)(x) = e− sgn(σ) iπn

4 (2π)−
n
2 (Fu)( sgnσ

2π
x),

(2) ((Tσ(ga, εa)T
−1
σ )u)(x) = a

n
2 u(ax),

(3) ((Tσ(gb, εb)T
−1
σ )u)(x) = ei b sgn σ

2
‖x‖2

u(x).
In particular, we obtain the n-fold tensor product of the oscillator representation
of G2 when sgn(σ) = −1 and its dual when sgn(σ) = 1.

Proof. By (1) of Theorem 14.5, we see (ω, εω) acts by e− sgn(σ) iπn
4 δ(σ

π
)F . Since

Fδ(c) = δ(c−1)F , for c ∈ R× , we have

(Tσ(ω, εω)T−1
σ ) = e− sgn(σ) iπn

4 (δ(cσ)F)(δ(
σ

π
)F)(F−1δ(c−1

σ ))

= e− sgn(σ) iπn
4 δ(

σc2σ
π

)F

= e− sgn(σ) iπn
4 δ(

sgn σ

2π
)F .
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For (2), note that (2) of Theorem 14.5 says (ga, εa) acts by δ(a−1) and so

(Tσ(ga, εa)T
−1
σ ) = (δ(cσ)F)δ(a−1)(F−1δ(c−1

σ )

= (δ(cσac
−1
σ ).

For (3), first observe that δ(c)Mλ = Mc2λδ(c). So, from (3) of Theorem 14.5, we
have

(Tσ(gb, εb)T
−1
σ ) = (δ(cσ)F)(F−1M( b

σ
)F)(F−1δ(c−1

σ ))

= M
(

bc2σ
σ

)
.

Since the quotient here is b sgn σ/2π2 , the proof of (3) is complete.

If sgn(σ) = −1, Corollary 14.7 and [13] (with the parameters k and n
found there to be n and 1, respectively) shows that the action of G2 on L2(Rn)
is identical with the n-fold tensor product of the the well known unitary represen-
tation of G2 called the oscillator representation (also know as the metaplectic or
Segal-Shale-Weil representation). If sgn(σ) = 1, the above action is clearly dual
to the oscillator representation.

Putting everything together, we obtain a very explicit and natural realiza-
tion of the n-fold tensor product of the oscillator representation (or its dual) as
solutions to the Schrödinger equation on an appropriate line bundle.

Theorem 14.8. Suppose s = iσ ∈ iR× and n ≡ sgn(σ)q (mod 4).
(1) The G-invariant space D′ ∩ ker Ω ⊆ I ′(sgn(σ)n,−n

2
, iσ) has the structure of

a pre-Hilbert space with G-invariant inner product given by

(f1, f2) =

∫

Rn

f1(0, x)f2(0, x) dx.

(2) The space D′∩ker Ω completes to a unitary representation of G whose restric-
tion to G2 is isomorphic to the n-fold tensor product of the oscillator representation
or its dual, depending on whether σ < 0 or σ > 0. Furthermore, the subspace of
K -finite vectors τ−1(Hsgn(σ)) is dense.

Proof. Under our assumptions, Corollary 11.3 states Hsgn(σ) ⊆ D′′ ∩ ker Ω′′ so
that

τ−1(Hsgn(σ)) ⊆ D′ ∩ ker Ω.

By the definition of D , we have

E ′τ−1(Hsgn(σ)) ⊆ D ⊆ L2(Rn).

Now Theorem 12.3 implies that E ′′(Hsgn(σ)) is dense in L2(Rn). Since E ′′ = E ′τ−1

(recall τ : I ′(q,−n
2
, s) → I ′′(q,−n

2
, s) from Proposition 8.1), we conclude that

E ′τ−1(Hsgn(σ)), and hence D , is dense in L2(Rn). Since the map E ′ : D′∩ker Ω →
D is a G-equivariant isomorphism, we may define an inner product on D′ ∩ ker Ω
by

(f1, f2) = (E ′f1, E ′f2).
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From Theorem 14.5, we know that G acts unitarily on D so this inner product is
G-invariant. This proves (1). Finally, (2) follows from Corollary 14.7.

We remark that the inner product in (1) of Theorem 14.8 may alternately
be expressed as

∫
Rn f1(t, x)f2(t, x) dx, for any t ∈ R. Indeed, from the explicit

form of the weight vectors found in Corollary 11.2, we see that any t-derivative of
f ∈ τ−1(Hsgn(σ)) is a Schwartz function in x ∈ Rn . If f1 , f2 ∈ τ−1(Hsgn(σ)), then
by the product rule and the fact ∂tfj = −1

4iσ
△fj , for j = 1, 2, we may write

∂t

∫

Rn

f1(t, x)f2(t, x) dx =
−1

4iσ

∫

Rn

(△f1(t, x)f2(t, x) − f1(t, x)△f2(t, x)) dx.

But the Schwartz condition implies

∫

Rn

△f1(t, x)f2(t, x) dx =

∫

Rn

f1(t, x)△f2(t, x) dx

so we conclude t→
∫

Rn f1(t, x)f2(t, x) dx is constant.

We expect that an appropriate completion of τ−1(Hsgn(σ)) contains all
classical solutions to the Schrödinger equation. Indeed, an analogous was proved
for the wave equation in [8].

Finally, we expect that there is a generalization of Theorem 14.8 to the
setting of the general metaplectic group.
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