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Abstract. We construct canonical frames and find all maximally symmet-
ric models for a natural generic class of corank 2 distributions on manifolds of
odd dimension greater or equal to 7. This class of distributions is characterized
by the following two conditions: the pencil of 2-forms associated with the corre-
sponding Pfaffian system has the maximal possible first Kronecker index and the
Lie square of the subdistribution generated by the kernels of all these 2-forms
is equal to the original distribution. In particular, we show that the unique, up
to a local equivalence, maximally symmetric model in this class of distributions
with given dimension of the ambient manifold exists if and only if the dimension
of the ambient manifold is equal to 7, 9, 11, 15 or 8` − 3, ` ∈ N . Besides,
if the dimension of the ambient manifold is equal to 19, then there exist two
maximally symmetric models, up to a local equivalence, distinguished by cer-
tain discrete invariant. For all other dimensions of ambient manifold there are
families of maximally symmetric models, depending on continuous parameters.
Our main tool is the so-called symplectification procedure having its origin in
Optimal Control Theory. Our results can be seen as an extension of some clas-
sical results of Cartan’s on rank 3 distributions in R5 to corank 2 distributions
of higher odd rank.
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1. Introduction

1.1. Distributions and their Tanaka symbols.. A distribution D of rank l
on a n-dimensional manifold M or an (l, n)-distribution is a subbundle of the
tangent bundle TM with l -dimensional fiber. The corank of an (l, n)- distribution
by definition is equal to n − l . Obviously corank is equal to the number of
independent Pfaffian equations defining D . Distributions appear naturally in
Control Theory as control systems linear with respect to controls and in the
geometric theory of ordinary and partial differential equations.
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The general problem is to determine equivalence for germs of these geo-
metric objects with respect to the natural action of the group of germs of diffeo-
morphisms of M . Except for several cases such as line distributions, corank one
distributions and rank (2, 4)-distributions generic distributions have functional,
and, thus, non-trivial differential invariants.

In his classical paper [4] Elie Cartan constructs a canonical coframe for
non-degenerate (2, 5) and (3, 5)-distributions. This is a first example of an ex-
plicit solution for the equivalence problem of vector distributions with non-trivial
functional invariants. Cartan’s method of equivalence was successfully applied to
other classes of low-dimensional distributions, for example, for (3, 6)-distributions
by R. Bryant ([2, 3]).

N. Tanaka and his school ([19, 20, 16, 21]) systematized the Cartan equiv-
alence method by introducing the notion of a symbol of a distribution at a point
(which is a graded nilpotent Lie algebra) and its algebraic prolongation. This ap-
proach allows to translate the Cartan prolongation procedure to the language of
pure Linear Algebra.

To define the Tanaka symbol, set D = D1 and define recursively Dj =
Dj−1 + [D,Dj−1] , j > 1. The space Dj(q) is called the j th power of the
distribution D at a point q . Clearly Dj ⊆ Dj+1 . The filtration {Dj}j∈N is
called the weak derived flag of a distribution and the tuple of dimensions of the
subspaces of this filtration at a given point is called the small growth vector of the
distribution at this point. A point of M is called a regular point of a distribution
if the small growth vector is constant in a neighborhood of this point.

Further, let g−1(q)
def
= D(q) and g−j(x)

def
= Dj(q)/Dj−1(q) for j > 1. If

a point q is regular, then the graded space mq =
∑
≤−1 g

j(q) can be naturally
equipped with a structure of a graded nilpotent Lie algebra called a symbol of the
distribution D at a point q . Indeed, let pj : Dj(q) 7→ g−j(q) be the canonical
projection to a factor space. Take Y1 ∈ g−i(q) and Y2 ∈ g−j(q). To define the Lie

bracket [Y1, Y2] take a local section Ỹ1 of the distribution Di and a local section

Ỹ2 of the distribution Dj such that pi
(
Ỹ1(q)

)
= Y1 and pj

(
Ỹ2(q)

)
= Y2 . It is clear

that [Ỹ1, Ỹ2](q) ∈ Di+j(q). Put

[Y1, Y2]
def
= pi+j

(
[Ỹ1, Ỹ2](q)

)
. (1.1)

It is easy to see that the right-hand side of (1.1) does not depend on the choice of

sections Ỹ1 and Ỹ2 . Besides, g−1(q) generates the whole algebra m(q). A graded
Lie algebra satisfying the last property is called fundamental.

In [19] Tanaka considered distributions of constant type m , i.e. distributions
with symbols at any point isomorphic to a given graded nilpotent Lie algebra m .
Another important notion introduced there is the notion of flat (or standard)
distribution of type m , which is an equivalence class of a left-invariant distribution
on the corresponding Lie group. Namely, let M(m) be the simply connected Lie
group with the Lie algebra m and let e be its identity. One can define the canonical
left invariant distribution Dm on M(m) such that Dm(e) = g−1 . Note that Dm has
constant symbol m . A distribution D is called a flat (or standard) distribution of
type m if its germ at any point is equivalent to a germ Dm at e (or, equivalently,
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at any point of M(m)). Note that later (independently and for different purposes)
flat distributions and similar objects for sub-Riemannian geometry appeared in the
Control Theory literature (see surveys [1, 15]) and PDE literature (for example,
[18]) under the name of nilpotent approximations.

The main idea of the Tanaka approach is that the construction of the
canonical (co)frame for all distributions of constant type m can be imitated by the
construction of such canonical (co)frame for the flat distribution of type m . The
latter can be described purely algebraically in terms of so-called universal algebraic
prolongation of the symbol m , which is in essence the maximal (nondegenerate)
graded Lie algebra, containing m as its negative part. Moreover, the algebra
of infinitesimal symmetries of flat distribution of type m is closely related to
this universal algebraic prolongation. In particular, as it was proved in [19],
for any fundamental symbol m with finite dimensional algebraic prolongation
the flat distribution of type m has the algebra of infinitesimal symmetries of
maximal dimension among all distributions of constant symbol m and this algebra
is isomorphic to the universal prolongation of the symbol m .

1.2. Symbols of corank 2 distributions and pencils of skew-symmetric
forms. Now consider corank 2 distributions D on n-dimensional manifold M
with n ≥ 5 and assume that D2 = TM . The case of (3, 5)-distributions, was
treated already by Elie Cartan in [4]. Such distributions have the prescribed
symbol and the flat distribution is nothing but the standard Cartan distribution
on the space J1(R,R2) of the 1-jets of functions from R to R2 . So it has the
infinite dimensional group of symmetries. Besides, there exists the unique rank
2 subdistribution D̃ ⊂ D such that D̃2 ⊂ D . Moreover, the subdistribution D̃
is integrable if and only if D is flat. If the sub-distribution D̃ is not integrable,
then the germ of D̃ at some point satisfies D̃2 = D and the small growth vector
of D̃ is (2, 3, 5) . So the equivalence problem for D is reduced to the equivalence

problem for D̃ . The subdistribution D̃ has constant symbol and the universal
Tanaka prolongation of this symbol is equal to the exceptional Lie algebra G2 .

Now consider the case of an arbitrary n ≥ 5. First question is: What
is the set of all Tanaka symbols of (n − 2, n)-distributions D with small growth
vector (n − 2, n)? Obviously, the Lie algebra structure of the symbol m(q) =
D(q) ⊕ TqM/D(q) is encoded by the map Aq ∈ Hom

(∧2D(q), TqM/D(q)
)

such
that

Aq(X, Y ) = [X, Y ], X, Y ∈ D(q),

where the Lie brackets in the right-hand side are as in the symbol m(q). Equiva-
lently, one can consider its dual A∗q ∈ Hom

(
(TqM/D(q)∗,

∧2D(q)∗),

A∗q(p)(X, Y ) = p([X, Y ]) X, Y ∈ D(q), p ∈
(
TqM/D(q)

)∗
, (1.2)

which can be seen as the pencil of skew-symmetric forms on D(q). This pencil is
called the pencil associated with the distribution D at the point q . So, all Tanaka
symbols of such distributions are in one-to-one correspondence with the equivalence
classes of pencils of skew-symmetric forms on (n − 2)-dimensional linear space.
The canonical forms of pencils of matrices are given by the classical theorems of
Weierstrass and Kronecker (see [11, Chapter 12]). For pencils of skew-symmetric
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bilinear forms they are specified in [12, Section 6]). With the help of these forms
it was shown recently ([5]) that for any symbol of (n − 2, n)-distributions the
corresponding flat distribution has an infinite dimensional algebra of infinitesimal
symmetries.

1.3. Genericity assumptions and description of main results. From now
on we restrict ourselves to the case of corank 2 distributions D on a manifold
M of odd dimension equal to 2k + 3 such that D2 = TM . In this case, by
analogy with the case k = 1, one can distinguish a natural generic subclass of
(2k + 1, 2k + 3)−distributions having finite dimensional algebra of infinitesimal
symmetries and one can construct the canonical frame for all distributions from this
subclass. For this we specify a subdistribution D̃ of D (may be with singularities),

satisfying D̃2 ⊂ D . A generic subclass of corank 2 distributions will be defined
according to the weak derived flag of D̃ .

Let us fix an auxiliary volume form Ω on D and for any p ∈
(
TqM/D(q)

)∗
,

define a vector Xp ∈ D via the relation

iXpΩ = ∧kA∗q(p), (1.3)

Then the following subspace D̃(q) of D(q)

D̃(q) = span{Xp(q) : p ∈ (TqM/D(q))∗} (1.4)

is well defined independently of the choice of Ω. The subspaces D̃(q) define a
subdistribution (may be with singularities) of D and it plays the crucial role in
our paper. Its construction strongly relies on the assumption that the rank of
distribution is odd. The theory of distributions of even rank and of corank 2 is
quite different and it is a subject for a separate study.

The subspace D̃(q) of D(q) can be also defined in terms of co-generators of
D i.e. two independent one-forms ω1 and ω2 such that locally D = kerω1∩kerω2

([13]). It is straightforward to see that D̃(q) = span{Y0(q), . . . , Yk(q)} where vector
fields Y0, . . . , Yk are defined by the following formula

iYiΩ = ω1 ∧ ω2 ∧ (dω1)i ∧ (dω2)k−i. (1.5)

Note that the space (TqM/D(q))∗ is naturally isomorphic to the space {p ∈
T ∗qM | p(D(q)) = 0} , and thus any p ∈ (TqM/D(q))∗ can be uniquely written

as p = p1ω1(q) + p2ω2(q). We get that Xp =
∑k

i=0 p
i
1p
k−i
2 Yi(q) and the following

statement is immediate

Lemma 1.1. The assignment p 7→ Xp is a vector-valued degree k homogeneous

polynomial on (TqM/D(q)∗ and dim D̃(q) ≤ k + 1.

It is easy to observe that
D̃2 ⊂ D (1.6)

(see [13, Proposition 2]). This implies that for a flat distribution D the subdistri-

bution D̃ is integrable. Note that, in contrast to the case k = 1, for k > 1 the fact
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that subdistribution D̃ is integrable does not imply that the distribution D is flat.
Moreover, the fact that the subdistribution D̃ is integrable and the distribution D
has an infinite dimensional infinitesimal symmetries algebra does not imply that
D is flat (see section 5 below for more detail).

In the present paper we will consider (2k+ 1, 2k+ 3)-distributions D with
D2 = TM , satisfying the following two genericity assumptions:

(G1) dim D̃ ≡ k + 1.

(G2) D̃2 = D .

Note that if (G2) is satisfied, then distributions D are not flat but the
equivalence problem for them is reduced to the equivalence problem for the sub-
distribution D̃ . The two conditions have already appeared in [13] in connection
to a problem of determination of D by its so-called singular curves (abnormal
trajectories).

Condition (G1) can be described in terms of the so-called first minimal index
or the first Kronecker index of the pencil associated with D . Since dimD(q) is
odd, this pencil is singular, i.e. each form in it has a nontrivial kernel. Moreover,
there exists a homogeneous polynomial map Bq : TqM/D(q) → D(q) such that
Bq(p) ∈ kerA∗q(p) and Bq 6= 0. The first minimal index or the first Kronecker
index of the pencil associated with distribution at q (and also of the distribution
D at q ) is by definition the minimal possible degree of such polynomial map.

Lemma 1.1 implies that the first Kronecker index is not greater than k .
Further, from the Kronecker canonical form for pencils of skew-symmetric matrices
[12, Theorem 6.8] one can get

Proposition 1.2. The following four conditions are equivalent:

1. The distribution D satisfies condition (G1);

2. The first Kronecker index of D is equal to k at any point, i.e. it is maximal
possible at any point;

3. For any q ∈ M and for any p ∈ TqM/D(q), p 6= 0, the kernel of the
corresponding form A∗(p) is one-dimensional or, equivalently, the kernel is
spanned by the vector Xp(q), defined by (1.3).

4. The distribtuion D has constant symbol isomorphic to the following graded
nilpotent Lie algebra g−1 ⊕ g−2 , where g−1 = span{x0, . . . ,xk,y1, . . . ,yk},
g−2 = span{z,n}, and all nonzero products are

[xi,yk−i] = z, [xi+1,yk−i] = n, ∀ 0 ≤ i ≤ k − 1. (1.7)

The item (2) of the previous proposition explains the terminology used in
the title of the paper. Furthermore, under condition (G1) the projectivization of
the assignment p 7→ Xp at any point q ∈ M defines a rational normal curve in

the projective space P(D̃(q)) (or the Veronese embedding of the real projective
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line RP1 into P(D̃(x))). This rational normal curve describes the directions of
all singular curves (abnormal trajectories) starting at q (see [13] or subsection 2
below).

Note that under condition (G1) if D̃ is not integrable and D̃2 is strictly

contained in D then from item (4) of Proposition 1.2 it follows that D̃3 is not

contained in D so that in general D is not recovered from D̃ . Therefore, if one
wants to study D via D̃ one must to assume (G2). Note also that the conditions

(G1) and (G2) imply that D̃ has small growth vector (k + 1, 2k + 1, 2k + 3) and

therefore for k > 1 the distributions D̃ are of codimension infinity among all
(k + 1, 2k + 3)-distributions. In other words, we reduce the study of the generic
class of (2k+ 1, 2k+ 3)-distribution to the study of infinitely degenerated class of
(k + 1, 2k + 3)-distributions.

If k > 1, can we solve the equivalence problem for the class of distributions,
satisfying both (G1) and (G2), in the frame of Tanaka theory, applied for subdis-

tribution D̃ ? For k = 2 the subdistribution D̃ may have 3 different symbols.
These symbols can be characterized as follows: The distribution D̃ has the dis-
tinguished rank 2 subdistribution D̄ ⊂ D̃ , satisfying D̄2 ⊂ D̃ . Further, the above
mentioned curve p 7→ Xp is of order 2 in this case and it defines the sign-indefinite

quadratic form Q on D̃ . Then, depending on the signature of the restriction of
Q to the plane D̄(q), one has 3 symbols: parabolic, hyperbolic, or elliptic. They
are explicitly written in [14] (algebras m7 3 3 (parabolic case), m7 3 6 (hyper-
bolic case), and m7 3 6r (elliptic case) in the list there). It can be shown that a
(5,7)-distribution corresponding to the square of the flat D̄ with parabolic symbol
is the unique, up to the local equivalence, maximally symmetric among all (5,7)-
distributions satisfying conditions (G1) and (G2): the universal prolongation of
parabolic symbol is 9-dimensional, while the universal prolongations of hyperbolic
and elliptic symbols are 8-dimensional. The graded Lie algebra of parabolic sym-
bol is described as follows: m = g−1 ⊕ g−2 ⊕ g−3 where g−1 = span{x0,x1,x2} ,
g−2 = span{y1,y2} , g−3 = span{z,n} and all nonzero products are

[xi,y2−i] = z, [xi+1,y2−i] = n, i = 0, 1;

[x0,x1] = y1, [x0,x2] = y2.
(1.8)

In local coordinates the corresponding distribution is defined by the following
Pfaffian system

dz − x1dy1 − x0dy2 − x0x2dx0 = 0, dn− x2dy1 − x1dy2 = 0.

Starting from k = 3 the set of symbols of D̃ depends on continuous
parameters. So in order to apply Tanaka’s theory to the considered class of
distributions one has to classify all this symbols and to generalize this theory
to the distribution with non-constant symbol.

Instead, we use the so-called symplectification of the problem or the sym-
plectification procedure. This procedure was already successfully used for other
classes of distributions such as rank 2 and rank 3 distributions of so-called max-
imal class ([22, 23, 6, 7, 8]). It allows to overcome the dependence on symbol in
the construction of the canonical frames.
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The important object here is the so-called annihilator D⊥ of D , which
is the subbundle of the cotangent bundle T ∗M with the fibers D⊥(q) = {p ∈
T ∗qM | p(D(q)) = 0}. By PT ∗M denote the projectivization PT ∗M of the cotan-
gent bundle T ∗M , i.e. the fiber bundle over M with the fiber over q equal to the
projectivizations of T ∗qM . In the same way let PD⊥ be the projectivization of
D⊥ . For a corank 2 distribution D the bundle PD⊥ has one-dimensional fibers.
Besides, PD⊥ is foliated by the so-called abnormal extremals (the characteristic
curves of PT ∗M ). Thus PT ∗M is equipped with two rank 1 distributions V and
C : V is the distribution tangent to the fibers and C is the distribution tangent
to the foliation of abnormal extremals. Besides, the rank 2 distribution V ⊕ C is
bracket generating. So, the distributions V and C define the so-called pseudo-
product structure on PD⊥ . In this way the equivalence problem for the original
distribution is reduced to the equivalence problem for such pseudo-product struc-
tures.

In the sequel the subdistribution D̃ will be denoted by Dk+1 in order to
emphasize its rank. The main results of the paper is the construction of the
canonical frame for all (2k + 1, 2k + 3)-distribution D with k > 1 satisfying
assumptions (G1) and (G2) (Theorem 3.1) and the description of all maximally
symmetric models for k > 2 (Corollary 4.6). In particular, we show that the
dimension of the algebra of infinitesimal symmetries of such distributions is not
greater than 2k + 6 if k 6≡ 1 mod 4 and k > 2, it is not greater than 2k + 7 if
k ≡ 1 mod 4 and k > 1, and it is not greater than 9 if k = 2 . The latter case
k = 2 also follows from the analysis of the list of 7-dimensional non-degenerate
fundamental symbols in [14], but even in this case our construction of the canonical
frame is unified for all (5, 7)-distributions, satisfying conditions (G1) and (G2),
independently of the symbol of the corresponding subdistribution D3 . Note that
the normal form for the maximally symmetric (5, 7)-distribution (as the square
of the flat dsitribution with the symbol with the product table as in (1.8)) can
be obtained from the analysis of our frame as well, but it is too technical to be
included here (the case k = 2 is exceptional as shown in Corollary 2.5 and it needs
a separate analysis, while all k > 2 can be treated uniformly).

Now let us shortly describe our results from section 4 on the maximally
symmetric models in the case k > 2. All maximally symmetric models are given
as the left invariant distributions on Lie groups corresponding to certain bi-graded
nilpotent Lie algebras. The unique, up to a local diffeomorphism, maximally
symmetric model exist for k = 3, k = 4, k = 6 and k ≡ 1 mod 4. Further,
if k = 8 (i.e. the dimension of the ambient manifold is equal to 19), then there
exist two maximally symmetric models, up to a local equivalence, distinguished
by certain discrete invariant. Finally, for k = 7 and k > 9 with k 6≡ 1 mod 4
there are continuous families of distributions having maximally dimensional (i.e.
(2k+6)-dimensional) algebras of infinitesimal symmetries (for details see Corollary
4.6 below). In the case k 6≡ 1 mod 4 the maximally dimensional algebras of
infinitesimal symmetries are solvable and they are certain semidirect sums of the
algebra t2(R) of upper triangle 2× 2 matrices and the symbol of the distribution.
For k ≡ 1 mod 4, k ≥ 5 they are certain semidirect sums of gl2(R) and the
symbol of the distribution (see the end of this section for detail). Note that for
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k = 1 the maximally dimensional algebra of infinitesimal symmetries is isomorphic
to the exceptional Lie algebra G2 as shown by E. Cartan in [4].

Now let us give an explicit description of the maximally symmetric model
for all k , when it is unique. We will prove the uniqueness in Section 4. The
structural constants of Lie algebras below are solutions to linear systems (4.10)
and (4.11).

1) The case k = 3. A (7, 9)-distribution satisfying conditions (G1) and
(G2) with maximal (i.e 12-dimensional) algebra of infinitesimal symmetries is
locally equivalent to the square of the flat distribution with the symbol algebra
m = g−1 ⊕ g−2 ⊕ g−3 where g−1 = span{x0,x1,x2,x3} , g−2 = span{y1,y2,y3} ,
g−3 = span{z,n} and all nonzero products are

[xi,y3−i] = (−1)iz, [xi+1,y3−i] = (−1)i+1(i+ 1)n, i = 0, 1, 2;

[x0,x1] = y1, [x0,x2] = y2, [x0,x3] = 3y3, [x1,x2] = −2y3.
(1.9)

In local coordinates the distribution is defined by the following Pfaffian system:


dz + x2dy1 + x1dy2 + x0dy3 − 3x0x3dx0 + 3

2
x0x2dx1 − 3

2
x0x1dx2 + 3

2
x2

0dx30 = 0

dn+ 3x3dy1 + 2x2dy2 + x1dy3 − (3x1x3 − x2
2) dx0 +

(
3
2
x0x3 + x1x2

)
dx1

− (x0x2 + x2
1) dx2 + 3

2
x0x1dx3 = 0

2) The case k = 4. A (9, 11)-distribution satisfying conditions (G1) and
(G2) with maximal (i.e. 14-dimensional) algebra of infinitesimal symmetries is
locally equivalent to the square of the flat distribution with the symbol algebra m =
g−1 ⊕ g−2 ⊕ g−3 where g−1 = span{x0,x1,x2,x3,x4} , g−2 = span{y1,y2,y3,y4} ,
g−3 = span{z,n} and all nonzero products are

[xi,y4−i] = (−1)iz, [xi+1,y4−i] = (−1)i+1(i+ 1)n, i = 0, 1, 2, 3;

[x0,x1] = y1, [x0,x2] = y2, [x0,x3] = −3

2
y3, [x0,x4] = −4y4,

[x1,x2] =
5

2
y3, [x1,x3] =

5

2
y4.

(1.10)

The corresponding Pfaffian equations can be easily written as in the previ-
ous cases, however the formulas are quite long and we left them to the reader.

3) The case k = 6. A (13, 15)-distribution satisfying conditions (G1)
and (G2) with maximal (i.e. 18-dimensional) algebra of infinitesimal symme-
tries is locally equivalent to the square of the flat distribution with the sym-
bol algebra m = g−1 ⊕ g−2 ⊕ g−3 where g−1 = span{x0,x1,x2,x3,x4,x5,x6} ,
g−2 = span{y1,y2,y3,y4,y5,y6} , g−3 = span{z,n} and all nonzero products are
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[xi,y6−i] = (−1)iz, [xi+1,y6−i] = (−1)i+1(i+ 1)n, i = 0, 1, 2, 3, 4, 5;

[x0,x1] = −10

7
y1, [x0,x2] = −10

7
y2, [x0,x3] = −3

7
y3,

[x0,x4] =
4

7
y4, [x0,x5] =

25

7
y5, [x0,x6] =

60

7
y6,

[x1,x2] = −y3, [x1,x3] = −y4, [x1,x4] = −3y5, [x1,x5] = −5y6,

[x2,x3] = 2y5, [x2,x4] = 2y6.
(1.11)

4) The case k ≡ 1 mod 4. The unique, up to a local equivalence,
maximally symmetric models in the case k ≡ 1 mod 4 can be described using
the theory of sl2(R) representations. For this let Vk be the (k + 1)-dimensional
irreducible sl2(R)-module, Vk = Symk(R2). Recall that the sl2(R)-module Vk⊗Vl
with l ≤ k decomposes into the irreducible sl2(R) submodules as follows:

Vk ⊗ Vl ∼=
⊕

0≤s≤l

Vk+l−2s, (1.12)

while the sl2(R)-module ∧2Vk decomposes into the irreducible sl2(R) submodules
as follows:

∧2Vk ∼=
⊕

0≤s≤ k−1
2

V2k−2−4s, (1.13)

(see, for example,[10]). Let σk,l,s : Vk ⊗ Vl → Vk+l−2s be the canonical projection
w.r.t. the splitting (1.12) and τk,s :

∧2 Vk → V2k−2−4s be the canonical projection
w.r.t. the splitting (1.13). Note that the k -dimensional subspace appears in the
splitting (1.13) if and only if k ≡ 1 mod 4. In this case it corresponds to the
index s = k−1

4
in the decomposition in the right-hand side of (1.13).

Let mk = Vk ⊕ Vk−1 ⊕ V1 . Then in the case k ≡ 1 mod 4 the space mk

can be equipped with the structure of the graded Lie algebra: First, let g−1 = Vk ,
g−2 = Vk−1 , g−3 = V1 . Second, define the Lie product on mk by the following two
operators:

τk, k−1
4

: ∧2Vk → Vk−1, σk,k−1,k−1 : Vk ⊗ Vk−1 → V1.

Let us show that this product satisfies the Jacobi identity i.e. that the map
J : ∧3Vk → V1 defined by

J(v1, v2, v3) =
∑
cyclic

σk,k−1,k−1

(
τk, k−1

4
(v1, v2), v3

)
,

is identically equal to zero. First note that by constructions the map J is a
homomorphism of sl2(R)-modules, i.e. it commutes with the actions of sl2(R)
on ∧3Vk and V1 . Assume that J is not identically zero. Then J has to be
onto, otherwise its image is a proper sl2(R)-submodule of V1 which is impossible.
Therefore the kernel of J is a sl2(R)-submodule of ∧3Vk of codimension 2. On the
other hand, ∧3Vk does not contain such submodule, because the 2-dimensional
module V1 does not appear in the decomposition of ∧3Vk into the irreducible



316 Kryński and Zelenko

sl2(R)-submodules. To prove this recall that the number of appearances of the
module Vl in this decomposition is equal to Nk(l)−Nk(l + 2), where

Nk(l) = #
{

(i1, i2, i3) ∈ Z3
odd : −k ≤ i1 < i2 < i3 ≤ k, i1 + i2 + i3 = l

}
and Zodd denotes the set of odd integers. In other words, N(l) is the number
of non-ordered triples of pairwise distinct odd integers between −k and k with
the sum equal to l . The module V1 does not appear in this decomposition for
k = 2s+ 1, s ∈ N , because in this case Nk(1) = Nk(3)(= s(s+1)

2
). As a matter of

fact, we have proved more general fact that any homomorphism of sl2(R)-modules
∧3Vk and V1 is identically equal to zero.

Further, the square of the flat distribution Dk with the symbol algebra
mk has (2k + 7)-dimensional algebra of infinitesimal symmetries isomorphic to
the natural semi-direct sum of gl2(R) and mk . Indeed, the algebra g0 of all
derivations of the symbol mk preserving the grading contains the image of the
irreducible embedding of sl2(R) into gl(Vk) and the grading element. Therefore
g0 is at least 4-dimensional and by [19] the algebra of infinitesimal symmetries of
the distribution Dk (and also of its square) is at least (2k + 7)-dimensional. On
the other hand, by Theorem 3.1 below this algebra is at most (2k+7)-dimensional.
By Corollary 4.6 the distribution Dk is the unique, up to the local equivalence,
maximally symmetric model of distributions from the considered class for k ≡ 1
mod 4.

2. Symplectification procedure

2.1. Characteristic rank 1 distribution on P(D⊥). Let us describe the
process of symplectification of the problem. For this first let us recall some
standard notions from symplectic geometry. Let π̃ : T ∗M 7→ M be the canonical
projection. For any λ ∈ T ∗M , λ = (p, q), q ∈ M , p ∈ T ∗qM , let ς(λ)(·) = p(π̃∗·)
be the canonical Liouville form and σ = dς be the standard symplectic structure
on T ∗M . Given a function H : T ∗M 7→ R denote by ~H the corresponding
Hamiltonian vector field defined by the relation i ~Hσ = −dH . Given a vector
field X on M define the function HX : T ∗M → R , the quasi-impulse of X , by
HX(λ) = p

(
X(q)

)
, where λ = (p, q), q ∈ M , p ∈ T ∗qM . The corresponding

Hamiltonian vector field ~HX on T ∗M is called the Hamiltonian lift of the vector
field X . It is easy to show that π̃∗ ~HX = X .

As before, let D be a (2k + 1, 2k + 3)-distribution with D2 = TM . If B
is a smooth vector bundle over M , then the sheaf of all smooth sections of B is
denoted by Γ(B). For any vector field Y ∈ Γ(D) and any λ = (p, q) ∈ D⊥ , where

q ∈ M , p ∈ T ∗qM , the vector ~HY (λ) depends on the vector Y (q) only. This
implies that that for any λ ∈ D⊥ we set

~HD(λ) = span{ ~HY (λ) : Y ∈ Γ(D)},

then the map π̃∗| ~HD(λ) : ~HD(λ) → D
(
π̃(λ)

)
is an isomorphism. The space ~HD(λ)

is called the Hamiltonian lift of the distribution D at λ ∈ D⊥ .
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Further, since D⊥ is an odd dimensional manifold, the restriction σ(λ)|D⊥
of the standard symplectic form σ on D⊥ has a nontrivial kernel for any λ ∈
D⊥ . This kernel can be described in term of the ~HD(λ). Note that the space
(TqM/D(q))∗ is identified canonically with the space (D⊥)(q). Therefore the map
A∗q from (1.2) can be seen as an element of Hom

(
(D⊥)(q),

∧2D(q)∗). Then it is
not hard to show that for all λ = (p, q) ∈ D⊥ one has

kerσ(λ)|D⊥ = ~HD(λ) ∩ Tλ(D⊥) = {v ∈ ~HD(λ) : π̃∗v ∈ kerA∗q(p)}. (2.1)

Hence from items (2) and (3) of Proposition 1.2 it follows that for corank 2
distributions with maximal first Kronecker index kerσ(λ)|D⊥ is one dimensional
at any point p ∈ D⊥0 , where D⊥0 denotes the annihilator of D without the zero

section. In other words, kerσ|D⊥ defines a rank 1 distribution C̃ on D⊥0 . Besides,
from (2.1) it follows that

π̃∗C̃(λ) = {RXp(q)}, Dk+1(q) = span{π̃∗
(
C̃(λ)

)
: λ ∈ (D⊥)0(q)}. (2.2)

Let, as before, P(D⊥) be the projectivization of the annihilator. Since σ
is preserved by the flow of the Euler vector field on D⊥ , the rank 1 distribution
C̃ on D⊥0 is well projected to the rank 1 distribution C on P(D⊥). This rank
1 distribution is called the characteristic distribution associated with D . Integral
curves of C are called characteristic curves or abnormal extremals of D . The
reason for the latter name is that by the Pontryagin Maximum Principle in any
variational problem on M with non-holonomic constraints defined by D these
curves are exactly the extremals with zero Lagrange multiplier near the functional.
In view of above, Dk+1 is a distribution spanned by the tangent lines to so-called
singular curves or abnormal extremal trajectories of D , which are projections
of characteristic curves. For a detailed analysis of singular curves of corank 2
distributions we refer to [13] and references there.

2.2. Canonical filtrations on TP(D⊥). Now let π : P(D⊥) → M be the
canonical projection. Define the lifts of D and Dk+1 to P(D⊥) by the formulae

H = π−1
∗ (D), Hk+1 = π−1

∗ (Dk+1).

Note that by constructions the characteristic distribution C is contained in Hk+1

(see (2.2)). Set
V = π−1

∗ (0).

In other words, V is the vertical distribution on P(D⊥). Note that V has rank
1, because the fibres of P(D⊥) are homeomorphic to a circle. By definition of V
and relation (1.6) we have

[V,Hk+1] ⊂ Hk+1, [V,H] ⊂ H, [C,Hk+1] ⊂ H. (2.3)

An important observation is that for each λ ∈ P(D⊥) the spaces Hk+1(λ)
and H(λ)/Hk+1(λ) are equipped with the natural filtrations. The filtration on
Hk+1 is described by the following recursive formula

L0(λ) = V (λ)⊕ C(λ), Li+1(λ) = Li(λ) + [V, Li](λ). (2.4)
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Given a vector v in a linear space denote by [v] its equivalence class in
the corresponding projective space. Using (2.2) one gets easily that for any
λ = ([p̄], q̄) ∈ P(D⊥) the projectivization of the space π∗Li coincides with the
i-th osculating subspace at the point [p̄] to the curve [p] 7→ [Xp] , p ∈ D⊥0 (q̄) in
P(Dk+1(q)). Since the latter is a rational normal curve in P(Dk+1(q)), we obtain
the following filtration of Hk+1(λ)

L0 ⊂ L1 ⊂ · · · ⊂ Lk−1 ⊂ Lk = Hk+1, (2.5)

where dimLi(λ) = i+ 2.

Now let us describe the natural filtration on the spaces H(λ)/Hk+1(λ).
Recall that there is the canonical quasi-contact distribution Λ on P(D⊥) induced
by the Liouville form ς on T ∗M as follows

Λ = pr∗(ker ς) ⊂ TP(D⊥),

where pr : D⊥0 → P(D⊥) is the quotient mapping. Since dς = σ and C = kerσ|D⊥ ,
the distribution C is the Cauchy characteristic of Λ, i.e. [C,Λ] ⊂ Λ and C is
the maximal subdistribution with this property. Since by constructions H ⊂ Λ,
it implies that [C,H] ⊂ Λ.

If h ∈ Γ(C) is a locally non-vanishing section of the characteristic distribu-
tion C then by (2.3) the Lie brackets [h, ·] at λ define the following morphism

adh : H(λ)/Hk+1(λ)→ Λ/H(λ). (2.6)

First note that this map is onto. Otherwise, π∗
(
C(λ)

)
is the common kernel for

all forms A∗(p), p ∈ D⊥
(
π(λ)

)
, of the pencil associated with D at π(λ), which

contradicts the assumption of maximality of the first Kronecker index. Note that
rankH/Hk+1 = k and rank Λ/H = 1. Therefore the kernel of adh : H/Hk+1 →
Λ/H has rank k−1 and it defines a corank one subdistribution K ⊂ H. Note that
the morphism in (2.6) is multiplied by a nonzero constant, if one chooses another
h ∈ Γ(C). Therefore the distribution K does not depend on this choice.

We have a similar picture on the base manifold M . For any p ∈ D⊥(q)
consider the morphism adXp : D(q)→ ker p . Then the codimension of ker adXp in
D(q) is equal to 1 and

π∗K(λ) = ker adXp , λ = (p, q) ∈ P(D⊥).

Further, let Yp = (ker adXp)/Dk+1(p) ⊂ D(q)/Dk+1(q) and

Zp = {ϕ ∈ (D(q)/Dk+1(q))∗ : ϕ(Yp) = 0}.

Note that dimZp = 1. Then, using the normal form of the symbol from the item
(4) of Proposition 1.2, it is not hard to get that the assignment [p] 7→ [Zp] defines
a rational normal curve in P

(
(D(q)/Dk+1(q))∗

)
.

Now let us construct the filtration on K inductively using kernels of natural
mappings generated by the iterative brackets with V . Namely, set Kk = H ,
Kk−1 = K , and assume by induction that
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Ki(λ) =

{
x ∈ Ki+1(λ) :

∃X ∈ Γ(Ki+1) with X(λ) = x
such that [V,X](λ) ∈ Ki+1(λ)

}
, i < k − 1 (2.7)

By constructions Hk+1(λ) ⊂ Ki(λ) for any i . Set Fi(λ) = Ki(λ)/Hk+1(λ). It
turns out that the π∗Ki(λ)/Dk+1(q) can be described in terms of the (k − 1− i)-
th osculating space of the curve [p] 7→ [Zp] . Namely, π∗Ki(λ)/Dk+1(q) is exactly
the space of all vectors, annihilated by all elements of these osculating space (recall
that the latter space belongs to P

(
(D(q)/Dk+1(q))∗

)
). Since the curve [p] 7→ [Zp]

is the rational normal curve, we get that the flag {Fi(λ)}k−1
i=1 is complete, i.e.

0 ⊂ F1(λ) ⊂ · · · ⊂ Fk−1(λ) ⊂ Fk = H(λ)/Hk+1(λ), dimFi(λ) = i. (2.8)

To summarize, filtrations (2.5) and (2.8) are obtained with the help of osculating
subspaces to two rational normal curves: [p] → [Xp] in PDk+1 and [p] → [Zp] in
P
(
(D(q)/Dk+1(q))∗

)
.

Till now we used assumption (G1) but not (G2). Now we will assume the
following condition weaker than (G2): the distribution Dk+1 is not integrable.
From this we can extract an additional information from filtrations (2.5) and (2.8)
in the form of certain integer-valued invariants, which will be important in the
sequel. First let

Ar(λ) = Hk+1(λ) + span{[Ls, Lt](λ) : s+ t ≤ r, 0 ≤ s, t ≤ k} (2.9)

Obviously, Ar(λ) ⊆ Ar+1(λ). Since Dk+1 is not integrable there exists an integer
r , 1 ≤ r ≤ 2k − 1 such that

Ar(λ) 6= Hk+1(λ).

Let
w(λ) = min{r | Ar(λ) 6= Hk+1(λ)},

and
i(λ) = min{i | Aw(λ)(λ) ⊂ Ki(λ)}.

Given q ∈M let

wD(q) = min{w(λ) | λ ∈ P(D⊥)(q)}

and
iD(q) = max{i(λ) | λ ∈ P(D⊥)(q)}

The numbers wD(q) and iD(q) are integer-valued invariants of the distribution
D at q . A point q ∈ M is said to be regular if wD and iD are constant in a
neighborhood of q . By constructions, the function w(λ) is upper semicontinuous
and the function i(λ) is lower semicontinuous. It implies that the set of regular
points is open and dense subset of M . Also let R1 = {λ ∈ P(D⊥) : w(λ) =
wD
(
π(λ)

)
, i(λ) = iD

(
π(λ)

)
} . Then the intersection of R1 with any fiber of P(D⊥)

is open set in the Zariski topology of this fiber.

We list several properties of the numbers wD and iD .
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Lemma 2.1. The number wD is odd.

Proof. Let ε be a section of V and h be a section of C . By (2.4) and (2.5),
the subspaces Li are spanned by vector fields ε, h, adεh, . . . , adiεh . Assume that
[adsεh, adw−s−1

ε h] ∈ Hk+1 for any s = 0, . . . , bw−1
2
c on an open set of the fiber of

P(D⊥). Applying adε and using the Jacobi identity we get

[ads+1
ε h, adw−s−1

ε h] + [adsεh, adw−sε h] ∈ Hk+1 (2.10)

Assume that w is even. Then substituting s = w
2
− 1 into (2.10), we get that

[ad
w
2
−1

ε h, ad
w
2

+1
ε h] ∈ Hk+1 . Then using (2.10) consecutively we get [adsεh, adw−sε h] =

0 mod Hk+1 for any s = 0, . . . , w
2

. Therefore w < wD and thus wD can not be
even.

Remark 2.2. Note that from the similar arguments as in the previous lemma
one can show that for every section ε of V and h of C we have

[h, adwD
ε h](λ) ≡ (−1)s[adsεh, adwD−s

ε h](λ) modHk+1(λ), λ ∈ R1.

This implies that

dimAwD
(λ)/Hk+1(λ) = 1, λ ∈ R1 (2.11)

Lemma 2.3. If iD = 1 then [Dk+1, Dk+1] = D .

Proof. If iD = 1 then K1(λ) ⊂ [Hk+1, Hk+1](λ) for every λ ∈ P (D⊥). It
follows from the constructions that

span
{ ⋃
λ∈P(D⊥)

(
π(λ)
) π∗(K1(λ))

}
= D(π(λ))

(as a matter of fact, the curve [p] 7→ [π∗(K1(p, q))/Dk+1(q)], p ∈ D⊥(q), is a
rational normal curve in P

(
D(q)/Dk+1(q)

)
). Hence [Dk+1, Dk+1] = D .

Lemma 2.4. If wD = 1 then iD 6= k − 1.

Proof. Let ε be a section of V and h be a section of C . Denote

ε1 = [h, ε], ε2 = [h, ε1].

First of all notice that ε2 is a section of H \ Hk+1 since wD = 1. By (2.3)
[ε, ε2] ∈ Γ(H). Our aim is to prove that [ε, ε2] ∈ K provided that ε2 ∈ K . By
definition of the spaces Ki , this statement implies that iD 6= k − 1. Assume that
ε2 ∈ K and let Y = [h, [ε, ε2]] . We will prove that Y ∈ Γ(H).

If Y /∈ Γ(H) then Y spans Λ modulo H . We will show that it leads to the
contradiction. The Jacobi identity and (2.3) imply that

[ε1, ε2] = [h, [ε, ε2]] = Y mod H,
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since [h, e2] = 0 mod H . Moreover we have

[ε1, [ε, ε2]] = [[h, ε], [ε, ε2]] = −[ε, Y ] mod Λ

and from above we obtain

[ε2, [ε, ε1]] = [ε1, [ε, ε2]]− [ε, [ε1, ε2]] = −2[ε, Y ] mod Λ.

We use the Jaccobi identity once again and we get

[h, [ε1, [ε, ε1]]] = [ε2, [ε, ε1]] + [ε1, [ε, ε2]] = −3[ε, Y ] mod Λ.

On the other hand [ε1, [ε, ε1]] ∈ Γ(H) and therefore [h, [ε1, [ε, ε1]]] = cY for some
function c . We conclude that

[ε, Y ] = 0 mod Λ.

But it means ε is a Cauchy characteristic vector field of Λ, i.e. [ε,Λ] ⊂ Λ.
It implies that ε is a section of C , which is not the case. Thus we get the
contradiction and the proof is completed.

Corollary 2.5. If D is a (5, 7)-distribution with maximal Kronecker index then
iD = 2 or D3 is integrable.

Proof. Let h, ε, ε1, ε2 be as in the proof of Lemma 2.4. First let us prove that
if D3 is not integrable then wD = 1. Assume by contraqdiction that wD > 1, i.e.
that

[h, ε1] ∈ Γ(H3). (2.12)

Applying adε to the last relation and using the Jacobi identity, we get that

[h, [ε, ε1]] ∈ Γ(H3). (2.13)

Applying adε and the Jacobi identity once more we get that

−[ε1, [ε, ε1]] + [h, [ε, [ε, ε1]]] ∈ Γ(H3) (2.14)

On the other hand, [ε, [ε, ε1]] ∈ H3 = span{h, ε, ε1, [ε, ε1]} , which together with
(2.12) and (2.13) implies that [h, [ε, [ε, ε1]]] ∈ Γ(H3). Hence (2.14) implies that
[ε1, [ε, ε1]] ∈ Γ(H3). So, H3 is integrable and therefore D3 is integrable. We get
the contradiction.

Thus if D3 is not integrable, then wD = 1. Since k = 2, by the previous
lemma iD 6= 1 therefore iD has to be equal to 2. This completes the proof.

Further let R̃2 be a subset of R1 consisting of all points λ such that for
any r the dimension of subspaces Ar is constant in a neighborhood of λ (in R1 ).

Obviously, R̃2 is an open and dense subset of P(D⊥). Now we will assume that
the condition (G2) holds, i.e. D2

k+1 = D . Then for any λ there exists an integer
r such that K1(λ) ⊂ Ar(λ). Clearly r(λ) ≥ w(λ). Let

r(λ) = min{r : K1(λ) ⊂ Ar(λ)}. (2.15)

Note that the function r(λ) is lower semicontinuous on the set R̃2 . Therefore, if

R2 denotes a subset of R̃2 consisting of all points λ such that r(λ) is constant
in a neighborhood of λ , then R2 is open and dense in P(D⊥). Note that the
intersection of R2 with any fiber of P(D⊥)(q) for any q ∈ π(R2) is an open set in
the Zariski topology of this fiber.
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3. Construction of canonical frames

Now we formulate and prove our main result on the frames for distributions from
the considered class.

Theorem 3.1. Assume that a (2k + 1, 2k + 3)-distribution D with k > 1 has
the maximal first Kronecker index and the square of the subdistribution Dk+1 is
equal to the distribution D . Let R1 and R2 be the open dense subsets of P(D⊥)
defined in the previous sections.

1. If wD is not equal to k+1
2

, and iD ≡ 1, then there exists a canonical frame
on rank 2 bundle over R1 ;

2. If wD ≡ k+1
2

and iD ≡ 1, then there exists a canonical frame on rank 3
bundle over R1 ;

3. If iD is greater than 1 then there exists a canonical frame on rank 1 bundle
over a neighborhood of any point of R2 .

Two corank 2 distributions D and D′ satisfying conditions (G1) and (G2) are
equivalent if and only if there is a diffeomorphism (of the corresponding bundles)
sending the canonical frame of D to the canonical frame of D′ .

Note that Lemma 2.1 implies that wD = k+1
2

does not hold unless k ≡ 1
mod 4. If we take into account Corollary 2.5, then Theorem 3.1 implies immedi-
ately the following

Corollary 3.2. Assume that a (2k+ 1, 2k+ 3)-distribution D has the maximal
first Kronecker index and the square of the subdistribution Dk+1 is equal to the
distribution D . Then the dimension of its algebra of infinitesimal symmetries
does not exceed

1. 2k + 6, if k 6≡ 1 mod 4 and k > 2;

2. 2k + 7, if k ≡ 1 mod 4 and k > 1;

3. 9, if k = 2.

In section 4 we show that the upper bounds for the algebra of infinitesi-
mal symmetries from the previous Corollary are sharp and describe all corank 2
distributions from the considered class for which these upper bounds are attained.

Proof of Theorem 3.1. Recall that V and C are rank 1 distributions on P(D⊥).
Let V0 and C0 denote the corresponding bundles with zero section removed.
Obviously, they are principal R∗ -bundles, where R∗ is the multiplicative group of
real numbers. Further, recall that the fiber D⊥(q) of D⊥ over a point q ∈M is a
plane and the fiber of P(D⊥(q)) is a projective line. Fix a point λ = (p, q) ∈ P(D⊥)
and consider all homogeneous coordinates [x1 : x2] on P(D⊥(q)) such that the
point [p] is equal to [1 : 0] in these coordinates. Let B denote the rank 2 bundle
over P(D⊥) with the fiber over λ consisting of all such homogeneous coordinates
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on P(D⊥(q)). In other words, the fiber of B over λ = (p, q) is the set of all
projective mappings from RP1 to P(D⊥(q))) sending the point [1 : 0] to [p] .
Obviously, B is a principal ST (2,R)-bundle, where ST (2,R) is the group of 2×2
upper triangular matrices with the determinant 1. The following 2 bundles over
P(D⊥) play an important role in the sequel

B1 = V0 × C0, B2 = B × C0.

Here B1 is the bundle over P(D⊥) with the fibers equal to the Cartesian product
of the corresponding fibers of V0 and C0 ; the bundle B2 is understood similarly.
Obviously, B1 is a principal R∗×R∗ -bundle, and B2 is a principal T (2,R)-bundle,
where T (2,R) is the group of 2× 2 upper triangular matrices.

The group actions define fundamental vector fields on bundles B1 and B2 .
Let us choose bases in the space of fundamental vector fields as follows.

First, let b denote the vector field on C0 generating the flow (λ, h) 7→
(λ, esh), for any (λ, h) ∈ C0 , where λ ∈ P(D⊥), h ∈ C0(λ). Since the fibers of C0

appear as factors for the fibers of B1 and B2 we can define the analogous vector
field on these bundles as well (just by defining the corresponding flow such that
it acts trivially on the remaining factors). We will denote this vector field on B1

and B2 by b as well.

Secondly, let a denote the vector field on B1 generating the flow(
λ, (ε, h)

)
7→
(
λ, (esε, h)

)
for any

(
λ, (ε, h)

)
∈ B1 , where λ ∈ P(D⊥), ε ∈ V0(λ), h ∈ C0(λ). By the same

letter a denote the vector field on B2 generating the flow(
λ, ([x1 : x2], h)

)
7→
(
λ, ([x1 : e−sx2], h)

)
,

where λ = (p, q) ∈ P(D⊥), [x1 : x2] are homogeneous coordinates on P(D⊥(q))
such that [p] = [x1 : 0], and h ∈ C0(λ).

Finally, let c denote the vector field on B2 generating the flow(
λ, ([x1 : x2], h)

)
7→
(
λ, ([x1 − sx2 : x2], h)

)
,

where λ , [x1 : x2] , and h are as above.

It is easy to show that we have the following relations on B2

[a,b] = 0, [c,b] = 0, [a, c] = −c, (3.1)

and the first relation holds on B1 as well.

Let Πi : Bi → P(D⊥) be the canonical projection. We say that a vector
field E on the bundle B1 is a lift of the distribution V to B1 , if for any µ1 =
(λ, (ε, h)

)
∈ B1 , where λ ∈ P(D⊥), ε ∈ V0(λ), h ∈ C0(λ), one has

(Π1)∗E(µ1) = ε.

To define the analogous notion on the bundle B2 first define it on the bundle
B . Take µ =

(
λ, [x1 : x2]

)
∈ B where λ = (p, q) ∈ P(D⊥) and [x1 : x2] are
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homogeneous coordinates on P(D⊥(q)) such that [p] = [x1 : 0]. Then t = x2
x1

defines coordinates on P(D⊥(q)) and a lift of the distribution V to the bundle B
is a vector field E on B , satisfying the following relation for any such µ :

(Π)∗E(µ) =
∂

∂t
([p]),

where Π : B → P(D⊥) is the canonical projection. Finally a lift of the distribution
V to the bundle B2 is a vector field on B2 such that (P)∗E is a lift of V to B ,
where P : B2 → B is the canonical projection.

To define the lift of the distribution C to the bundle Bi first define the lift
of C to C0 : it is a vector field H on C0 such that if Π̃ : C0 7→ P(D⊥), then for any

(λ, h) ∈ C0 , where λ ∈ P(D⊥), h ∈ C0(λ), one has (Π̃)∗H
(
(λ, h)

)
= h . Then the

vector field H on the bundle Bi , i = 1, 2 is called a lift of the distribution C to
Bi if (Pi)∗H is a lift of C to C0 , where Pi : Bi → C0 is the canonical projection.

Now let Wi , i = 1, 2 be the distributions of the tangent spaces to the fibers
of Bi , i.e.

Wi := ker(Πi)∗.

Distributions Wi are also called the vertical distribution on Bi . Lifts E and H
are defined modulo vertical distributions Wi . By constructions, all lifts E and H
of V and C , respectively, satisfy the following relations

[a, E] = E mod Wi, [b, E] ∈ Γ(Wi), [c, E] ∈ Γ(W2),

[b,H] = H mod Wi, [a,H] ∈ Γ(Wi), [c,H] ∈ Γ(W2)
(3.2)

Here the formulas containing c are related to the bundle B2 only.

Our goal is to choose the lifts E and H in a canonical way. Once it is done
one can complete the tuple consisting of the fundamental vertical vector fields
and the canonical lifts to the canonical frame on the corresponding bundle Bi by
taking appropriate iterative Lie brackets of these canonical lifts.

In the sequel V̂ , L̂j , Ĥk+1 , K̂j , Âj , Ĥ , and Λ̂ denote the pull backs of
distributions V , Lj , Hk+1, Kj , Aj , H , and Λ, respectively, to the corresponding
Bi , i = 1, 2.

Step 1. The canonical lift of V . First we will work on the bundle
B1 . Let E be a lift of V and H be a lift of C to B1 . By constructions, vector
fields E,H, adEH, . . . , adiEH span L̂i modulo W1 and L̂k = Ĥk+1 . It implies that

adk+1
E H ∈ Γ(Ĥk+1). Therefore there exist a function η such that

adk+1
E H ≡ η adkEH mod L̂k−1 (3.3)

First, we are looking for a pair of lifts E and H satisfying the condition

adk+1
E H ≡ 0 mod L̂k−1 (3.4)

For this start with some lift E of V and H of C and assume that they satisfy
(3.3) for some function η . Take other lifts Ẽ and H̃ . Then there exist functions
α , β ,γ , δ such that

Ẽ = E + αa + βb, H̃ = H + γa + δb. (3.5)
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By direct computations, using relations (3.2), one gets

adk+1

Ẽ
H̃ ≡

(
η + (k + 1)(

k

2
α + β)

)
adk

Ẽ
H̃ modL̂k−1 (3.6)

Thus, a pair of lifts Ẽ and H̃ satisfies condition (3.4) if and only if

k

2
α + β = − η

k + 1
. (3.7)

Further, from Remark 2.2 it follows that [L0, LwD
](λ) * Hk+1(λ) for λ ∈

R1 . Hence there is a section G of K̂1 on Π−1
1 (R1), unique modulo Ĥk+1 , such

that for any lifts E and H of V and C one has

adiD−1
E G ≡ [H, adwD

E H] mod K̂wD−1. (3.8)

Now assume that µ, µ̃ ∈ Π−1
1 (R1),

µ =
(
λ, (ε, h)

)
, µ̃ =

(
λ, (aε, bh)

)
, (3.9)

where ε ∈ V0(λ), h ∈ C0(λ), and a, b ∈ R∗ . Then from (3.8) it follows immediately
that

(Π1)∗G(µ̃) ≡ awD−iD+1b2(Π1)∗G(µ) mod Ĥk+1. (3.10)

Assume that λ ∈ R2 and r(λ) ≡ r in a neighborhood Ũ of λ . Choose a

local basis of Âr−1 in Π−1
1 and complete it to a local basis of Âr by a tuple of

vector fields
{

[adsEH, adr−sE H]
}
s∈S , where S ⊂ {0, . . . , r} . Since by (2.15) G is

a section of Âr but does not belong to Âr−1 , there exists s̄ ∈ S such that the
coefficient cs̄ near one of the field [ads̄EH, adr−s̄E H] in the expansion of G in the

chosen basis does not vanish at any point of R2 over a neighborhood U ⊂ Ũ of
λ . Let U = π−1(U). If points µ, µ̃ ∈ U are related as in (3.9), then using (3.10)
it is easy to see that

cs̄(µ̃) = ar−wD+iD−1cs̄(µ) (3.11)

Note that by constructions r ≥ wD . So, if iD > 1 then the power of a in the
transformation rule (3.11) is positive. So, we can distinguish the codimension 1
submanifold B3 of Π−1

1 (U), consisting of all points of Π−1
1 (U) with cs̄ = 1 if

r−wD + iD is even and with |cs̄| = 1 if r−wD + iD is odd. As a matter of fact B3

is a R∗ -bundle over U , which is a reduction of B1 . One can naturally identify B3

with C0 (over U ). Now we can consider only lifts of V and C which are tangent

to B3 or shortly lifts of V and C to B3 . If E and Ẽ are lifts of V to B3 and H
and H̃ are lifts of C to B3 then instead of transformation rule (3.5) we have

Ẽ = E + βb, H̃ = H + δb. (3.12)

So, the normalization condition (3.7) transforms to the condition β = − η
k+1

and
gives the canonical lift of V to B3 .

On the other hand, if iD = 1 then by definitions r = wD . Therefore from
(3.11) it follows that cs̄ is constant on the fibers of B1 (actually it is identically
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equal to 1) and we cannot make the above reduction of the bundle B1 . Instead,
we are looking for an additional condition for the lifts to B1 . Again fix some lift
E and H to B1 of V and C respectively and G is a vector field defined by (3.8)

modulo Ĥk+1 . By constructions, K̂i = Ĥk+1 + span{G, adEG, . . . , adi−1
E G} and

and K̂k = Ĥ . It implies that adkEG ∈ Γ(Ĥ). Therefore there exists a function υ
such that

adkEG ≡ υ adk−1
E G mod K̂k−1 (3.13)

We are looking for a pair of lifts E and H such that

adkEG ≡ 0 mod K̂k−1 (3.14)

For this as before take some pair of lifts E and H and assume that they satisfy
(3.13) with some function υ . Take other lifts Ẽ and H̃ . Then relation (3.5) holds
for some functions α , β ,γ , δ . By direct computations, using relations (3.2) and
(3.10), one gets

adk
Ẽ
G ≡

(
υ + k

((k − 1

2
+ wD

)
α + 2β

))
adk−1

Ẽ
G modK̂k−1 (3.15)

Thus, a pair of lifts Ẽ and H̃ satisfies condition (3.14) if and only if

(k − 1

2
+ wD

)
α + 2β = −υ

k
. (3.16)

We see that linear equations (3.7) and (3.16) (w.r.t. α and β ) are linearly
independent if and only if wD 6= k+1

2
. Hence in the case iD = 1 and wD 6= k+1

2

conditions (3.4) and (3.14) fix uniquely the lift of V to the bundle B1 .

It remains to consider the case iD = 1 and wD = k+1
2

. In this case in general
V cannot be lifted to B1 canonically, but one can find the canonical lift of V to B2 .
First define the canonical lift of V to the bundle B . Take µ =

(
λ, [x1 : x2]

)
∈ B

where λ = (p, q) ∈ P(D⊥), [x1 : x2] are homogeneous coordinates on P(D⊥(q))
such that [p] = [x1 : 0]. Then ϕ([p]) = x2

x1
defines coordinates on P(D⊥(q)).

Consider the curve

Υµ(t) =
(
(ϕ−1(t), q), [x1 : (x2 − tx1)]

)
. (3.17)

Then the canonical lift E of V to B is defined by

E(µ) =
d

dt
Υµ(t)|t=0. (3.18)

Now we are ready to define the canonical lift of V to B2 . For this let as
before P : B2 → B be the canonical projection and consider all lifts E of V to
B2 such that P∗(E) is the canonical lift of V to B . If E and Ẽ are two such lifts
then they are related as in (3.12) for some function b . By analogy with above the
normalization condition (3.7) transforms to the condition β = − η

k+1
and gives the

canonical lift of V to B2 . By this we have completed to lift V to the corresponding
bundles Bi in all possible cases.
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Note that by direct computation one has that the canonical lift E to B2 of
V satisfies the following relations:

[a, E] = E, [b, E] = 0, [c, E] = −2a. (3.19)

Note also that the first two relations are valid for the canonical lift of V to B1 as
well. For this, using (3.2), it is enough to show that the line distribution generated
by the canonical lift E is invariant with respect to the flows generated by the
vector fields a and b . The latter follows from the normalization conditions (3.4)

and (3.14) and the fact that the distribution L̂k−1 is invariant w.r.t. to these flows.

Relations (3.1) and (3.19) imply that the vector fields a, c, E form the Lie
algebra isomorphic to sl2(R), and together with b they form the Lie algebra
isomorphic to gl2(R).

Step 2. The canonical lift of C . We assume that E is the canonical
lift of V to the corresponding bundle Bi defined in Step 1 and H is a lift of C to
the same Bi . As before, let G be a section of K1 satisfying (3.8). Define

F = [E, [H, adk−1
E G]].

Then F is a vector field not contained in Λ̂. Indeed adk−1
E G is out of K̂ and

thus [H, adk−1
E G] is out of Ĥ , but in Λ̂. Then [E, [H, adk−1

E G]] is out of Λ̂ since
[V,Λ] = TP(D⊥). There exists a function ξ0 such that

adHF ≡ ξ0F mod Λ̂. (3.20)

We are looking for a lift H of C (to one of the bundles Bi ) satisfying:

adHF ≡ 0 mod Λ̂. (3.21)

For this start with some lift H to B1 or B2 and assume that it satisfies (3.20) for

some function ξ0 . Take another lift H̃ of V . Then in the case of a lifting to B1

there exist functions γ and δ such that

H̃ = H + γa + δb, (3.22)

while in the case of a lifting to B2 there is an additional function ρ such that

H̃ = H + γa + δb + ρc. (3.23)

Then in both cases by direct computations, using relations (3.2), we get

adH̃F̃ ≡ adHF + ((k + wD − iD + 1)γ + 3δ) f mod Λ̂,

where F̃ = [E, [H̃, adk−1
E G̃]] . Thus, the lift H̃ satisfies condition (3.21) if and only

if
(k + wD − iD + 1)γ + 3δ = −ξ0. (3.24)

If iD > 1 then we have proved in Step 1 that the bundle B1 is reduced to B3 and
then H is defined uniquely modulo b . Therefore, if iD > 1 then equation (3.24)
is reduced to δ = − ξ0

3
, which determines the canonical lift of C .
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If iD = 1 then we are looking for one more normalization condition in
addition to (3.21) in the case wD 6= k+1

2
and two more normalization conditions

in the case wD = k+1
2

. Let us assume first wD = 1. Then wD 6= k+1
2

since k > 1.

Moreover, we can take G = [H, [E,H]] . Then, since k > 1, [H, G] ∈ Γ(Ĥ). The
distribution Ĥ modulo Ĥk+1 is spanned by G, adEG, . . . , adk−1

E G . If we consider
another lift H̃ and the corresponding Ĝ then adiEG̃ = adiEG mod Ĥk+1 for any
i . Therefore the sub-distribution

M = span{adiEG | i = 1, . . . , k − 1}+ Ĥk+1 ⊂ Ĥ (3.25)

is well defined. We stress that G is not a section of M . Since G ∈ Γ(K̂), there
exists a function ξ1 such that

adHG ≡ ξ1G mod M. (3.26)

Our additional normalization condition for a lift H is

adHG ≡ 0 mod M. (3.27)

Clearly adHG = −ad3
HE . If we take another lift H̃ , then it satisfies (3.22) or

(3.23) for some functions γ , δ , and ρ . By direct computations we get

ad3
H̃
E ≡ ad3

HE − 3 (γ + δ)G mod Ĥk+1.

Therefore the lift H̃ satisfies condition (3.27) if and only if

γ + δ =
ξ1

3
. (3.28)

Equations (3.24) and (3.28) are independent if and only if k 6= 2 (recall that we
assume here that wD = iD = 1). However, Corollary 2.5 says that if k = 2 then
iD > 1. In this way conditions (3.21) and (3.27) determine the canonical lift of C
to B1 in the case wD = iD = 1.

If iD = 1 and wD > 1 then [H, [H, E]] ∈ Ĥk+1 . By Lemma 2.1 wD ≥ 3.
Similarly to the previous case of iD = 1 we have a sub-distribution

N = span{adiEH | i = 1, . . . , k}+ V̂ ⊂ Ĥk+1.

There exists a function ξ2 such that

ad2
HE ≡ ξ2adHE mod N. (3.29)

Our additional normalization condition for a lift H in this case is

ad2
HE ≡ 0 mod N. (3.30)

If we take another lift H̃ then it satisfies (3.22) or (3.23) for some functions γ , δ ,
and ρ . By direct computations, using relations (3.2), we get

ad2
H̃
E ≡ ad2

HE + 2

(
γ +

1

2
δ

)
adHE mod V̂ .
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Therefore the lift H̃ satisfies condition (3.30) if and only if

γ +
1

2
δ = −ξ2

2
. (3.31)

Equations (3.24) and (3.31) are independent if and only if k + wD 6= 6. On the
other hand, if k+wD = 6 and wD > 1 then k = wD = 3. However, this situation
cannot occur if [Dk+1, Dk+1] = D . Indeed, assume that k = wD = 3. Let ε be a
section of V and h be a section of C . Then

[h, adεh] = 0 mod H4, [h, ad2
εh] = 0 mod H4. (3.32)

Applying adε to the last relation, we get that

[adεh, ad2
εh] + [h, ad3

εh] ∈ H4. (3.33)

Applying adε to (3.33) and using the fact that

ad4
εh ∈ H4 = span{h, ε, adεh, ad2

εh, ad3
εh}

and relations (3.32), we get

[adεh, ad3
εh] ∈ R[h, ad3

εh] +H4. (3.34)

Finally applying adε to the last relation and using (3.33) we obtain that

[ad2
εh, ad3

εh] ∈ R[h, ad3
εh] +H4.

Thus dim[H4, H4]/H4 = 1 and [H4, H4] 6= H , which implies that [D4, D4] 6= D
in contradiction to our genericity assumption (G2). So, the case k = wD = 3 is
impossible.

As a conclusion, in the case when iD = 1, wD > 1, and wD 6= k+1
2

conditions (3.21) and (3.30) determine the canonical lift of C to the bundle B1 ,
while in the case when iD = 1 and wD = k+1

2
the same conditions determine a lift

of C to the bundle B2 modulo Rc . It remains to kill the freedom in the latter
case by introducing one more normalization condition. For this take a lift H of C
to B2 satisfying conditions (3.21) and (3.30). One can take G = [H, (adE)

k+1
2 H] .

Since k ≡ 1 mod 4 and k > 1, then k ≥ 5 and therefore [H, [E,G]] is a section
of H . Hence there exists a function ξ3 such that

[H, [E,G]] ≡ ξ3G mod M, (3.35)

where M is defined by (3.25) Our last normalization condition for a lift H in the
considered case is

[H, [E,G]] ≡ 0 mod M. (3.36)

If we take another lift H̃ satisfying satisfying conditions (3.21) and (3.30), then
there exists a function ρ such that

H̃ = H + ρc (3.37)
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Let G̃ = [H̃, (adE)
k+1
2 H̃] . Then by direct computations, using relations (3.19), we

get
[H̃, [E, G̃]] ≡ [H, [E,G]]− (k + 1)ρGĤk+1.

Therefore the lift H̃ satisfies condition (3.36) if and only if ρ = ξ3
k+1

. Hence,
conditions (3.21),(3.30), and (3.36) fix the lift of C to the bundle B2 uniquely. By
this we have completed to lift C to the corresponding bundles Bi in all possible
cases.

Finally it is not hard to show that the canonical lift H (either to B1 or to
B2 ) satisfies the following commutative relations:

[a,H] = 0, [b,H] = H, [c,H] = 0. (3.38)

To prove these relations one can use arguments similar to those used at the end
of step 1 for relations (3.19): the distributions Λ̂, M , and N , appearing in
the normalization conditions (3.21), (3.27), (3.30), and (3.36), are invariant with
respect to the flow generated by vector fields a , b , and c .

Step 3. Construction of the canonical frame. Now let E and H be
the canonical lift constructed in the previous steps. We can complete E , H and
the tuple consisting of the fundamental vertical vector fields of the corresponding
bundle Bi to the canonical frame Bi by taking appropriate iterative Lie brackets
of E and H .

More precisely, if iD ≡ 1 and wD is constant and not equal to k+1
2

as a
canonical frame associated with our distribution on the bundle B1 we can take
the tuple of vector fields(

E,H, adEH, . . . , adkEH, G, . . . , adk−1
E G, [H, adk−1

E G],
[
E, [H, adk−1

E G]
]
, a,b

)
,

(3.39)
where G = [H, adwD

E H] . If iD ≡ 1 and wD ≡ k+1
2

then as a canonical frame
associated with our distribution on the bundle B2 we can take the tuple of the
vectors(

E,H, adEH, . . . , adkEH, G, . . . , adk−1
E G, [H, adk−1

E G],
[
E, [H, adk−1

E G]
]
, a,b, c

)
,

(3.40)

Further, if iD > 1, since H2
k+1 = H , we can complete the tuple

(E,H, adEH, . . . , adkEH, b)

to the canonical frame on B3 by k vector fields of the type [adsEH, adtEH] for some
integer s , t , a vector fields of the type

[
H, [ads̄EH, adt̄EH

]
and a vector field of the

type
[
E,
[
H, [ads̄EH, adt̄EH

]]
for some integers s̄ and t̄ . By this we have completed

the construction of the canonical frame for corank 2 distributions of the considered
class in all 3 cases.

Finally, since the fundamental vector fields and the vector field E constitute
the frame on each fiber of the bundle π ◦Πi : Bi 7→M and these vector fields are
the part of the canonical frame, a diffeomorpism of Bi , sending the canonical frame
of a corank 2 distribution D to the canonical frame of a corank 2 distribution D′

(by the pushforward) is fiberwise. Therefore it induces the diffeomorphism of M .
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The latter diffeomorphism induces the equivalence between the distributions D
and D′ , because (π ◦ Πi)∗span{H, adEH, . . . , adkEH} = Dk+1 and D2

k+1 = D . The
proof of Theorem 3.1 is completed.

4. Symmetric models

In this section given k > 2 we find all maximally symmetric models for (2k +
1, 2k + 3)-distributions satisfying conditions (G1) and (G2) with respect to the
local equivalence. We show that the algebra of infinitesimal symmetries for this
models is (2k + 6)- dimensional if k 6= 1 mod 4 and (2k + 7)-dimensional if
k ≡ 1 mod 4, i.e. the upper bounds of Corollary 3.2 are sharp. By Theorem 2
it may occur only if iD ≡ 1. Note that the case k = 2 is exceptional, because
by Corollary 2.5 in this case iD has to be equal to 2. As was already mentioned
in the Introduction, the most symmetric model for k = 2 (given by (1.8)) can be
obtained from the analysis of our canonical frame on B3 described in the proof of
Theorem 3.1 but this model can be also recognized without difficulties from the
list of 7-dimensional non-degenerate fundamental graded Lie algebra given in [14],
thus we omit this analysis.

So, let k > 2, iD ≡ 1, and wD ≡ w . Then the canonical frame is given by
the tuple of vector fields (3.39) if w 6= k+1

2
and by the tuple of vector fields (3.40)

if w = k+1
2

. For shortness let

xj = adjEH, 0 ≤ j ≤ k,

yj = adj−1
E G, 1 ≤ j ≤ k,

z = [H, adk−1
E G], n =

[
E, [H, adk−1

E G].

Then in the new notation

[E,xj] = xj+1, 0 ≤ j ≤ k − 1,

[x0,xw] = y1, [E,yj] = yj+1, 1 ≤ j ≤ k − 1,

[x0,yk] = z, [E, z] = n.

(4.1)

Denote by MS(k, w) the set of all equivalence classes of germs of (2k +
1, 2k + 3)-distributions D , satisfying conditions (G1) and (G2), relations iD ≡ 1
and wD ≡ w , and having the algebra of infinitesimal symmetries of the dimension
equal to the dimension of the bundle, where their canonical frames are constructed.
Take a distribution D representing an element of MS(k, w). This happens if and
only if all structural functions of the canonical frame of D are constant. In other
words, the vector fields of the canonical frame of D should form the Lie algebra over
R (that is isomorphic to the algebra of infinitesimal symmetries of the distribution
D). Denote this algebra by g . What properties does this algebra have? First,
combining (4.1) with (3.19) and (3.38) (with H replaced by x0 ) and using the
Jacobi identity, one gets

[a,xj] = jxj, [a,yj] = (w + j − 1)yj, [a, z] = (w + k − 1)z,

[a,n] = (w + k)n, [b,xj] = xj, [b,yj] = 2yj, [b, z] = 3z, [b,n] = 3n.
(4.2)
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This motivates the introduction of the following natural bi-grading on the algebra
g by assigning to each element of the tuple (3.39) or (3.40) two integer numbers
as follows:

xj 7→ (−j,−1), yj 7→ (−(w + j − 1),−2),

z 7→ (−(w + k − 1),−3), n 7→ (−w − k,−3)
(4.3)

E 7→ (−1, 0), {a,b} 7→ (0, 0), c 7→ (1, 0). (4.4)

The above assignment for elements in (4.3) is given by the following simple rule:
the first integer in the bi-degrees given by (4.3) is the number of appearance of E
in the representation of the corresponding vector field from the canonical frame as
the iterative brackets of E and H multiplied by −1 and the second integer there is
the number of appearance of H in this representation multiplied by −1. Let gj1,j2
be the linear span (over R) of all elements of the canonical frame corresponding to
the pair (j1, j2). Then using relations (3.19), (3.38) and the Jacobi identity, one
gets that

[gj1,j2 , gl1,l2 ] ⊂ gj1+l1,j2+l2 ,

i.e g =
⊕

(j1,j2)∈Z2

gj1,j2 is indeed the bi-grading of the Lie algebra g .

Definition 4.1. Given k > 2 and odd w , 1 ≤ w ≤ 2k − 1 , a bi-graded Lie
algebra g is called a bi-graded Lie algebra of the type (k, w) if the following two
conditions hold

1.

g =

{
span{E,x0, . . . ,xk,y1, . . . ,yk, z,n, a,b} if w 6= k+1

2
,

span{E,x0, . . . ,xk,y1, . . . ,yk, z,n, a,b, c} if w = k+1
2

. (4.5)

such that the commutative relations (4.1), (3.1), (3.19), and (3.38) (with H
replaced by x0 in the latter) hold;

2. the bi-grading on g is given by (4.3)-(4.4).

So we have shown that if the distribution D representing an element of
MS(k, w) then its algebra of infinitesimal symmetries symm(D) is a bi-graded Lie
algebra of type (k, w).

Now let

m =
⊕
j2<0

gj1,j2 = span{x0, . . . ,xk,y1, . . . ,yk, z,n}, (4.6)

g′ =
⊕
j2≥0

gj1,j2 .

Note that g′ = span{E, a,b} if wD 6= k+1
2

and g′ = span{E, a,b, c} if wD = k+1
2

.
Also note that m is a bi-graded nilpotent subalgebra of g . Besides,

g = g′ ⊕m. (4.7)
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By the standard arguments the distribution D is locally equivalent to an invariant
distribution on the homogeneous space G/G′ , where G and G′ are the connected,
simply-connected Lie groups with the Lie algebras g and g′ , respectively. More-
over, from the splitting (4.7) it follows that the distribution D is locally equivalent
to the left invariant distribution Dg on the simply connected Lie group M with
the Lie algebra m such that

Dg(e) = span{x0, . . . ,xk,y1, . . . ,yk}, (4.8)

where e is the identity of the group M . Moreover, we have the following

Proposition 4.2. The correspondence between the set MS(k, w) and the set of
all bi-graded Lie algebras of type (k, w), given by D 7→ symm(D), is a bijection.

Proof. First we prove the following lemma, which will be also useful for other
purposes in the sequel:

Lemma 4.3. (A) If g is a bi-graded Lie algebra of type (k, w) with the basis
as in Definition 4.1, then

[xi,yk−i] = (−1)iz, 0 ≤ i ≤ k − 1

[xi,yk−i+1] = (−1)i+1in, 1 ≤ i ≤ k

[xi,xj] = ci,jyi+j−w+1,

(4.9)

where ci,j satisfy the following four properties (in addition to the evident
antisymmetricity ci,j = −cj,i ):

1. ci,j = 0 if i+ j < w or i+ j > k + w − 1;

2. c0,w = 1;

3.
ci,j = ci+1,j + ci,j+1; (4.10)

4.

(−1)ic0,k+w−1−i − (−1)k+w−1−ic0,i = ci,k+w−1−i (4.11)

(−1)i+1ic0,k+w−i − (−1)k+w−i+1(k + w − i)c0,i = 0.

(B) Conversely, if w 6= k+1
2

and the tuple (E,x0, . . . ,xk,y1, . . . ,yk, z,n, a,b)
satisfy relations (4.1), (3.1), (3.19), (3.38), and (4.9) with antisymmetric
matrix (ci,j) satisfy (4.10) and (4.11), then this tuple spans the bi-graded
Lie algebra of type (k, w).

(C) The matrix (ci,j) defines the bi-graded Lie algebra of type (k, w) uniquely,
up to an isomorphism.

Proof. Throughout this proof we use the fact that by (4.3) and (4.4) the
spaces gj1,j2 are at most one-dimensional if (j1, j2) 6= (0, 0). Therefore using
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the compatibility of the Lie brackets with the bi-grading we get that there exists
constant ai , bi and ci,j such that

[xi,yk−i] = biz, 0 ≤ i ≤ k − 1

[xi,yk−i+1] = ain, 1 ≤ i ≤ k

[xi,xj] = ci,jyi+j−w+1.

Constants ai and bi can be found by applying the Jacobi identity to
[E, [xi,yk−i]] . On the one hand, we get [E, [xi,yk−i]] = bin and on the other
hand

[E, [xi,yk−i]] = [xi+1,yk−i] + [xi,yk−i+1] = (ai + ai+1)n.

Hence we get the equation ai + ai+1 = bi which holds for any i = 1, . . . , k − 1.
Moreover, if i = 0 we get a1 = b0. Similarly we consider [E, [xi,yk−i−1]] and
by the Jacobi identity we get the equation bi + bi+1 = 0, which holds for any
i = 0, . . . , k − 2. By definition b0 = 1. In this way we get bi = (−1)i and then
ai = i(−1)i+1 .

In order to get the relation ci,j = ci+1,j + ci,j+1 we consider the Jacobi
identity applied to [E, [xi,xj]] , whereas in order to get relations (4.11) we consider
the Jacobi identity applied to [x0, [xi,xk+w−1−i]] and [x0, [xi,xk+w−i]] . In this way
the part (A) of the Lemma is proved.

Let us prove now the part (B). From the part (A) we know that (4.10) and
(4.11) are satisfied for any bi-graded Lie algebra of type (k, w). We have to show
that there is no other relation on structural constants ai , bi and ci,j . For w 6= k+1

2
,

an additional possibly non-trivial relation can be obtained from the Jacobi identity
applied to [xl, [xi,xj]] , where l + i+ j = k + w − 1 or l + i+ j = k + w . We will
show that all these relations are consequences of (4.10) and (4.11).

We can assume that l ≤ i and l ≤ j . The proof is by induction: we assume
that the Jacobi identity is satisfied for [xl−1, [xĩ,xj̃]] where l−1 ≤ ĩ and l−1 ≤ j̃ .
The case l = 0 corresponds to (4.11). If l > 0 then xl = [E,xl−1] . Thus

[xl, [xi,xj]] = [E, [xl−1, [xi,xj]]]− [xl−1, [E, [xi,xj]]]

= [E, [xl−1, [xi,xj]]]− [xl−1, [xi+1,xj]]− [xl−1, [xi,xj+1]].

We used here (4.10), which is equivalent to the Jacobi identity of brackets in-
volving E . By our assumption, we know that the Jacobi identity is satisfied by
[xl−1, [xi,xj]] , [xl−1, [xi+1,xj]] and [xl−1, [xi,xj+1]] . Therefore

[xl, [xi,xj]] = [E, [[xl−1,xi],xj]] + [E, [xi, [xl−1,xj]]]

−[[xl−1,xi+1],xj]− [xi+1, [xl−1,xj]]

−[[xl−1,xi],xj+1]− [xi, [xl−1,xj+1]].

But, if we use (4.10) for Lie bracket involving E we get

[E, [[xl−1,xi],xj]]− [[xl−1,xi+1],xj]− [[xl−1,xi],xj+1] = [[xl,xi],xj]

and

[E, [xi, [xl−1,xj]]]− [xi+1, [xl−1,xj]]− [xi, [xl−1,xj+1]] = [xi, [xl,xj]].
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This completes the proof of part (B).

To prove part (C) let us take another basis of the algebra g as in Definition
4.1 and let Ẽ , x̃j and ỹj be the corresponding elements of this basis. Then
Ẽ = αE and x̃0 = βx0 for some α and β . This together with (4.1) implies
that x̃j = αjβxj , ỹj = αw+j−1β2yj . Then using the last relation of (4.9) we get
that c̃i,j = ci,j , where c̃i,j denotes the corresponding constant for the new basis.
So, each ci,j is an invariant of the bi-graded Lie algebra of type (k, w), which
completes the proof of the last part of the lemma.

Now fix a bi-graded Lie algebra g of type (k, w). Let m be as in (4.6),
and let Dg be the left-invariant distribution on the Lie group M with the Lie
algebra m , defined by relation (4.8). Then by the first two relations of (4.9) it
satisfies condition (G1). Further, assume by contradiction that Dg does not satisfy
condition (G2). Then from the last relation of (4.9) it follows that there exists l ,
w ≤ l ≤ k+w−1 such that ci,j = 0 for all i, j such that i+j = l . But from relation
(4.10) it follows that ci,j = 0 for all i, j such that i+ j ≤ l in contradiction with
condition (2) from Lemma 4.3. Conditions (1) and (2) from Lemma 4.3 also imply
that wDg = w . It is also clear by constructions that the group G is a subgroup
of the group of symmetries of Dg . This together with Corollary 3.2 implies that
the algebra symm(Dg) of infinitesimal symmetries of Dg is isomorphic to g as a
Lie algebra. Moreover symm(Dg) has natural grading ([19], [21]) and the algebras
symm(Dg) and g are isomorphic as graded Lie algebras, where the grading on g
is considered with respect to the second bi-degree. Besides, using Definition 4.1
and relations (4.2) it is not hard to show that symm(Dg) and g are isomorphic as
bi-graded Lie algebras. It shows that the correspondence D 7→ symm(D) between
the set MS(k, w) and the set of all bi-graded Lie algebras of type (k, w), given by
D 7→ symm(D), is a bijection (with the inverse given by g 7→ Dg ). This completes
the proof of the proposition.

Now let Lk,w denotes the set of all bi-graded Lie algebras of type (k, w).

Let Lk =
⋃
w

Lk,w , if k 6≡ 1 mod 4 and Lk = Lk, k+1
2

if k ≡ 1 mod 4. From

Proposition 4.2 it follows that if the set Lk is not empty, then the problem of
finding of all maximally symmetric models of (2k + 1, 2k + 3)-distributions from
the considered class is reduced to the description of the set Lk . In the sequel we
will do a little bit more, describing the sets Lk,w including the case when k ≡ 1
mod 4 but w 6= k+1

2
. In particular, the set Lk is not empty for any k > 2 so that

Proposition 4.2 gives a way to describe the maximally symmetric models. Set

d(k, w) =

{[
l−w+1

3

]
if k = 2l + 1[

l−w−1
3

]
if k = 2l

. (4.12)

The main result of this section is the following

Theorem 4.4. The set of bi-graded Lie algebras of type (k, w) is d(k, w)-
parametric family.
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Remark 4.5. In particular, if d(k, w) = 0, then there exists the unique bi-
graded Lie algebra of the type (k, w), while if d(k, w) < 0, then the set of bi-graded
Lie algebras of the type (k, w) is empty.

The proof of this theorem together with Lemma 4.3 will give a rather explicit
description of all these Lie algebras. As a direct consequence of Theorem 4.4 and
Proposition 4.2 we have the following

Corollary 4.6. Let k > 2

1. If k ≡ 1 mod 4 and w = k+1
2

then there is a unique, up to a local equiva-
lence, (2k + 1, 2k + 3)-distribution D satisfying conditions (G1) and (G2),
which have (2k + 7)-dimensional infinitesimal symmetry algebra.

2. If w is odd and w 6= k+1
2

, then the set of (2k + 1, 2k + 3)-distributions D
from the considered class that satisfy wD = w and have (2k+6)-dimensional
infinitesimal symmetry algebra is a d(k, w)-parametric family.

If k 6≡ 1 mod 4 the families of distributions from the item (2) above are the
only distributions from the considered class with (2k+6)-dimensional infinitesimal
symmetry algebra.

Proof of Theorem 4.4. By Lemma 4.3 in the case w 6= k+1
2

the proof of
the theorem is reduced to the search of all antisymmetric matrix (ci,j) satisfying
conditions (1)-(4) of Lemma 4.3, while in the case w = k+1

2
Lemma 4.3 guarantees

that all bi-graded Lie algebras of type (k, w) are obtained from a subset of such
matrices. In a series of lemmas below we bring conditions (3) and (4) of Lemma
4.3 in more convenient form. By relation (4.10), all coefficients ci,j are completely
determined by cw−1+i,k−i for i = 0, . . . , k − w + 1. Denote

xi =

(
k + w − 1

i+ w − 1

)
ci+w−1,k−i. (4.13)

Since (ci,j) is antisymmetric, we have

xi + xk−w+1−i = 0, i = 0, 1, . . . ,

[
k − w + 1

2

]
. (4.14)

Lemma 4.7. Systems (4.10) and (4.11) imply

(−1)i
i∑

j=0

xj =
i∑

j=0

(
k − j
i− j

)
xj, (4.15)

for i = 0, . . . , k − w + 1.

Proof. Denote yi = ci+w−1,k−i . We will use (4.11) and express c0,i in terms
of yi . At the beginning c0,k = y0 , as follows from the first equation of (4.11)
with i = w − 1. Then the second equation of (4.11) gives c0,w = w

k
(−1)k+1y0 .
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In the next step we again use the first equation of (4.11) with i = w and get
c0,k−1 = −y1 − w

k
y0 . Then we proceed by induction and get the formula:

c0,k−i = (−1)i
i∑

j=0

(
k+w−1
j+w−1

)(
k+w−1
i+w−1

)yj.
On the other hand it follows from (4.10) that

c0,k−i =
i∑

j=0

(
i+ w − 1

j + w − 1

)
yj.

Now, if we substitute xi =
(
k+w−1
i+w−1

)
ci+w−1,k−i , compare the two expressions for c0,i

and use the formula(
i+ w − 1

j + w − 1

)(
k + w − 1

i+ w − 1

)
=

(
k + w − 1

j + w − 1

)(
k − j
i− j

)
we get the desired system (4.15).

Remark 4.8. From the proof of Lemmas 4.7 it is not hard to see that the space
of common solutions of systems (4.14) and (4.15) is in one-to one correspondence
with the space of antisymmetric matrices (ci,j), satisfying conditions (1), (3), and
(4) of Lemma 4.3 and the correspondence is given by relation (4.13).

Now we analyze the solution space of system (4.15).

Lemma 4.9. The solution space of (4.15) is isomorphic to the solution space
of the system

i−1∑
j=0

(
w + i

w + j

)
xj = 0, (4.16)

for i = 2, 4, 6, . . . , 2
[
k−w+2

2

]
. Moreover, the isomorphism preserves the solution

space of (4.14).

Proof. If we sum equations corresponding to the indices i− 1 and i from the
system (4.15) for i = 1, . . . , k − w + 1, we get the following system of equations

i−1∑
j=0

(
k + 1− j
i− j

)
xj + γixi = 0, (4.17)

where γi = 0 if i is even and γi = 2 if i is odd. The first equation from the system
(4.15) with i = 0 is trivial and we can cross it out. If k is odd we consider the
additional equation with i = k − w + 2

k−w+1∑
j=0

(
k + 1− j

k − w + 1− j

)
xj = 0. (4.18)
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We will show later that this equation is a consequence of the other equations from
the system (4.17).

For any l = 0, . . . ,
[
k−w

2

]
the following tuple

{xj}
2[ k−w+2

2 ]−1

j=0 =

0, . . . , 0︸ ︷︷ ︸
2l times

,

{
(−1)j

(
k − 2l + 2

j − 2l + 1

)}2[ k−w+2
2 ]−1

j=2l

 (4.19)

is the solution of the system (4.17) (note that if k is even, then xk−w+1 is not
involved in system (4.17)). Indeed, substituting it to this system we get

i∑
j=2l−1

(−1)j
(
k + 1− j
i− j

)(
k − 2l + 2

j − 2l + 1

)
=

i∑
j=2l−1

(−1)j
(k − 2l + 2)!

(k − i+ 1)!(j − 2l + 1)!(i− j)!
.

(4.20)
But the right-hand side of the last identity is equal to 0. To prove this fact
express tk−2l+2 = (t− 1 + 1)k−2l+2 and expand (t− 1 + 1)k−2l+2 into the trinomial
expansion. Then the right-hand side of (4.20) is equal to the coefficient of tk−i+1

in this expansion multiplied by −1. Therefore it is equal to 0.

It implies that the rank of the system (4.17) (with additional equation (4.18)
in the case of odd k ) is at most

[
k−w+2

2

]
. On the other hand, from the block lower

triangular structure of this system it follows that the equations (4.17) with even i
(together with equation (4.18) in the case of odd k ) are linearly independent. So,
the rank of this system is equal to

[
k−w+2

2

]
and all equations of (4.17) with odd i

can be dropped.

Finally, the substitution

xj :=

(
k + w + 1

w + j

)
xj (4.21)

for j = 0, . . . , k − w + 1 transform system (4.17) to system (4.16). Moreover(
k+w+1
w+j

)
=
(

k+w+1
w+(k−w+1−j)

)
. Hence, the substitution preserves system (4.14).

Lemma 4.10. The solution space of (4.16) is isomorphic to the solution space
of the system

2i−1∑
j=0

( w−1
2

+ i
w+1

2
− i+ j

)
xj = 0 (4.22)

for i = 1, 2, . . . ,
[
k−w+2

2

]
, where

(
a
b

)
= 0 if b < 0. Moreover, the isomorphism

preserves the solution space of (4.14).

Proof. From (4.19) and the substitution (4.21) it follows that the solution
space of (4.16) is spanned by the following tuples0, . . . , 0︸ ︷︷ ︸

2l times

,

{
(−1)j

(
w + j

w + 2l − 1

)}k−w+1

j=2l

 (4.23)
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with l = 0, . . . ,
[
k−w

2

]
. We claim that (4.22) has the same solution space. For this

first prove the following identity∑
j∈Z

(−1)j
(
l

j

)(
s+ j

m

)
=

(
s

m− l

)
, (4.24)

where
(
a
b

)
= 0 if b < 0 or b > a . Consider the following polynomial f(t) =

(t + 1)stl . On the one hand, the coefficient of tm in f is equal to
(

s
m−l

)
. On the

other hand,

f(t) = (t+ 1)s
(
(t+ 1)− 1

)l
=
∑
j∈Z

(−1)j
(
l

j

)
(t+ 1)s+j,

so that the coefficient of tm in f is equal to the left-hand side of (4.24). The proof
of identity (4.24) is completed.

Now we substitute a vector (4.23) from the solution space of (4.16) to
system (4.22) and use identity (4.24) with l = s = w−1

2
+ i , j 7→ w+1

2
− i + j and

m = w + 2l − 1. We get

2i−1∑
j=2l

(−1)j
( w−1

2
+ i

w+1
2
− i+ j

)(
w + j

w + 2l − 1

)
=

∑
j∈Z

(−1)j
( w−1

2
+ i

w+1
2
− i+ j

)(
w + j

w + 2l − 1

)

−
( w−1

2
+ i

w−1
2
− i+ 2l

)
= 0,

which proves the lemma.

Lemma 4.11. The following identity holds

µ∑
i=0

(
µ

i

)(
ω + i

y − i

)
=

µ∑
i=0

(
µ

i

)(
ω + i

2µ+ w − y − i

)
(4.25)

Proof. Consider the function g(t) = (1 + t)ω(1 + t+ 1
t
)µ . On the one hand,

g(t) = (1 + t)ω
(

(1 + t) +
1

t

)µ
=

µ∑
i=0

(
µ

i

)
(1 + t)ω+i 1

tµ−i

and the coefficient of ty−µ in the expansion of g(t) into the powers of t is equal
to the left-hand side of (4.25). On the other hand,

g(t) = tω
(

1 +
1

t

)ω ((
1 +

1

t

)
+ t

)µ
=

µ∑
i=0

(
µ

i

)(
1 +

1

t

)ω+i

tω+µ−i

and the coefficient of ty−µ in the expansion of g(t) into the powers of t is equal
to the right-hand side of (4.25).

Proposition 4.12. The solution space of system (4.14)-(4.22) is (d(k, w) + 1)-
dimensional, where d(k, w) is as in (4.12).
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Proof. First we prove the following

Lemma 4.13. The solution space of system (4.14)-(4.22) is at least (d(k, w) +
1)-dimensional.

Proof. We treat the cases k = 2l + 1 and the case k = 2l separately.

1) Case k = 2l + 1. Fix an integer s such that 0 ≤ s ≤ d(k, w) and let

as :=
w + 1 + 4s

2
, ms :=

k − w + 2

2
− s− as =

k − 2w + 1− 6s

2
. (4.26)

For i ≥ as multiply the ith equation of system (4.22) by
(
ms

i−as

)
and sum up all

the obtained equations. Taking into account (4.26), we get the following equation

ms∑
i=as

(
ms + as
i− as

) 2i−1∑
j=0

(
w−1

2
+ i

as − 2s− i+ j

)
xj = 0. (4.27)

Substituting i 7→ i + as into (4.27) and taking into account (4.26), we can write
(4.27) as follows

ms∑
i=0

(
ms

i

) 2i+2as−1∑
j=0

(
w + 2s+ i

j − 2s− i

)
xj = 0. (4.28)

Identity (4.25) with µ = ms , ω = w + 2s and y = j − 2s implies that the
coefficient of xj and the coefficient of x2ms+w+6s−j in (4.28) coincide. Note that by
(4.26) one has 2ms+w+6s−j = k−w+1−j . So, the coefficient of of xj and the
coefficient of xk−w+1−j in (4.27) coincide. Thus for any s , 0 ≤ s ≤ d(k, w), the
equation of (4.22) with i = k−w+2

2
− s is a linear combination of other equations

from the system (4.14)-(4.22), which implies the statement of the lemma for odd
k .

2) The case of k = 2l . This case can be treated similarly. For this fix
again an integer s such that 0 ≤ s ≤ d(k, w) and let

as :=
w + 3 + 4s

2
, ms :=

k − w + 1

2
− s− as =

k − 2w − 2− 6s

2
.

then as before for i ≥ as multiply the ith equation of system (4.22) by
(
ms

i−ls

)
and sum up all the obtained equations and use identity (4.25) (with µ = ms ,
ω = w + 1 + 2s , and y = j − 2s − 1) to get that the coefficient of xj and the
coefficient of xk−w+1−j in the considered linear combination of equations from
system (4.22) coincide. Thus for any s , 0 ≤ s ≤ d(k, w), the equation of (4.22)
with i = k−w+1

2
− s is a linear combination of other equations from the system

(4.14)-(4.22), which implies the statement of the lemma for an even k .

By the previous lemma Proposition 4.12 is equivalent to the fact that the
system, obtained from the system (4.14)-(4.22) by crossing out the last

[
l−w+1

3

]
+1

equations from the system (4.22), has the maximal rank. We call this system the
reduction of system (4.14)-(4.22). For this let us show that if xk−w+1−2s = 0 for
every s such that

0 ≤ s ≤ d(k, w), (4.29)
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then the reduction of system (4.14)-(4.22) has the trivial solution only.

Indeed, if xk−w+1 = 0 then the first equation of (4.14) implies that x0 = 0.
Consequently, the first equation of (4.22) implies that x1 = 0 and the second
equation of (4.14) implies that xk−w = 0. In a similar way one can show by
induction that from the fact that xk−w+1−2s = 0 for all s satisfying (4.29) it follows
that xj = 0 for every j such that 0 ≤ j ≤ 2d(k, w)+1 or k−w−2d(k, w) ≤ j ≤ k−
w+1. But then the remaining variables xj , 2d(k, w)+2 ≤ j ≤ k−w−2d(k, w)−1

satisfy the system (4.14)-(4.22) with k and w replaced by k̃ and w̃ ,where

k̃ = k − 2d(k, w)− 2, w̃ = w + 2d(k, w) + 2. (4.30)

It is easy to see that

w̃ >
k̃ + 1

2
if k is odd (4.31)

w̃ ≥ k̃

2
if k is even (4.32)

Note also that if k is even but k−2w is not divided by 6 then the inequality
(4.31) holds as well. So if k− 2w is not divided by 6 our proposition follows from

Lemma 4.14. If w > k+1
2

, then system (4.14)-(4.22) has the trivial solution
only.

Proof. By Remark 4.8 it is enough to show that in the considered case the
antisymmetric matrix satisfying conditions (1), (3), and (4) of Lemma 4.3 vanishes.

As was already mentioned before, condition (3) of Lemma 4.3 implies that
ci,j are uniquely defined by ci,k+w−1−i for i = w − 1, . . . , k (if i + j > k + w − 1
then ci,j = 0). In particular, we can define the mapping

φ : (cw−1,k, cw,k−1, . . . , ck,w−1) 7→ (c0,k−w+1, c1,k−w, . . . , ck−w+1,0).

To prove the lemma it is enough to prove that the mapping is bijective. By
condition (1) of Lemma 4.1 ci,j = 0 for i+j < w . If w > k+1

2
, then k−w+1 < w .

Therefore, if φ is bijective then ci,k+w−1−i = 0, and consequently the whole matrix
(ci,j) vanishes as desired.

The map φ is the composition of the following two maps

φ1 : (cw−1,k, cw,k−1, . . . , ck,w−1) 7→ (c0,k, c1,k−1, . . . , ck,0)

and
φ2 : (c0,k, c1,k−1, . . . , ck,0) 7→ (c0,k−w+1, c1,k−w, . . . , ck−w+1,0)

defined inductively by recursive relations (4.10).

It is easy to see that

φ1((0, . . . , 0︸ ︷︷ ︸
i

, 1, 0, . . . , 0︸ ︷︷ ︸
k−w+1−i

)) =

0, . . . , 0︸ ︷︷ ︸
i

,

(
w − 1

0

)
,

(
w − 1

1

)
, . . . ,

(
w − 1

w − 1

)
, 0, . . . , 0︸ ︷︷ ︸
k−w+1−i

 ,
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which implies that φ1 is injective. Besides, φ2 is surjective, because it is a
composition of the maps

φ2,s : (c0,k−s, c1,k−1−s, . . . , ck−s,0) 7→ (c0,k−s−1, c1,k−2−s, . . . , ck−s−1,0), 0 ≤ s ≤ w−2

defined by relations (4.10) and each of this map has a one dimensional kernel and
therefore surjective. Moreover, by simple induction

Kerφ2 = span

{(
(−1)j

(
i+ j

i

))k
j=0

}w−2

i=0

.

Finally identity (4.24) (with l = w − 1, m = i and s = 2i) implies
that spaces Imφ1 and Kerφ2 are perpendicular with respect to the standard
scalar product in Rk+1 (in this case the right-hand side of (4.24) vanishes because
m− l = i− w + 1 < 0). Therefore the image of φ1 is transversal to the kernel of
φ2 .This implies that φ is bijective and completes the proof of the lemma.

It remains to prove the proposition in the case when k − 2w is divided by

6. In this case the corresponding k̃ and w̃ satisfy w̃ = k̃
2

and the proposition will
follow from the fact that if w is odd and w = k

2
, then system (4.14)-(4.22) has the

trivial solution only. For this consider the following system of equations

2i−1∑
j=0

(
y + i

2i+ 1− j

)
xj = 0, i = 0, 1, . . .

[
k − w

2

]
(4.33)

depending on a parameter y (here
(
a
b

)
is defined for any a ∈ C and integer b as

usual:
(
a
b

)
:= a(a−1)...(a−b+1)

b!
if b ≥ 0 and

(
a
b

)
= 0 if b < 0). Note that system (4.33)

coincides with system (4.22) for y = w+1
2

. It can be shown that the determinant
of the matrix of the system (4.14)-(4.33) is a nonzero polynomial with respect to
y such that the set of its roots is the union of the following two sets: the set of
all integers between −

[
w
4

]
and w−1

2
and the set {−2s−1

2
:
[
w
4

]
+ 3 ≤ s ≤ w} .

In particular, y = w+1
2

is not a root of this polynomial, which proves the last
statement.

The proof of Proposition 4.12 is completed.

To complete the proof of Theorem 4.4 it remains to prove that the set
of solutions of system (4.14)-(4.22), for which the corresponding antisymmetric
matrix (ci,j) (see Remark 4.8) satisfies also condition (2) of Lemma 4.3, is an
affine subspace of codimension 1 in the solution space of system (4.14)-(4.22). For
this let us prove that xk−w+1 6= 0 if and only if c0,w 6= 0. Indeed, by definition,
xk−w+1 6= 0 is equivalent to ck,w−1 6= 0 and hence to cw−1,k 6= 0. Then, it is
equivalent to c0,k 6= 0 as follows from (4.10) and finally to cw,0 6= 0 as follows from
the last equation of (4.11). By the same arguments there exist a unique c 6= 0 such
that xk−w+1 = c if and only if c0,w = 1. Thus {xk−w+1 = c} is the affine subspace
in the solution space of system (4.14)-(4.22) we are looking for. In this way the
theorem is proved in the case w 6= k+1

2
. It also shows that for w = k+1

2
there is at

most one bi-graded Lie algebra of type (k, w) (note that d(k, w) = 0 in this case).
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On the other hand, from the constructions at the end of the Introduction, using the
theory of sl2 -representation and Proposition 4.2 we know that there exists at least
one such bi-graded Lie algebra. These proves the theorem in the case w = k+1

2
as

well.

Corollary 4.6 implies that for k > 2 the unique maximally symmetric model,
up to the local equivalence, for the distributions from the considered class exists
if and only if k ≡ 1 mod 4 or k 6≡ 1 mod 4, d(k, 1) = 0, and d(k, 3) < 0. The
latter occurs exactly in the following cases: k = 3, 4, 6. The nontrivial products
in the corresponding bi-graded Lie algebras given by (1.9) in the case k = 3,
by (1.10) in the case k = 4, and by (1.11) in the case k = 6 can be directly
obtained from conditions (1)-(4) for ci,j listed in Lemma 4.3. Finally, the set of
maximally symmetric models is discrete and consists more than one element if and
only if d(k, 1) = 0 and d(k, 3) = 0. This occurs in the case k = 8 only and there
are exactly two nonequivalent models with 22-dimensional algebra of infinitesimal
symmetries: one model with w = 1 and one model with w = 3. In all other cases
the set of maximally symmetric models depend on continuous parameters.

5. Appendix. Some remarks about the case of integrable D̃

For the sake of completeness, we briefly discuss here the case when the assumption
(G1) holds and the subdistribution D̃ is integrable. As was already mentioned in
subsection 1.2 for k = 1 all such distributions are equivalent to the flat one, but
the situation for k > 1 is completely different. On each integral manifold S of
D̃ one has the following nontrivial structure: for any point q ∈ S the assignment
p 7→ Xp , given by in (1.3), defines a rational normal curve in the projectivization
of the tangent space to S at q . For k = 2 these rational normal curves are
quadrics. Therefore each integral manifold of D̃ is endowed with the canonical
conformal structure of signature (2, 1). For k > 2 the field of rational normal
curves induces the so-called paraconformal structure [9] on each integral manifold

of D̃ . Such structures have nontrivial invariants that produce nontrivial invariants
of the original distribution D .

Consider the case k = 2 in more detail. In this case, we have (5, 7)-

distributions D such that its subdistribution D̃ is of rank 3 and integrable. How to
construct such distributions D? Take a 4-dimensional manifold M̃ and consider
the bundle P : Gr2(M̃) → M̃ such that its fiber over the point q̃ ∈ M̃ is the

Grassmannian of 2-dimensional subspaces of Tq̃M̃ . Then dim Gr2(M̃) = 8 and

Gr2(M̃) is endowed with the natural corank 2 distribution D , defined as follows:

if Q = (q̃,Λ) ∈ Gr2(M̃), where q̃ ∈ M̃ and Λ is a 2-dimensional subspace of

Tq̃M̃ , then D(Q) := {v ∈ TQGr2(M̃) : P∗v ∈ Λ)} . The distribution D is locally
equivalent to the standard Cartan distribution on the space J1(R2,R2) of the 1-
jets of functions from R2 to R2 . Further, recall that the Grassmannian Gr(2, 4)
of 2-planes in R4 is endowed with the natural conformal structure of signature
(2, 2): the tangent space to Gr(2, 4) at any point can be identified with the space
of 2 × 2-matrices and as a null cone of the conformal structure one takes the set
corresponding to the set of singular2× 2-matrices. Thus, on each fiber of Gr2(M̃)
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one has the canonical conformal structure of signature (2, 2).

Let F be a codimension one submanifold of Gr2(M̃) transversal to the
fibers such that if Fq̃ is an intersection of F with the fiber P−1(q̃) over q̃ , then
the canonical conformal structure of the fiber induces the canonical conformal
structure ConfFq̃

of signature (2, 1) on Fq̃ . Then a distribution DF induced
on F by D is a (5, 7)-distribution satisfying condition (G1), the corresponding

subdistribution D̃ is exactly the subdistribution of tangent spaces to the fibers
Fq̃ and the canonical field of quadrics coincides with the field of null cones of the
canonical conformal structure ConfFq̃

on Fq . Choosing hypersurfaces F1 and F2

of Gr2(M̃) with non-equivalent germs of the canonical conformal structures on
the corresponding fibers one produces non-equivalent germs of (5, 7)-distributions

with integrable subdistributions D̃ of rank 3.

As a matter of fact, any (5, 7)-distributions D such that its subdistribu-

tion D̃ is of rank 3 and integrable is locally equivalent to a distribution DF for
some codimension 1 submanifold F of Gr2(M̃) (which in turn corresponds to a

single partial differential equation of order 1 on 2 functions of 2 varianles). If M̃

is endowed with a symplectic structure and F0 is the subbundle of Gr2(M̃) with

the fiber over q̃ consisting of all Lagrangian subspaces of Tq̃M̃ , then the distribu-
tion DF0 is the flat (5,7)-distribution satisfying assumption (G1). The canonical

conformal structures on the fibers (F0)q̃ are flat. Any symplectomorphism of M̃
induces its own symmetry of the distribution DF0 , i.e. the group of symmetries of
the flat distributions with maximal first Kronecker index is infinite dimensional.

Does there exist other (up to the equivalence) germs of (5, 7)-distributions

with maximal first Kronecker index and integrable subdistribution D̃ , such that its
algebra of infinitesimal symmetries is infinite dimensional? The answer is positive.
First, one can take a nondegenerated 2-form ω on M̃ such that for any non-zero
smooth function f on M̃ the 2-form fω is not closed. Then take a subbundle
Fω of Gr2(M̃) with the fiber over q̃ consisting of all Lagrangian subspaces of

Tq̃M̃ with respect to the skew-symmetric form ω(q̃). From the choice of ω it
follows that the distribution DFω is not locally equivalent to the flat distribution
(despite the fact that all canonical conformal structures on the fibers (Fω)q̃ are

flat). On the other hand, any diffeomorphism of M̃ preserving the form ω up to a
multiplication by a nonzero function induces its own symmetry of the distribution
DFω . A 2-form ω with the properties above can be chosen such that the group of
such diffeomorphisms is infinite dimensional. For example, take

ω = x1dx2 ∧ dx3 + dx1 ∧ dx4 + dx3 ∧ dx4 (5.1)

on R4\{x1 6= 0} . First, there is no nonzero function f such that fω is closed.
Indeed, the latter question is reduced to the question of existence of an exact
1-form α such that

α ∧ ω = dω. (5.2)

(then the required function f is obtained from the equation d ln(f) = −α). For ω
as in (5.1) the only form satisfying (5.2) is α = 1

x1
(dx1 + dx3) and this form is not

closed. Finally, the algebra of infinitesimal symmetries of the form ω is infinite
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dimensional. For example, it contains the vector fields ϕ(x3) ∂
∂x2

for arbitrary
smooth function ϕ of one variable.

Similar constructions with the same conclusions can be given in the case
k > 2.
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[2] Bryant, R., Conformal geometry and 3-plane fields on 6-manifolds, Proceed-
ings of the RIMS symposium “Developments of Cartan geometry and related
mathematical problems,” 24-27 October, 2005.

[3] —, “Some aspects of the local and global theory of Pfaffian systems,” PhD.
Thesis, University of North Carolina, 1979.

[4] Cartan, E., Les systemes de Pfaff a cinq variables et les equations aux derivees
partielles du second ordre, Oeuvres completes, Partie II, Vol. 2, Paris, Gautier-
Villars, 1953, 927–1010.

[5] Doubrov, B., and O. Radko, Graded Nilpotent Lie Algebras of Infinite Type,
Preprint.

[6] Doubrov, B., and I. Zelenko, A canonical frame for nonholonomic rank two
distributions of maximal class, C. R. Acad. Sci. Paris, Ser. I, 342 Issue 8
(2006), 589–594.

[7] —, On local geometry of nonholonomic rank 2 distributions, J. London Math.
Soc., 80 (2009), 545–566.

[8] —, On local geometry of rank 3 distributions with 6-dimensional square, sub-
mitted, arXiv:0807.3267v1[math. DG], 40 pages.

[9] Dunajski, M., and P. Tod, Paraconformal geometry of n-th order ODEs, and
exotic holonomy in dimension four, J. Geom. Phys. 56 (2006), 1790–1809.

[10] Fulton, W., and J. Harris, “Representation Theory: a first course,” Springer–
Verlag, New York, 1991.

[11] Gantmacher, F. R., “The theory of matrices,” Chelsea Publishing, New York,
1959.

[12] Gauger, M., On the Classification of Metabelian Lie algebras, Trans. Amer.
Math. Soc., 179 (1973), 293–329.
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