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Abstract. Using an idea of Dirac, we give a geometric construction of a
unitary lowest weight representation H + and a unitary highest weight repre-
sentation H − of a double cover of the conformal group SO(2, n+1)0 for every
n ≥ 2. The smooth vectors in H + and H − consist of complex-valued solu-
tions to the wave equation �f = 0 on Minkowski space R

1,n = R × R
n and

the invariant product is the usual Klein-Gordon product. We then give explicit
orthonormal bases for the spaces H + and H − consisting of weight vectors;
when n is odd, our bases consist of rational functions. Furthermore, we show
that if Φ,Ψ ∈ S (R1,n) are real-valued Schwartz functions and u ∈ C∞(R1,n)
is the (real-valued) solution to the Cauchy problem �u = 0, u(0, x) = Φ(x) ,
∂tu(0, x) = Ψ(x) , then there exists a unique real-valued v ∈ C∞(R1,n) such that
u+ iv ∈H + and u− iv ∈H − .
Mathematics Subject Classification 2000: 22E45, 22E70, 35A09, 35A30, 58J70.
Key Words and Phrases: Conformal group, minimal representation, wave equa-
tion, classical solutions, Cauchy problem.

1. Introduction

Symmetries of the wave equation and representations. We consider the
classical wave operator on Minkowski space R

1,n := R× R
n ,

� := −∂2t +
n∑

i=1

∂2xi
,

where (t, x) = (t, x1, . . . , xn) are the canonical coordinates on R
1,n . Lie’s prolonga-

tion method calculates the infinitesimal symmetries of the differential operator �
to be the Lie algebra g := so(2, n+1) plus an infinite dimensional piece reflecting
the fact that � is linear. In particular, ker� = {f ∈ C∞(R1,n) | �f = 0} carries
a representation of g . This Lie algebra action does not exponentiate to a global
action of the conformal group G := SO(2, n + 1)0 or any cover group. However,
for n odd, it is known that ker� contains a nice g-invariant subspace that carries
the minimal representation of G . In this paper, we give a uniform realization of
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the minimal representation of a double cover of G in ker� as a positive energy
representation H+ for n even and odd. Using this realization, we obtain an ex-
plicit orthonormal basis for H+ that is well behaved with respect to energy and
angular momentum. The lowest positive energy solution is, up to normalization,

f(t, x) =
1

√
(1− it)2 + ‖x‖2 n−1 ,

where
√

denotes the principal branch of the square root. (Of special note, for n
odd, all functions in our basis are rational functions.) Finally, using Fourier anal-
ysis with respect to this basis, we prove that every classical real-valued solution to
the wave equation is the real part of a unique smooth element in the representation
H+ .

Statement of the main results. To state our results precisely we introduce
some notation. More details will be given in the following sections. There is
a unique (up to conjugation) maximal parabolic subgroup Q = MAN of G =
SO(2, n + 1)0 such that M ∼= SO(1, n) and N ∼= R

1,n as an M -manifold. Thus,
Minkowski space R

1,n embeds as the “big cell” in the generalized flag manifold
G/Q− , where Q− = MAN− is a parabolic subgroup opposite to Q . From a
representation theoretic perspective it is therefore natural to consider the non-
compact picture I ′

χ ⊂ C ∞(R1,n) of a degenerate principal series representation

IndG
Q−(χ). When n is odd, there is a unique character χ of MA such that the

kernel of � restricted to I ′
χ is G-invariant and non-zero. However, when n is

even, there is no such character and we need to replace G by a double cover. The
relevant double cover is not Spin(2, n + 1)0 , but the double cover π : G̃ → G
corresponding to the double cover of the SO(2)-factor of the maximal compact
subgroup K = SO(2) × SO(n + 1) of G given by SO(2) → SO(2), z 7→ z2 .

Let Q̃− = π−1(Q−). Then Q̃− is a maximal parabolic subgroup of G̃ such that

G̃/Q̃− ∼= G/Q− as G̃-manifolds via π . Write Q̃− = M̃ÃÑ− for the Langlands

decomposition of Q̃− . The group M̃ has four connected components and the
component group M̃/M̃0 is isomorphic to Z4 . Hence a character of M̃Ã is
determined by a discrete parameter m ∈ Z4 and a continuous parameter r ∈ C .

Write I ′
m,r ⊂ C ∞(R1,n) for the non-compact picture of IndG̃

Q̃−
(χm,r). It turns

out, and in fact follows from Lie’s prolongation algorithm, that the kernel of �
restricted to I ′

m,r is g-invariant, and hence G̃-invariant, if r = 1−n
2

. With this
setup in place we can now state the first main result.

Theorem 1.1. Suppose n ≥ 2 and consider the G̃-representation ker� ⊂
I ′

m,r , where r = 1−n
2

. Let H + be the unitary lowest weight representation of

G̃ of lowest weight −rε0 = n−1
2
ε0 , and let H − be the unitary highest weight

representation of G̃ of highest weight rε0 = −n−1
2
ε0 , where ε0 is the fundamental

weight that is orthogonal to the compact roots. Then if n is odd,

ker� ∼=
{

H + ⊕H − if m ≡ n− 1 mod 4,

0 otherwise,
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and if n is even,

ker� ∼=





H + if m ≡ −(n− 1) mod 4,

H − if m ≡ n− 1 mod 4,

0 otherwise.

The unitary structure is given by the Klein-Gordon product. It is positive definite
on H + and negative definite on H − .

The second main result gives explicit orthonormal bases for H + and H − .

Theorem 1.2. Suppose n ≥ 2 and let r = 1−n
2

. For l ∈ Z≥0 and p ∈ Z>0 of
the form p = n+2l− 1+ 2d with d ∈ Z≥0 , define a polynomial gp,l(t, x) of degree
2d by

gp,l(t, x) := λ(t, x)d C̃ l−r
d

(
1− q(t, x)
λ(t, x)

)
,

where q(t, x) := −t2 + ‖x‖2 , λ(t, x) := ((1− q(t, x))2 + 4‖x‖2)
1
2 , and C̃ l−r

d is the
normalized Gegenbauer polynomial of degree d and parameter l − r . Let hl,j(x)
be homogenous harmonic polynomials on R

n of degree l such that the functions
hl,j|Sn−1 form an orthonormal basis for L 2(Sn−1). Then the smooth functions

fp,l,j(t, x) := 2l−rp−
1
2

gp,l(t, x)hl,j(x)(√
(1− it)2 + ‖x‖2

)p ,

form an orthonormal basis for H + with respect to the Klein-Gordon product. In
particular, when n is odd, all basis elements are rational (smooth) solutions to the
wave equation. Similarly, the complex conjugate functions f p,l,j form a basis for
H − .

The smooth vectors in H + and H − are complex-valued solutions to the
wave equation �f = 0. The third main result shows that every smooth real-valued
solution u(t, x) satisfying certain decay conditions at t = 0 can be written as the
real part of function in H + .

Theorem 1.3. Suppose n ≥ 2 and let r = 1−n
2

. Let u(t, x) ∈ C ∞(R1,n) be a
real-valued solution to the wave equation �u = 0 satisfying the conditions

|∂jtu(0, x)| ≤ C(1 + ‖x‖2)r−j for 0 ≤ j ≤ n+2
2

.

Then there exists a unique v(t, x) ∈ C ∞(R1,n) such that u + iv ∈ H + and
u− iv ∈H − .

We will, in fact, prove a stronger version of this result (Theorem 11.2) in
the last section.

Related work. The wave equation is an extremely well studied operator in
mathematics and it is therefore no surprise that some of our techniques and results
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overlap with existing literature. We mention a few of the most relevant here. In the
case when n = 3, many of the formulas and results of the present already appear in
the paper [26] by I. Todorov, in the paper [8] by H. P. Jakobsen and M. Vergne, and
in the papers [22, 21] by I. Segal et al. A more recent reference for the n = 3 case
is the paper [5] by V. Guillemin and S. Sternberg in which the connection to the
Kepler problem is explained. Important early work on the minimal representation
of SO(4, 4) was done by B. Kostant starting with the paper [17]. B. Binegar and
R. Zierau then constructed the minimal representation of SO(p, q)0 , p + q even,
in [1]. Their model was based on the kernel of the ultrahyperbolic wave operator
�p,q acting on the set of smooth functions on the cone

Cp,q := {(x, y) ∈ R
p,q = R

p × R
q | ‖x‖ = ‖y‖ 6= 0}

of homogeneous degree 2− p+q
2
. There they proved that

ker�p,q = ker

(
−ΩSO(p) + ΩSO(q) −

(
p− 2

2

)2

+

(
q − 2

2

)2
)
,

where Ω is a Casimir operator and that the unitary structure was motivated
by the Klein-Gordon inner product from physics. In particular, for p = 2 and
q = n + 1 with n odd, their model was based on the kernel of the operator
�2,n+1 acting on homogenous function on the cone C2,n+1 of degree 1−n

2
. A

more general study of homogenous functions on generalized light cones was given
by R. Howe and E. Tan in [7] and connections to dual pairs were studied by
C. Zhu and J. Huang in [27]. T. Kobayashi and B. Orsted made an exhaustive
study of the minimal representations of O(p, q), p + q even, in [13, 14, 15]. Of
special note, they realized the representation as the kernel of the Yamabe operator
∆Sp−1×Sq−1 acting on C ∞(Sp−1×Sq−1), as a certain subspace of ker�p−1,q−1 acting
on C ∞(Rp−1,q−1), and, via Fourier techniques, as L 2(Cp−1,q−1). In particular, for
p = 2 and q = n + 1 with n odd, they realized the representation in a subspace
of the kernel of the usual wave operator �1,n in C ∞(R1,n). T. Kobayashi and
G. Mano in [11] start with a representation of SL(2,R) × SO(n) on L 2(Rn, dx

‖x‖
)

and show that the representation extends to one of a double cover of SO(2, n+1)0
when n is even. More recent work can be found in [12], [10], and [6]. The minimal
representation (being a unitary highest weight representation) also has a complex
picture living in the space of holomorphic functions on G/K , the Hermitian
symmetric space for G = SO(2, n + 1)0 . Here the minimal representation arises
as the first reduction point. An older reference for the complex picture (including
Gegenbauer polynomials in the K -finite vectors) is the paper [20] by E. Onofri.
A more recent reference is the paper [3] by J. Faraut and A. Koranyi. Finally,
further motivation for this paper is found in [23, 24], where similar results were
obtained for the heat and Schrödinger equations.

Acknowledgements. We thank B. Speh, T. Kobayashi, and the referees for
pointing out several references to other works.
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2. Groups and Representations

Basic notation and conventions. For p, q ∈ Z≥0 let

Ip,q :=

(
Ip 0

0 −Iq

)
,

where Ip and Iq and are the identity matrices of size p×p and q× q , respectively.
Define the Lie algebra so(p, q) by

so(p, q) := {X ∈Mp+q(R) | XIp,q + Ip,qX
T = 0}

=

{(
A B

C D

)
| A = −AT , D = −DT , C = BT

}

and the Lie group SO(p, q) by

SO(p, q) := {g ∈ SL(p+ q,R) | gIp,qgT = Ip,q}.

If p, q ≥ 1, the group SO(p, q) has two connected components and we denote
by SO(p, q)0 the connected component of the identity. As usual, we write SO(p)
for SO(p, 0) = SO(p, 0)0 . The group SO(p) × SO(q) is the maximal compact
subgroup SO(p, q)0 . In particular, π1(SO(p, q)0) = π1(SO(p)) × π1(SO(q)). It
is well known that π1(SO(p)) = Z2 for p > 2, π1(SO(2)) = π1(S

1) = Z , and
π1(SO(1)) = π1({pt}) = {1} .
The group G and a distinguished subgroup. Throughout the rest of the
paper, assume that n ≥ 2 and let G = SO(2, n+1)0 and K = SO(2)×SO(n+1).
Let g = k ⊕ p be the Cartan decomposition of the Lie algebra g with respect to
the standard involution given by θ(X) := −XT for X ∈ g . The real rank of the
group G is 2, i.e., a maximal abelian subalgebra of p has rank 2. We will fix the
maximal abelian subalgebra ap ⊂ p given by

ap :=








0 h1

h2 0
0 h2

h1 0 0n+1


 | h1, h2 ∈ R



 .

The set of restricted roots Σ := Σ(g, ap) is of type B2 . We write
Σ = ±{ε1 + ε2, ε1 − ε2, ε1, ε2} with the obvious notation.

The roots ±ε1 ± ε2 have multiplicity 1 and the roots ±ε1,±ε2 have multiplicity
n − 1. Suppose that {H±, E±, F±} are standard sl(2)-triples corresponding to
±ε1 + ε2 . Then, by commutivity, {H := H+ +H−, E := E+ +E−, F := F+ +F−}
is also an sl(2)-triple. Furthermore, we may choose the sl(2)-triples so that

H =

(
0 0 0
0 0 2
0 2 0

0n

)
, E =

(
0 1 −1
−1 0 0
−1 0 0

0n

)
, F =

(
0 −1 −1
1 0 0
−1 0 0

0n

)
. (1)

In this setting, sl(2,R) = spanR{H,E, F} embeds in g as the copy of so(2, 1)
in the upper left corner. The centralizer of this algebra is the Lie algebra so(n)
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embedded in g as the in the lower right corner. We define a subalgebra s ⊂ g

s :=

{(
X 0

0 Y

)
∈ g | X ∈ so(2, 1), Y ∈ so(n)

}
.

This subalgebra s ⊂ g and the corresponding subgroup S ⊂ G will play an
important role in our examination.

Parabolic subgroups The eigenvalues of ad(H) on g are {2, 0,−2} . Write n ,
l , and n− for the 2, 0, and −2 eigenspaces, respectively. Then n and n− are
abelian and q := l ⊕ n and q− := l ⊕ n− are maximal parabolic subalgebras of
g . Write the Langlands decomposition for the Levi component as l = m⊕ a with
a = RH ⊆ ap . In gory detail, we have

a =

{
Hs :=

(
0

0 s
s 0

0n

)
| s ∈ R

}

m =

{
LA,b :=

(
0 0 0 b
0 0 0 0
0 0 0 0

bT 0 0 A

)
| b ∈M1×n(R), A ∈ Skewn(R)

}

n =

{
Nt,x :=

(
0 t −t 0
−t 0 0 x
−t 0 0 x

0 xT −xT 0n

)
| (t, x) ∈ R

1,n

}

n− =

{
N−

t,x :=

(
0 t t 0
−t 0 0 x
t 0 0 −x

0 xT xT 0n

)
| (t, x) ∈ R

1,n

}
.

Write Q and Q− for the corresponding parabolic subgroups of G with Langlands
decomposition Q = MAN and Q− = MAN− , respectively. Writing SO(1, n)0
for the identity component of SO(1, n) and SO(1, n)1 for the other connected
component it is straight forward to verify that

A =

{
hs :=

(
1

cosh s sinh s
sinh s cosh s

In

)
| s ∈ R

}
,

M =








a 0 0 b

0 ε 0 0

0 0 ε 0

c 0 0 d


 | ε = ±1,

(
a b
c d

)
∈
{
SO(1, n)0 if ε = +1

SO(1, n)1 if ε = −1



 ,

N =




nt,x :=




1 t −t 0

−t 1+ 1
2
q(t,x) − 1

2
q(t,x) x

−t 1
2
q(t,x) 1− 1

2
q(t,x) x

0 xT −xT In


 | (t, x) ∈ R

1,n




,
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N− =




n−
t,x :=




1 t t 0

−t 1+ 1
2
q(t,x) 1

2
q(t,x) x

t − 1
2
q(t,x) 1− 1

2
q(t,x) −x

0 xT xT In


 | (t, x) ∈ R

1,n




,

where
q(t, x) = −t2 + ‖x‖2 = −t2 + xxT . (2)

Note that M ∼= SO(1, n) and N ∼= R
1,n .

Characters. Let ν ∈ a∗p be defined as

ν :=
1

2
((ε1 + ε2) + (−ε1 + ε2)) = ε2.

By restriction of ap to a , view ν ∈ a∗ . Next, suppose ap⊕ t , t ⊆ k , is a maximally
split Cartan subalgebra of g and write c = Ad

(
e

π
4
i(E+F )

)
for the Cayley transform.

Then hcpt := ic (ap)⊕ t is a compact Cartan subalgebra of g . Define µ ∈ h∗cpt by

µ = ν ◦ c−1

on ic (ap) extended C-linearly by 0 on t . Explicitly, with our setup,

ic (ap) =








0 h2

−h2 0
0 h1

−h1 0
0n−1


 | h1, h2 ∈ R





and

µ




0 h2

−h2 0
0 h1

−h1 0
∗


 = ih2.

We will also need γ ∈ h∗cpt given by

γ :=
1

2
µ.

Turning to characters, ν exponentiates to the character νA on A given by νA (hs) =
es . In particular, for r ∈ C ,

νrA(hs) = ers.

The linear form γ ∈ h∗cpt does not exponentiate to K . However, µ = 2γ is the
differential (on expG (hcpt)) of the character µK on K ∼= SO(2)× SO(n+1) given
by

µK

(
Rϕ

un+1

)
:= eiϕ.

where un+1 ∈ SO(n + 1) and Rϕ :=
(

cosϕ sinϕ
− sinϕ cosϕ

)
is the usual rotation by an

angle ϕ . Observe that

M ∩K =

{(
ε 0 0 0
0 ε 0 0
0 0 ε 0
0 0 0 k

)
| ε = ±1, k ∈ O(n), det k = ε

}
.
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Writing M0 for the connected component of M ∼= SO(1, n) containing the identity
and M1 for the other connected component, it follows that µK |M∩K is +1 on
M0∩K and is −1 on M1∩K . Therefore µK |M∩K extends uniquely to a character
µM on M given by

µM(Mj) := (−1)j.
As a result, we can define a character χm,r on Q− for m ∈ Z (determined only
up to parity) and r ∈ C . Namely, let

χm,r(q
−) := µm

M(q−M) νrA(q
−
A)

where q− = q−Mq
−
Aq

−
N− is the Langlands decomposition of q− ∈ Q− with q−M ∈M ,

q−A ∈ A , and q−N− ∈ N− .

The group G̃. For certain parameters, in particular when n is even, it is
necessary to pass to a double cover of G . Begin first with K ∼= SO(2)×SO(n+1).

Keeping the Lie algebra k fixed, the appropriate covering K̃ of K in our setting
is given by the double cover K̃ = K with covering map π : K̃ → K defined by

π

(
Rϕ

2

un+1

)
:=

(
Rϕ

un+1

)
. (3)

Given this setup, it is easy to calculate the exponential map for K̃ , expK̃ : k →
K̃ = K . Namely, since

expK




ϕ

−ϕ
Xn+1


 =

(
Rϕ

eXn+1

)

and since π ◦ expK̃ = expK , it follows that

expK̃




ϕ

−ϕ
Xn+1


 =

(
Rϕ

2

eXn+1

)
.

Up to isomorphism, K̃ can be uniquely extended to connected Lie group G̃ that
is a double cover of G . Writing π : G̃ → G for the covering map we have a
commutative diagram

g
exp

G̃−−−→ G̃∥∥∥
yπ

g
expG−−−→ G

Let Q̃ and Q̃− be the parabolic subgroups of G̃ covering Q and Q− with Lang-
lands decomposition Q̃ = M̃ÃÑ and Q̃− = M̃ÃÑ− , respectively. Also write
ñt,x := expG̃ (Nt,x), ñ

−
t,x := expG̃

(
N−

t,x

)
, and h̃s := expG̃ (Hs) so π (ñt,x) = nt,x ,

π
(
ñ−
t,x

)
= n−

t,x , and π
(
h̃s

)
= hs . Note that π : Ñ

∼=→ N , π : Ñ−
∼=→ N− , and
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π : Ã
∼=→ A . However, π : M̃ →M is a double cover. Since M̃∩K̃ = π−1 (M ∩K),

we have

M̃ ∩ K̃ =








Rj
π
2

0 0

0 (−1)j 0

0 0 k


 | k ∈ O(n), det k = (−1)j




.

It follows that M̃ has four connected components. Use j = 0, 1, 2, 3 in the above
equation to index the components of M̃ as M̃0, M̃1, M̃2, M̃3 . Viewing the indices
for the components of M as elements of Z2 and the indices for the components of

M̃ as elements of Z4 , it follows that π : M̃j

∼=→ Mj where the index map is given
by the natural map Z4 → Z2 given by mapping j 7→ j .

Turning to characters, ν exponentiates to the character νÃ on Ã given by

νÃ(h̃s) = es and satisfying νÃ = νA ◦ π . In particular, for r ∈ C ,

νr
Ã
(h̃s) = ers.

The linear forms γ, µ ∈ h∗cpt both exponentiate to K̃ as characters γK̃ , µK̃ with
γ2
K̃
= µK̃ and µK̃ = µK ◦ π . Since γK̃ ◦ expK̃ = eγ , it follows that

γK̃

(
Rϕ

2

un+1

)
= ei

ϕ
2 .

It follows that γK̃ |M̃j∩K̃
is ij , where i =

√
−1. Therefore, γK̃ |M̃∩K̃ extends

uniquely to a character γM̃ on M̃ given by

γM̃
∣∣
Mj

:= i j. (4)

As a result, we can define a character χ̃m,r on Q̃− for m ∈ Z (determined only
mod 4) and r ∈ C . Namely, let

χ̃m,r(q̃
−) := γm

M̃
(q̃ −

M̃
) νr

Ã
(q̃−

Ã
),

where q− = q−
M̃
q−
Ã
q−
Ñ−

is the Langlands decomposition of q− ∈ Q̃− with q−
M̃
∈ M̃ ,

q−
Ã
∈ Ã , and q−

Ñ−
∈ Ñ− . Note that χ̃m,r descends to a character of Q− if and

only if m is even. In that case, χ̃m,r = χm
2
,r ◦ π .

Induced representations. For m ∈ Z4 and r ∈ C define

IndG̃
Q̃−

(χ̃m,r) :=
{
φ ∈ C

∞(G̃) | φ(g̃ q̃−) = χ̃−1
m,r(q̃

−)φ(g̃) ∀g̃ ∈ G̃, q̃− ∈ Q̃−
}

(5)

with G̃-action given by (g̃ · φ)(g̃′) = φ(g̃−1 g̃ ′) for g̃, g̃ ′ ∈ G̃ . The G̃-action on

IndG̃
Q̃−

(χ̃m,r) descends to a G-action if and only if m is even. In that case, as a

G-representation, IndG̃
Q̃−

(χ̃m,r) ∼= IndG
Q−

(
χm/2,r

)
.



310 Hunziker, Sepanski, and Stanke

3. The Cone Picture

The cone and its projectivization. Let C2,n+1 be the subset of R
2,n+1 =

R
2 × R

n+1 defined by

C2,n+1 := {(a, b) ∈ R
2,n+1 | ‖a‖ = ‖b‖ 6= 0}.

The set C2,n+1 is a cone in the sense that the action of the multiplicative group
R

× := {λ ∈ R | λ 6= 0} on R
2,n+1 given by scalar multiplication preserves C2,n+1 .

Note that the natural action of G = SO(2, n+1)0 on R
2,n+1 also preserves C2,n+1 .

Since the G-action commutes with the R
× -action, we obtain a G-action on the

projectivization P(C2,n+1) := C2,n+1/R× given by g · [c] = [g · c] . Here [c] denotes
the equivalence class of c ∈ C2,n+1 with respect to the equivalence relation c ∼ λc
for λ ∈ R

× .

Proposition 3.1. The group G acts transitively on P(C2,n+1) and the stabilizer
of [v0] := [0, 1,−1, 0, . . . , 0] is the parabolic subgroup Q− =MAN− . In particular,
as G-manifolds,

G/Q− ∼= P(C2,n+1).

Proof. The K = SO(2)×SO(n+1)-orbit of v0 = (0, 1,−1, 0, . . . , 0) in C2,n+1

is S1 × Sn . Hence K and G act transitively on P(C2,n+1). A straightforward
matrix calculation shows that Q− = StabG([v0]).

Corollary 3.2. The map R
1,n → P(C2,n+1) given by

(t, x) 7→ [2t, 1 + q(t, x),−1 + q(t, x), 2x]

is an M ⋉N ∼= SO(1, n)⋉R
1,n -equivariant open embedding.

Proof. By the general theory of parabolic subgroups, the unipotent group N
embeds into G/Q− as the “big cell”. Furthermore, the group M normalizes N
and the embedding N →֒ G/Q− is M ⋉N -equivariant. Now recall that we have
a group isomorphism R

1,n ∼= N given by (t, x) 7→ nt,x . A direct calculation shows
that

nt,x · v0 = (2t, 1 + q(t, x),−1 + q(t, x), 2x) (6)

Thus the corollary follows from the previous proposition.

Remark 3.3. The embedding R
1,n →֒ P(C2,n+1) is sometimes called the con-

formal compactification of Minkowski space. The idea of studying wave equations
in P(C2,n+1) goes back to Dirac [2].

Double covers. Recall the double cover π : K̃ → K given by (3). Since

K̃ = SO(2) × SO(n + 1), the group K̃ also acts naturally on C2,n+1 . Write

C̃2,n+1 = C2,n+1 for the cone viewed as a K̃ -manifold and define a double cover
q : C̃2,n+1 → C2,n+1 by

q(a1, a0, b) :=

(
2a0a1√
a20 + a21

,
a20 − a21√
a20 + a21

, b

)
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for (a, b) = (a1, a0, b) ∈ C̃2,n+1 . Writing (a1, a0, b) = (λ sin ϕ
2
, λ cos ϕ

2
, b) we also

have

q(λ sin
ϕ

2
, λ cos

ϕ

2
, b) = (λ sinϕ, λ cosϕ, b).

Thus q(k̃ · c) = π(k̃) · q(c) for all c ∈ C̃2,n+1 , k̃ ∈ K̃ . We will now show how to

extend the K̃ -action on C̃2,n+1 to a G̃-action such that q(g̃ · c) = π(g̃) · q(c) for

all c ∈ C̃2,n+1 , g̃ ∈ G̃ . First we need a general lemma.

Lemma 3.4. Let G be any real semisimple Lie group with parabolic subgroup
Q− = MAN− . Then the multiplication map K × A → G, (k, a) 7→ ka induces
diffeomorphisms of manifolds,

G/(MN−) ∼= K/(M ∩K)× A

and

G/(M0N
−) ∼= K/(M0 ∩K)× A.

Proof. We will use some standard facts about parabolic subgroups (cf. [9,
Ch. V, §5]). Consider the map ψ : K/(K ∩ M) × A → G/(MN−) given by
(k(K∩M), a) 7→ kaMN− . Note that the map ψ is well-defined since M ⊆ ZG(A).
By the Iwasawa decomposition G = KApN

−
p , we have G = KMAN− and hence

ψ is surjective. Since K ∩ (MAN−) = K ∩M , it follows that ψ is also injective.
To prove that ψ is a diffeomorphism we have to show that the differential of ψ
is regular at all points. By the Iwasawa decomposition, the differential of ψ at
(e(K ∩M), e) is surjective and gives an isomorphism k/(k∩m)⊕ a ∼= g/(m⊕ n−).
Now note that there is a well-defined K ×A-action on G/(MN−) such that ψ is
K × A-equivariant. Thus the differential of ψ is regular everywhere. This proves
that ψ is a diffeomorphism. To prove the second diffeomorphism we observe that
M = ZK(A)M0 and then use the same arguments as above.

Proposition 3.5. There exists a commutative diagram

G̃/
(
M̃0Ñ

−
) ∼=−−−→ C̃2,n+1

2:1

yπ 2:1

yq

G/ (M0N
− )

∼=−−−→ C2,n+1

,

where the diffeomorphism at the top is K̃ -equivariant and the diffeomorphism at
the bottom is G-equivariant with respect to the natural actions. In particular, the
K̃ -action on C̃2,n+1 extends to a G̃-action such that q(g̃ · c) = π(g̃) · q(c) for all

c ∈ C̃2,n+1 , g̃ ∈ G̃.

Proof. Let the multiplicative group R>0 := {λ ∈ R | λ > 0} act on C2,n+1

and C̃2,n+1 by scalar multiplication. Then K × R>0 acts transitively on C2,n+1

and K̃ × R>0 acts transitively on C̃2,n+1 . A direct matrix calculation shows that
StabK(v0) = K ∩M0 and StabK̃(v0) = K̃ ∩ M̃0 . Thus we have a commutative
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diagram

K̃/
(
K̃ ∩ M̃0

)
× R>0

∼=−−−→ C̃2,n+1

π×Id

y
yq

K/
(
K ∩M0)× R>0

∼=−−−→ C2,n+1.

.

Now identify A and Ã with R>0 by hs 7→ es and h̃s 7→ es , respectively. Then by
the lemma above

G̃/
(
M̃0Ñ

−
) ∼=←−−− K̃/

(
K̃ ∩ M̃0

)
× Ã ∼=−−−→ C̃2,n+1

π

y π×π

y
yq

G/
(
M0N

−
) ∼=←−−− K/

(
K ∩M0)× A

∼=−−−→ C2,n+1.

We still need to verify that the isomorphism G/(M0N
−) ∼= C2,n+1 given by the

bottom row is equal to the isomorphism that is induced by the natural G-action
on C2,n+1 . Let g ∈ G and write g = kman− = kamn− with a = hs . Then, going
from left to right in the bottom row, gM0N

− 7−→ (k(M0 ∩ K), hs) 7−→ k · esv0 .
On the other hand, via the natural G-action on C2,n+1 , g · v0 = ka · v0 = k · esv0 .
Thus the isomorphism do indeed coincide. This completes the proof.

How to calculate the group action. The compact group
K̃ = SO(2)× SO(n+ 1)

is linear and the action of K̃ on C̃2,n+1 is the restriction of the linear action of
K̃ on R

2,n+1 given by matrix multiplication. However, the group G̃ is not linear
and there exist subgroups of G̃ that are linear, but whose action on C̃2,n+1 is not
the restriction of a linear action on R

2,n+1 . The next lemma gives a procedure for
calculating the action for a neighborhood of the identity in G̃ which in principle
determines the action for all of G̃ .

Lemma 3.6. Let X ∈ g and c ∈ C̃2,n+1 . For s ∈ R in some neighborhood of
0, using matrix multiplication it is possible to write

expG(sX) · q(c) = (λ(s) sinϕ(s), λ(s) cosϕ(s), b(s)),

where λ(s) ∈ R>0 , ϕ(s) ∈ R, and b(s) ∈ R
n+1 are smooth functions of s. Then

expG̃(sX) · c =
(
λ(s) sin

ϕ(s)

2
, λ(s) cos

ϕ(s)

2
, b(s)

)

for s in the given neighborhood of 0.

Proof. By the implicit function theorem, it is clear that for s ∈ R in some
neighborhood of 0 we can write expG(sX)·q(c) = (λ(s) sinϕ(s), λ(s) cosϕ(s), b(s)),
where λ(s) ∈ R>0 , ϕ(s) ∈ R , and b(s) ∈ R

n+1 are smooth functions of s . Then,
since q(expG̃(sX) · c) = expG(sX) · q(c),

expG̃(sX) · c =
(
±λ(s) sin ϕ(s)

2
,±λ(s) cos ϕ(s)

2
, b(s)

)

By continuity, the ± sign has to be + for all s in the given neighborhood of 0.
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Remark 3.7. More generally, if g(s) is any 1-parameter subgroup of G then

there exists a unique 1-parameter subgroup of G̃ such that q(g̃(s) · c) = g(s) · q(c)
for all c ∈ C̃2,n+1 . Using these ideas it is possible to define G̃ “explicitly” by

G̃ :=
{
g̃ ∈ Diff∞(C̃2,n+1) | ∃g ∈ G such that q(g̃(c)) = g · q(c) ∀c ∈ C̃2,n+1

}
,

where Diff∞(C̃2,n+1) denotes the smooth diffeomorphisms of the manifold C̃2,n+1 .

The action of Ñ . The action of the group Ñ ∼= R
1,n on C̃2,n+1 will play an

important role in what follows. First we introduce some notation. For (t, x) ∈ R
1,n

define λ(t, x) ∈ R>0 and ϕ(t, x) ∈ (−π, π) by

λ(t, x) :=
(
4t2 + (1 + q(t, x))2

) 1
2 ,

ϕ(t, x) :=




sgn(t) cos−1

(
1 + q(t, x)

λ(t, x)

)
if t 6= 0,

0 if t = 0.

(7)

Using complex numbers we can give another useful interpretation of λ(t, x) and
ϕ(t, x). Writing z = (1 + q(t, x)) + 2it ∈ C , λ(t, x) = |z| and ϕ(t, x) is the
principal argument of z . (Note that z ∈ C \ (−∞, 1) since t = 0 implies
1 + q(t, x) = 1 + ‖x‖2 ≥ 1; in particular, z ∈ C \ (−∞, 0 ].)

Proposition 3.8. For (t, x) ∈ R
1,n , we have

ñt,x · v0 =
(
λ(t, x) sin

ϕ(t, x)

2
, λ(t, x) cos

ϕ(t, x)

2
,−1 + q(t, x), 2x

)
, (8)

where λ(t, x) and ϕ(t, x) are given by (7). Furthermore,

ei
ϕ(t,x)

2 = cos
ϕ(t, x)

2
+ i sin

ϕ(t, x)

2

= λ(t, x)−
1
2

√
(1 + it)2 + ‖x‖2

= λ(t, x)
1
2

(√
(1− it)2 + ‖x‖2

)−1

.

(9)

Here, for z ∈ C \ (−∞, 0 ], √z denotes the principal square root.

Proof. By (6), for fixed (t, x) ∈ R
1,n and for every s ∈ R ,

expG(sNt,x) · v0 = (2st, 1 + s2q(t, x),−1 + s2q(t, x), 2sx).

Note that for every s ∈ R , (1+s2q(t, x))+2sti ∈ C\(−∞, 0 ] and hence there exists
a unique λ(s) ∈ R>0 and a unique ϕ(s) ∈ (−π, π) such that (1+s2q(t, x))+2sti =
λ(s)eiϕ(s) or equivalently,

expG(sNt,x) · v0 = (λ(s) sinϕ(s), λ(s) cosϕ(s),−1 + s2q(t, x), 2sx).
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Clearly, λ(s) and ϕ(s) are smooth functions in s such that λ(0) = 1 and ϕ(0) = 0;
furthermore, λ(1) = λ(t, x) and ϕ(1) = ϕ(t, x). By Lemma 3.6, for every s ∈ R ,

expG̃(sNt,x) · v0 =
(
λ(s) sin

ϕ(s)

2
, λ(s) cos

ϕ(s)

2
,−1 + s2q(t, x), 2sx

)

and we obtain formula (8) by setting s = 1. To prove (9), observe that

eiϕ(t,x) =
(1 + q(t, x)) + 2it

λ(t, x)
=

(1 + it)2 + ‖x‖2
λ(t, x)

.

Thus, by taking the principal square root,

ei
ϕ(t,x)

2 =

√
(1 + it)2 + ‖x‖2

λ(t, x)
= λ(t, x)−

1
2

√
(1 + it)2 + ‖x‖2.

The last equality of (9) follows by noting that for z ∈ C \ (−∞, 0] with |z| = 1

we have
√
z =

(√
z
)−1

, where z denotes the complex conjugate of z .

Quotients of the cone. Here we study a certain finite quotient of C̃2,n+1 that

will be used later to give a realization of the induced representation IndG̃
Q̃−

(χ̃m,r)

as a space of functions on C̃2,n+1 . Define

w :=

(
Rπ

2

−In+1

)
. (10)

Clearly, the matrix w has order 4 and lies in the center of the group O(2)×O(n+1).
Let 〈w〉 be the subgroup of O(2)×O(n+1) generated by w . Since 〈w〉 acts fixed
point free on C̃2,n+1 , we have a quotient manifold C̃2,n+1/〈w〉 . Since w commutes

with the elements of K̃ = SO(2)×SO(n+1), the action of C̃2,n+1 descends to the

quotient C̃2,n+1/〈w〉 . Similarly, the group G acts on the quotient C2,n+1/{±1} .

Proposition 3.9. The G̃-action on C̃2,n+1 commutes with the 〈w〉-action and

hence the G̃-action descends to an action on C̃2,n+1/〈w〉. Furthermore, there

exists a commutative diagram of G̃-equivariant diffeomorphisms

G̃/
(
M̃Ñ−

) ∼=−−−→ C̃2,n+1/〈w〉
π

y∼= q̄

y∼=

G/ (MN− )
∼=−−−→ C2,n+1/{±1}

, (11)

where, allowing some ambiguity, q̄ is the map on the quotient induced by the
original map q . In particular, q̄

(
g̃ · [c]

)
= π(g̃) · q([c]) for g̃ ∈ G̃ and [c] ∈

C̃2,n+1/ 〈w〉.
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Proof. The proof mirrors the proof of Proposition 3.5. By the observations
above, the natural, transitive group actions of K̃ × Ã and K × A on C̃2,n+1 and
C2,n+1 descend to transitive actions on C̃2,n+1/〈w〉 and C2,n+1/{±1} , respectively.
As before, a direct matrix calculation shows that StabK×A ([v0]) = (K ∩M)×{1}
and StabK̃×Ã ([v0]) = (K ∩M)×{1} . Thus, we have equivariant diffeomorphisms

K̃/
(
K̃ ∩ M̃

)
× Ã ∼= C̃2,n+1/ 〈w〉 and K/

(
K ∩M) × A ∼= C2,n+1/{±1} . Define a

map q̄ : C̃2,n+1/〈w〉 → C2,n+1/{±1} by

q̄([k̃ · λv0] = [π(k̃) · λv0]. (12)

Then we have a commutative diagram

G̃/
(
M̃Ñ−

) ∼=←−−− K̃/
(
K̃ ∩ M̃

)
× Ã ∼=−−−→ C̃2,n+1/〈w〉

π

y π×π

y
yq̄

G/
(
MN−

) ∼=←−−− K/
(
K ∩M)× A ∼=−−−→ C2,n+1/{±1}.

Since π−1(MN−) = M̃Ñ− and π−1(K ∩M) = K̃ ∩ M̃ , the vertical arrows are
all diffeomorphism. This gives the commutatitive diagram (11). The proof of the

G̃-equivariance is the same as in the proof of Proposition 3.5.

Line bundles and the cone picture Im,r . The representation IndG̃
Q̃−

(χ̃m,r)
can be identified canonically with the space of global sections of the homogeneous
line bundle Lχ̃m,r

:= G̃ ×Q̃− Cχ̃m,r
over G̃/Q̃− . Here, as usual, G̃ ×Q̃− Cχ̃m,r

is

defined as (G̃ × C)/∼ , where ∼ is the equivalence relation given by (g̃ q̃−, z) ∼(
g̃, χ̃−1

m,r(q̃
−)z
)
for g̃ ∈ G̃ , q̃− ∈ Q̃− , z ∈ C , and the bundle map is given by

G̃×Q̃− Cχ̃m,r
→ G̃/Q̃− , [g̃ q̃−, z] 7→ g̃Q̃− . Note that since π−1(Q−) = Q̃− , as a G̃-

manifold, G̃/Q̃− ∼= G/Q− ∼= P(C2,n+1), where the G̃-action on G/Q− ∼= P(C2,n+1)
is obtained from the G-action via π . We will now use the constructions from the
previous subsection to identify IndG̃

Q̃−
(χ̃m,r) with a space of functions on C̃2,n+1 .

Lemma 3.10. There is a canonical isomorphism of G̃-representations,

IndG̃
Q̃−

(χ̃m,r) ∼=
{
φ ∈ IndG̃

M̃Ñ−
(γm

M̃
) | φ(g̃ h̃s) = ersφ(g̃) ∀g̃ ∈ G̃, s ∈ R

}

given by φ 7→ φ. Here the character γM̃ : M̃ → C
× that was defined in (4) is

extended to M̃Ñ− by setting γM̃
∣∣
Ñ−

= 1.

Proof. This is obvious.

Note that IndG̃
M̃Ñ−

(γm
M̃
) can be identified canonically with the space of

global sections of the line bundle G̃ ×(M̃Ñ−) Cγm

M̃
over G̃/

(
M̃Ñ−

)
. Recall that

by Proposition 3.9, as a G̃-manifold, G̃/
(
M̃Ñ−

) ∼= C̃2,n+1/〈w〉 . For m ∈ Z4 ,

define a line bundle C̃2,n+1 ×〈w〉 Cm over C̃2,n+1/〈w〉 by (C̃2,n+1 × C)/∼ , where



316 Hunziker, Sepanski, and Stanke

(c · wj, z) ∼ (c, i−mjz). Since the G̃-action on C̃2,n+1 commutes with the 〈w〉-
action, the line bundle C̃2,n+1 ×〈w〉 Cm is in fact a G̃-equivariant line bundle over

C̃2,n+1/〈w〉 .

Lemma 3.11. There is a canonical isomorphism of G̃-equivariant line bundles,
G̃×(M̃Ñ−) Cγm

M̃

∼= C̃2,n+1 ×〈w〉 Cm , i.e., there is a commutative diagram

G̃×(M̃Ñ−) Cγm

M̃

∼=−−−→ C̃2,n+1 ×〈w〉 Cmy
y

G̃/
(
M̃Ñ−

) ∼=−−−→ C̃2,n+1/〈w〉,
where the diffeomorphism at the top is linear on fibers. In particular, there exists
a canonical isomorphism of G̃-representations,

IndG̃
M̃Ñ−

(γm
M̃
) ∼=

{
φ ∈ C

∞(C̃2,n+1) | φ(c · w) = i−mφ(c) ∀c ∈ C̃2,n+1
}
,

with inverse map given by φ 7→ (g̃ 7→ φ(g̃ · v0)).

Proof. In light of the proof of Proposition 3.9, it is clear that we have com-
mutatative diagram

G̃×(M̃Ñ−) Cγm

M̃

∼=←−−− K̃ ×(K̃∩M̃)×Ã Cγm

K̃
×1

∼=−−−→ C̃2,n+1 ×〈w〉 Cmy
y

y

G̃/
(
M̃Ñ−

) ∼=←−−− K̃/
(
K̃ ∩ M̃

)
× Ã ∼=−−−→ C̃2,n+1/〈w〉

,

where the diffeomorphisms at the top preserve fibers.

Definition 3.12. For m ∈ Z4 and r ∈ C define

Im,r :=

{
φ ∈ C

∞(C̃2,n+1) |
φ(c · w) = i−mφ(c) and φ(λc) = λrφ(c)

∀c ∈ C̃2,n+1, λ ∈ R>0

}
(13)

with the G̃-action given by
(
g̃ · φ

)
(c) = φ(g̃−1 · c) for g̃ ∈ G̃ , c ∈ C̃2,n+1 . Note

that the action is well-defined since the G̃-action on C̃2,n+1 commutes with the
〈w〉-action.

Proposition 3.13. There exists a canonical isomorphism of G̃-representations,

IndG̃
Q̃−

(χ̃m,r) ∼= Im,r,

with inverse map given by φ 7→ (g̃ 7→ φ(g̃ · v0)).

Proof. By Lemma 3.11,

IndG̃
M̃Ñ−

(γm
M̃
) ∼= {φ ∈ C

∞(C̃2,n+1) | φ(c · w) = i−mφ(c) ∀c ∈ C̃2,n+1}.

Under this isomorphism, by Lemma 3.10, the subspace IndG̃
Q̃−

(χ̃m,r) ⊂ IndG̃
M̃Ñ−

(γm
M̃
)

corresponds to the subspace

Im,r ⊂ {φ ∈ C
∞(C̃2,n+1) | φ(c · w) = i−mφ(c) ∀c ∈ C̃2,n+1}.
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4. The Non-Compact Picture

The non-compact picture I ′
m,r .

Definition 4.1. For m ∈ Z4 and r ∈ C define

I
′
m,r :=

{
f ∈ C

∞(R1,n) | ∃φ ∈ Im,r such that f(t, x) = φ(ñt,x · v0)
∀(t, x) ∈ R

1,n

}
. (14)

By definition, we have a surjetive “restriction” map Im,r → I ′
m,r given by φ 7→ f .

Proposition 4.2. The “restriction” map Im,r → I ′
m,r is a linear isomorphism.

In particular, I ′
m,r can be given a linear G̃-action such that as G̃-representations,

Im,r
∼= I ′

m,r .

Proof. The lemma below implies that the image of the map Ñ ×〈w〉×R>0 →
C̃2,n+1 , (ñt,x, w

j, λ) 7→ ñt,x · λv0 · wj is dense. Hence the “restriction” map
Im,r → I ′

m,r is an isomorphism.

The inverse map I ′
m,r → Im,r . Whereas it is very easy to describe the

restriction map Im,r → I ′
m,r , it is much harder to describe the inverse map

I ′
m,r → Im,r because of the non-trivial dependence on the discrete induction

parameter m ∈ Z4 .

Lemma 4.3. Let c = (a, b) ∈ C̃2,n+1 ∩ (S1 × Sn) with a = (sin ϕ
2
, cos ϕ

2
) and

b = (b0, . . . , bn). Then c can be written in the form

c =
1

λ(t, x)
ñt,x · v0 · wj (15)

for some j ∈ Z4 and (t, x) ∈ R
1,n if and only if cosϕ 6= b0 . If cosϕ 6= b0 then

(t, x) =
1

cosϕ− b0
(sinϕ, b1, . . . , bn) (16)

and

j =





0, if cosϕ− b0 > 0 and ϕ
2
∈ (−π

2
, π
2
) mod 2π ,

1, if cosϕ− b0 < 0 and ϕ
2
∈ (0, π) mod 2π,

2, if cosϕ− b0 > 0 and ϕ
2
∈ (π

2
, 3π

2
) mod 2π,

3, if cosϕ− b0 < 0 and ϕ
2
∈ (π, 2π) mod 2π.

(17)

Moreover,

q(t, x) =
cosϕ+ b0
cosϕ− b0

and λ(t, x) =
2

| cosϕ− b0|
.
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Proof.

Suppose that c is of the form (15). By (10),

c · w−j =

(
sin

ϕ− jπ
2

, cos
ϕ− jπ

2
, (−1)jb

)

and hence q(c · w−j) = (sin(ϕ − jπ), cos(ϕ − jπ), (−1)jb) = (−1)j(sinϕ, cosϕ, b).
On the other hand, q

(
η(t, x)−

1
2 ñt,x · v0

)
= (2t, 1 + q(t, x),−1 + q(t, x), 2x). Thus,

(−1)j(sinϕ, cosϕ, b0, b1, . . . , bn) =
1

λ(t, x)
(2t, 1 + q(t, x),−1 + q(t, x), 2x). (18)

Taking the difference of the second and third entry on both sides gives

(−1)j(cosϕ− b0) =
2

λ(t, x)
> 0. (19)

In particular, cosϕ−b0 6= 0 and (18) and (19) immediately give (16). Furthermore,
(−1)j = sgn(cosϕ − b0) and this determines j mod 2. Given that j is known
mod 2, the condition ϕ−jπ

2
∈ (−π

2
, π
2
) mod 2π then uniquely determines j mod

4. This implies (17). The converse is straightforward and left to the reader.

Proposition 4.4. Let φ ∈ Im,r and f ∈ I ′
m,r such that f(t, x) = φ(ñt,x · v0).

Let c ∈ C̃2,n+1 and write c = (λ sin ϕ
2
, λ cos ϕ

2
, λb) with λ ∈ R>0 , ϕ ∈ R, and

b = (b0, . . . , bn) ∈ Sn . If cosϕ 6= b0 then

φ(c) = imj

(
λ| cosϕ− b0|

2

)r

f

(
sinϕ

cosϕ− b0
,

b1
cosϕ− b0

, . . . ,
bn

cosϕ− b0

)
,

where j = j(ϕ, b0) is as in the previous lemma.

Proof. This follows immediately from the previous lemma and the definition
of Im,r given in (13).

The group action. Before we give a formula for the G̃-action on I ′
m,r we look

at the rational G-action that arises from the linear G-action on the cone C2,n+1

and its projectivization P(C2,n+1). Recall that R1,n →֒ P(C2,n+1), (t, x) 7→ [nt,x·v0]
embeds R1,n as an open and dense subset. Via this embedding, the linear G-action
on P(C2,n+1) gives a G-action on R

1,n by rational transformations as follows: for
(t, x), (t′, x′) ∈ R

1,n and g ∈ G ,

(t′, x′) = g · (t, x) if and only if [nt′,x′ · v0] = [gnt,x · v0].

The following lemma gives an explicit formula for this action.

Lemma 4.5. Let (t, x), (t′, x′) ∈ R
1,n and g ∈ G. Write

g =




a11 a12 a13 b1

a21 a22 a23 b2

a31 a32 a33 b3

c1 c2 c3 d


 ,
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where aij ∈ R, bi ∈ M1×n(R), cj ∈ Mn×1(R), d ∈ Mn×n(R). Then (t′, x′) =
g · (t, x) if and only if

t′ =
1

2δ

(
2a11t+ a12(1 + q(t, x)) + a13(−1 + q(t, x)) + 2b1x

T
)
,

x′ =
1

2δ

(
2cT1 t+ cT2 (1 + q(t, x)) + cT3 (−1 + q(t, x)) + 2xdT

)
,

(20)

where δ = δ(g; t, x) is given by

δ(g; t, x) = (a21 − a31)t+ 1
2
(a22 − a32)(1 + q(t, x))

+ 1
2
(a23 − a33)(−1 + q(t, x)) + (b2 − b3)xT .

(21)

Proof. A straightforward matrix calculation shows that the second minus the
third entry of the vector gnt,x · v0 = g · (2t, 1 + q(t, x),−1 + q(t, x), 2x) equals 2δ ,
with δ = δ(g; t, x) as in (21). On the other hand, the second minus the third
entry of the vector nt′,x′ · v0 = (2t′, 1 + q(t′, x′),−1 + q(t′, x′), 2x′) equals 2. Thus
(t′, x′) = g · (t, x) if and only if

(2t′, 1 + q(t′, x′),−1 + q(t′, x′), 2x′) =
1

δ
g · (2t, 1 + q(t, x),−1 + q(t, x), 2x). (22)

Comparing the terms of the left-hand side and the ride-hand side of (22) immedi-
ately gives (20).

Proposition 4.6. Let g̃ ∈ G̃, g = π(g̃) ∈ G, and f ∈ I ′
m,r . Then

(g̃ · f)(t, x) = i−mj‖δ‖rf(t′, x′), (23)

where (t′, x′) = g−1 · (t, x), δ = δ(g−1; t, x) and j ∈ Z4 is determined by the
equation

1

λ(t, x)
g̃−1 ñt,x · v0 =

1

λ(t′, x′)
ñt′,x′ · v0 · wj. (24)

Proof. This follows from Lemma 4.3.

The Lie algebra action.

Proposition 4.7. The g-action on I ′
m,r is explicitly given by the formulas

Hs = s
(
r − t∂t − x∂Tx

)
,

LA,b = −bxT∂t + (xA− tb)∂Tx ,
Ns,y = −s∂t − y∂Tx ,
N−

s,y = 2
(
st− yxT

) (
r − t∂t − x∂Tx

)
− q(t, x)

(
s∂t + y∂Tx

)
.

(25)

Here the elements Hs , LA,b , Ns,y , and N−
s,y are as in (1).
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Proof. Let X ∈ g and consider the one parameter subgroup of G given by
g(s) := expG̃(sX) for s ∈ R . Write

X =




0 A12 A13 B1

−A12 0 A23 B2

A13 A23 0 B3

BT
1 BT

2 −BT
3 D



,

where Aij ∈ R , Bi ∈ M1×n(R), and D ∈ Mn×n(R) with DT = −D . Then by
(21), using that g(−s) = I − sX +O(s2), it is straightforward to calculate

d

ds

∣∣∣∣
s=0

|δ(g(−s); t, x)|r = r
(
A23 + (A12 + A13)t− (B2 −B3)x

T
)
.

Note that for s in a neighborhood of 0 we have |δ(g(−s); t, x)| = δ(g(−s); t, x)
since δ(g(0); t, x) = 1. Similarly, by (20), we can calculate

d

ds

∣∣∣∣
s=0

g(−s) · (t, x) =
(
−1

2
(A12 − A13) + · · · ,−1

2
(B2 + B3) + · · ·

)
,

and we find that X acts on I ′
m,r as the first order differential operator

X =
(
A23 + (A12 + A13)t− (B2 −B3)x

T
)
(r − t∂t − x∂Tx )

−
(
1
2
(A12 − A13) + B1x

T + 1
2
(A12 + A13)q(t, x)

)
∂t

−
(
1
2
(B2 + B3) + B1t− xD + 1

2
(B2 − B3)q(t, x)

)
∂Tx

(26)

We now can read off the formulas (25) from the general formula (26).

Symmetries of the wave equation and r = 1−n
2

. As we mentioned in the
introduction, Lie’s prolongation algorithm calculates the infinitesimal symmetries
of the (real) wave equation �u = 0 to be the Lie algebra so(2, n + 1) plus an
infinite dimensional piece reflecting the fact that � is linear. (The interested
reader can find the explicit calculations carried out in Olver’s book [19] in the case
when n = 2.) The list of infinitesimal symmetries corresponding to so(2, n + 1)
coincides with the list of first order differential operators (25) for the special value

r =
1− n
2

(27)

This implies that for this special value of r , the space ker�∩I ′
m,r is a g-invariant

(and hence G̃-invariant) subspace of I ′
m,r . We will now verify this fact directly

without reference to Lie’s prolongation algorithm. First, we make the following
trivial observation. (See B. Kostant’s paper [16] for the related notion of quasi-
invariant differential operators.)
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Lemma 4.8. Suppose that P is a first order differential operator on R
1,n with

smooth coefficients such that

[P,�] = µ(t, x)� (28)

for some function µ(t, x) on R
1,n . Then P is a symmetry of the wave equation,

i.e., the operator P preserves the space of solutions ker� ⊂ C ∞(R1,n).

Proof. If (28) holds and �f = 0, then �P (f) = P (�f)− µ(t, x)�f = 0.

Theorem 4.9. If r = 1−n
2

, then the subspace ker� ⊂ I ′
m,r is G̃-invariant.

Conversely, if ker� ⊂ I ′
m,r is G̃-invariant and contains a non-constant function,

then r = 1−n
2

.

Proof. Suppose that r = 1−n
2

. Since G̃ is connected, we only need to show
that ker� is g-invariant. Furthermore, by the lemma, it suffices to show that for
every X ∈ g the bracket [X,�] is of the form µ(t, x)� for some function µ(t, x)
on R

1,n . Here we identify X ∈ g with the first order differential operator it acts by
on I ′

m,r ; these operators are given explicitly by (25). Within m⊕ n ∼= so(1, n)⊕
R

1,n , it suffices to examine the elements N0,ei = −∂xi
(corresponding to spatial

translation), N1,0 = −∂t (corresponding to time translation), LEij−Eji,0 = −xj∂xi
+

xi∂xj
(corresponding to rotations), and L0n,ei = −t∂xi

− xi∂t (corresponding
to hyperbolic rotations). It is well known and an easy exercise to verify that
[X,�] = 0 for all of these operators. Within a , it suffices to examine the element
H1 = r− t∂t− E , where E :=

∑
i xi∂xi

is the Euler operator on R
n . Since � is a

homogeneous differential operator of degree −2, we have [H1,�] = −2� and hence
H1 preserves ker� as well. Finally, within n− , it suffices to examine the elements
N−

0,ei
= −2xi (r − t∂t − E ) − q(t, x)∂xi

and N−
1,0 = 2t (r − t∂t − E ) − q(t, x)∂t . A

straightforward calculation shows

[N−
0,ei
,�] = −2(2r + n− 1)∂xi

− 4xi�, (29)

[N−
1,0 ,�] = +2(2r + n− 1)∂t + 4t�. (30)

Since r = 1−n
2

, the brackets [N−
0,ei
,�] and [N−

1,0,�] are indeed multiples of � .
Thus we proved that ker� ⊆ I ′

m,r is a g-invariant subspace.

Now suppose that ker� ⊆ I ′
m,r is a g-invariant subspace and assume that

r 6= 1−n
2

. Let f ∈ ker� . Then by (29) and (30), it follows that ∂xi
f = 0 for

i = 1, . . . , n and ∂tf = 0. Hence f is constant.

Remark 4.10. We will prove in Section 8 that for r = 1−n
2

, the subspace
ker� ⊂ I ′

m,r is infinite-dimensional if m ≡ ±(n− 1) mod 4 and zero otherwise.

5. A Distinguished Subgroup

A distinguished copy of SL(2,R). Recall that we have a distinguished copy
of sl(2,R) embedded in g :

sl(2,R) ∼= so(2, 1) ∼= spanR{H,E, F} ⊂ g,
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where {H,E, F} is the sl(2) triple defined in (1).

Lemma 5.1. View sl(2,R) as a Lie subalgebra of g as above. Then

expG(sl(2,R))
∼= SO(2, 1)0 and expG̃(sl(2,R))

∼= SL(2,R).

Moreover, restricting π to SL(2,R) gives the commutative diagram

SL(2,R) −−−→ G̃

2:1

yπ 2:1

yπ

SO(2, 1)0 −−−→ G

(31)

where π : SL(2,R)→ SO(2, 1)0 is given by

π

(
a b

c d

)
:=




ad+ bc −ac+ bd −ac− bd

−ab+ cd 1
2
(a2 − b2 − c2 + d2) 1

2
(a2 + b2 − c2 − d2)

−ab− cd 1
2
(a2 − b2 + c2 − d2) 1

2
(a2 + b2 + c2 + d2)


 . (32)

Furthermore, under the embedding SL(2,R) →֒ G̃ the compact subgroup SO(2) ⊂
SL(2,R) is mapped to K̃ = SO(2)× SO(n+ 1) by

Rϕ
2
7−→

(
Rϕ

2
0

0 In+1

)
. (33)

Proof. Clearly, expG(sl(2,R))
∼= SO(2, 1)0 . To see that π : expG̃(sl(2,R)) →

expG(sl(2,R)) is a double cover consider so(2) = spanR{E − F} ⊂ sl(2,R).
Clearly, expG̃(so(2))

∼= SO(2), expG(so(2))
∼= SO(2), and π : expG̃(so(2)) →

expG(so(2)) is the double cover given by Rϕ
2
7→ Rϕ . Thus, expG̃(sl(2,R)) is

a double cover of SO(2, 1)0 . Since π1(SO(2, 1)0) = Z , the group SO(2, 1)0
has a unique connected double cover, namely Spin(2, 1)0 ∼= SL(2,R). Hence
expG(sl(2,R))

∼= SL(2,R) and we obtain (31). The formula (32) can be verified
by calculating the images of the basis {H,E, F} under expSL(2,R) and expSO(2,1)0 .
Finally, (33) follows by our remarks above.

The action of SL(2,R) on I ′
m,r . We now give an explicit formula for the global

action of SL(2,R) on I ′
m,r . The formula is reminiscent of the principal series of

SL(2,R).

Theorem 5.2. The action of SL(2,R) on f ∈ I ′
m,r is given by the formula

((
a b

c d

)
· f
)
(t, x)

=
(
“
√

sgn(δ)”
)m
|δ|r f

(
(−b+ dt) (a− ct) + cd‖x‖2

δ
,
x

δ

)
, (34)
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where δ = (a− ct)2 − c2‖x‖2 and, for δ 6= 0, “
√
sgn(δ)” is given by

“
√
sgn(δ)” =





+1 if δ > 0 and (a− ct)− c‖x‖ > 0,

−1 if δ > 0 and (a− ct)− c‖x‖ < 0,

i if δ < 0.

Remark 5.3. For fixed with c 6= 0, the equation δ = (a − ct)2 − c2‖x‖2 = 0
defines a translated light cone with vertex at t = a

c
and we can read off the values

of “
√

sgn(δ)” on the three connected components of the complement of this light
cone from Figure 1.

“
√

sgn(δ)”= +1

“
√
sgn(δ)”= −1

“
√

sgn(δ)”= i
a
c

t

x2

x1

Figure 1: The values of “
√
sgn(δ)”

Proof. Let g̃ ∈ G̃ denote the element corresponding to

(
a b

c d

)
∈ SL(2,R)

under the embedding SL(2,R) →֒ G̃ and let g = π(g̃) ∈ G . Then, by (32),

g−1 =




ad+ bc −ab+ cd ab+ cd 0

−ac+ bd 1
2
(a2 − b2 − c2 + d2) 1

2
(−a2 + b2 − c2 + d2) 0

ac+ bd 1
2
(−a2 − b2 + c2 + d2) 1

2
(a2 + b2 + c2 + d2) 0

0 0 0 In



.
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A direct calculation, using (21) and (20), gives δ = δ(g−1; t, x) = (a−ct)2−c2‖x‖2
and

(t′, x′) =

(
(−b+ dt) (a− ct) + cd‖x‖2

δ
,
x

δ

)
. (35)

Thus by Proposition 4.6, it remains to determine j . We will consider several
special cases. First, consider the case when a = d = 1 and c = 0. Then, by
(32), g−1 = n−b,0 and hence g̃−1 = ñ−b,0 . Since ñ−b,0 ñt,x = ñt−b,x , it follows
from (24) that j = 0 in this case. Next consider the case when b = c = 0 and
d = a−1 . If a > 0 we can write a = es for some s ∈ R . Then, by (32), g−1 = h−2s

and hence g̃−1 = h̃−2s . By a direct calculation, h−2snt,x = ne−2st,e−2sxh−2s and

h−2s · v0 = e2sv0 and hence also h̃−2sñt,x = ñe−2st,e−2sxh̃−2s and h̃−2s · v0 = e2sv0 .

This shows that h̃−2sñt,x · v0 = e2s ñe−2st,e−2sx · v0 and hence, by (24), j = 0 in
this case also. Now consider the case when a = d = −1 and b = c = 0. Then
g̃ = e′

G̃
= w2 and g = eG . By (24), j = 2 in this case. To summarize, what we

have proved so far gives the following formula for the action of the upper triangular
matrices in SL(2,R):

((
a b

0 a−1

)
· f
)
(t, x) = sgn(a)m|a|2rf

(−b+ dt

a
,
x

a2

)
(36)

Note that δ = (a − ct)2 − c2‖x‖2 = a2 and (a − ct) − c‖x‖ = a if c = 0. This
shows that (36) coincides with (34) in this special case.

To prove the formula in the case when c 6= 0 we use the Bruhat decompo-
sition to write

(
a b

c d

)
=

(
1 ac−1

0 1

)(
0 1

−1 0

)(
−c −d
0 −c−1

)
(37)

We will be able to obtain the general formula in the case when c 6= 0 from (36) if we

understand the action of the element

(
0 1

−1 0

)
= Rπ

2
∈ SO(2). By (33), under

the embedding SL(2,R) →֒ G̃ , the rotation Rπ
2
is identified with the element

g̃ =

(
Rπ

2

In+1

)
∈ K̃ ⊂ G̃.

Let g = π(g̃) as before. By (35) , if (t′, x′) = g−1 · (t, x) then

(t′, x′) =

(
t

q(t, x)
,− x

q(t, x)

)
.

Write ϕ = ϕ(t, x) and ϕ′ = ϕ(t′, x′), i.e., ϕ, ϕ′ ∈ (−π, π) are defined such that
eiϕ = (1 + q(t, x)) + 2it and eiϕ

′

= (1 + q(t′, x′)) + 2it′ , respectively. Then

1

λ(t, x)
g̃−1ñt,x · v0 = (sin

ϕ− π
2

, cos
ϕ− π
2

, b)
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and
1

λ(t′, x′)
ñt′,x′ · v0 · wj = (sin

ϕ′ − jπ
2

, cos
ϕ′ − jπ

2
, (−1)jb′), (38)

where b, b′ ∈ Sn . To determine j , we need to consider the equation

(
sin

ϕ− π
2

, cos
ϕ− π
2

, b

)
=

(
sin

ϕ′ + jπ

2
, cos

ϕ′ + jπ

2
, (−1)jb′

)
,

It will suffice to look at the first two coordinates. Recall our convention to write
the first two coordinates of (a1, a0, b) ∈ R

2,n+1 as a complex number a0 + ia1 .
With this convention, equation (38) gives

ei
ϕ
2 = ij+1ei

ϕ′

2 . (39)

By the definition of ϕ = ϕ(t, x), ei
ϕ
2 is in the first quadrant of C if t > 0 and in

the forth quadrant if t < 0; similarly, by the definition of ϕ′ = ϕ(t′, x′), ei
ϕ′

2 is in
the first quadrant of C if t′ = t

q(t,x)
> 0 and in the forth quadrant if t′ = t

q(t,x)
< 0.

Thus we see that j is determined by the relative signs of t and t′ = t
q(t,x)

. For

example, suppose that t < 0 and q(t, x) < 0. Then ei
ϕ
2 is in the fourth quadrant

and ei
ϕ′

2 is in the first quadrant. Equation (39) implies we must have ij+1 = i3

and hence j ≡ 2 mod 4 in this case. The other cases are just as easy and we find

j =





0 if q(t, x) < 0 and t > 0,

2 if q(t, x) < 0 and t < 0,

3 if q(t, x) > 0.

Thus we proved that

((
0 1

−1 0

)
· f
)
(t, x) = i−jf

(
t

q(t, x)
,− x

q(t, x)

)
, (40)

where j is given as above. Note that δ = (a − ct)2 − c2‖x‖2 = −q(t, x) and
(a − ct) − c‖x‖ = t if a = 0 and c = −1. This shows that (40) coincides with
(34) in this special case. As we alluded to earlier, in the general case, (34) can be
obtained from (36) and (40) using the Bruhat decomposition (37). This is carried
out by a straightforward (but somewhat cumbersome) composition of functions
and we leave the details to the reader.

The centralizer of SL(2,R) in G̃. The centralizer of so(2, 1) ∼= sl(2,R) in
g = so(2, n+ 1) is the Lie algebra so(n) embedded in the lower right corner.

Lemma 5.4. View so(n) as a Lie subalgebra of g as above. Then

expG(so(n))
∼= SO(n) and expG̃(so(n))

∼= SO(n). (41)
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Moreover, restricting π to SO(n) gives the commutative diagram

SO(n) −−−→ G̃∥∥∥
yπ

SO(n) −−−→ G

. (42)

Proof. Note that so(n) is entirely contained in the second summand of k =

so(2)⊕ so(n + 1). Since expG(k) = K ∼= SO(2)× SO(n + 1) and expG̃(k) = K̃ ∼=
SO(2)× SO(n+ 1), we obtain (41). Since π : K̃ → K is the identity map on the

second factor of K̃ = SO(2) × SO(n + 1), we obtain the commutative diagram
(42).

Proposition 5.5. View SO(n) as a subgroup of G̃ and let k ∈ SO(n). Then
for f ∈ I ′

m,r ,

(k · f)(t, x) = f(t, xk).

Proof. By (21), δ = δ(k−1; t, x) = 1 and by (20), k−1 · (t, x) = (t, x(k−1)T ) =
(t, xk). The proposition then follows from Proposition 4.6.

6. Differential Operators

Casimir operators and the wave operator. Define a bilinear form
B : g× g→ R by

B(X, Y ) := 1
2
tr(XY ).

The restriction of B to both sl(2,R) ∼= so(2, 1) ⊂ g and so(n) ⊂ g is non-
nondegerate and hence we may use B to define Casimir operators ΩSL(2) and
ΩSO(n) .

Lemma 6.1. The Casimir operators ΩSL(2) and ΩSO(n) act on I ′
m,r by the

formulas

ΩSL(2) = E
2 − (2r + 1)E − ‖x‖2∂2t + r(r + 1), (43)

ΩSO(n) = E
2 + (n− 2)E − ‖x‖2∆, (44)

where E =
∑n

i=1 xi∂xi
is the Euler operator and ∆ =

∑n
i=1 ∂

2
xi

is the Laplacian
on R

n .

Proof. In terms of the basis {H,E, F} with respect to the bilinear form B ,
the Casimir operator ΩSL(2) is given by the formula ΩSL(2) =

1
4
H2− 1

2
(EF +FE).

Recalling that the Lie algebra action on I ′
m,r is given by

H = 2r − 2t∂t − 2E

E = −∂t
F = 2rt− 2tE −

(
‖x‖2 + t2

)
∂t,
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we can now calculate the action of ΩSL(2) :

ΩSL(2) =
1

4
H2 − 1

2
(EF + FE)

= (r − E − t∂t)2 +
1

2
∂t
(
2rt− 2tE −

(
t2 + ‖x‖2

)
∂t
)

+
1

2

(
2rt− 2tE −

(
t2 + ‖x‖2

)
∂t
)
∂t

=
(
r2 + E

2 + t2∂2t − 2rE + (−2r + 1)t∂t + 2tE ∂t
)
+

1

2

(
2r − 2E − 2t∂t + 4rt∂t − 4tE ∂t − 2

(
t2 + ‖x‖2

)
∂2t
)

= E
2 − (2r + 1)E − ‖x‖2∂2t + r(r + 1).

This proves (43).

The Lie algebra so(n) ⊂ g is spanned by the elements LEij−Eji,0 . With
respect to our bilinear form B , the elements LEij−Eji,0 are orthogonal and have

“squared length” equal −1. Thus ΩSO(n) = −∑i<j

(
LEij−Eji,0

)2
. The operator

LEij−Eji,0 acts on I ′
m,r , as the operator −xj∂xi

+ xi∂xj
and hence ΩSO(n) is given

by the familiar formula

ΩSO(n) = −
∑

i<j

(
xi∂xj

− xj∂xi

)2
.

It is well known that this simplifies to ΩSO(n) = E 2 + (n− 2)E − ‖x‖2∆.

Corollary 6.2. The operator ΩSL(2) − ΩSO(n) acts on I ′
m,r by the formula

ΩSL(2) − ΩSO(n) = ‖x‖2�+ (1− n− 2r)E + r(r + 1),

where E =
∑n

i=1 xi∂xi
is the Euler operator on R

n and � = −∂2t +
∑n

i=1 ∂
2
xi

is
the wave operator on R

1,n . In particular,

r =
1− n
2

=⇒ ker
(
ΩSL(2,R − ΩSO(n) − r(r + 1)

)
= ker�, (45)

as subspaces of I ′
m,r .

Proof. The collorary follows immediately from the lemma.

Differential operators on the cone. Consider the open subset

U := {(a1, a0, b0, . . . bn) ∈ C2,n+1 | a0 − b0 > 0}

of C2,n+1 . It is easy to see that U consists precisely of all elements c ∈ C2,n+1

that can be written in the form c = λnt,x · v0 for some λ ∈ R>0 and (t, x) ∈ R
1,n .

For r ∈ C define

C
∞(U)r := {φ ∈ C

∞(U) | φ(λc) = λrφ(c) ∀c ∈ U, λ ∈ R>0} . (46)
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The space C ∞(U)r is not a G-representation. However, the g-action on C ∞(C2,n+1)
preserves C ∞(U)r and there is an injective g-equivariant map I ′

m,r →֒ C ∞(U)r ,
f 7→ φ , given by

φ(a1, a0, b0, . . . , bn) :=

(
a0 − b0

2

)r

f

(
a1

a0 − b0
,

b1
a0 − b0

, . . . ,
bn

a0 − b0

)
. (47)

We will write C ∞(U)m,r for the image of this map. Note that the right-hand side of
equation (47) makes sense for every (a1, a0, b0, . . . , bn) ∈ R

2,n+1 (not necessarily in
the cone C2,n+1 ) such that a0−b0 > 0. Thus every φ ∈ C ∞(U)m,r has a canonical
extension to a smooth function defined on an open subset of R

2,n+1 containing
U . In the following we will use this fact when we apply differential operators on
R

2,n+1 to functions φ ∈ C ∞(U)m,r . Now define a differential operator �2,n+1 on
R

2,n+1 by

�2,n+1 := −∂2a1 − ∂2a0 +
∑n

i=0 ∂
2
bi
.

Lemma 6.3. For every m ∈ Z4 and r ∈ C, if φ ∈ C ∞(U)m,r then �2,n+1φ ∈
C ∞(U)m,r−2 and we have a commutative diagram of g-equivariant maps

I ′
m,r

∼=−−−→ C ∞(U)m,r

1
4
�1,n

y
y�2,n+1

I ′
m,r−2

∼=−−−→ C ∞(U)m,r−2

,

where �1,n = � is the wave operator.

Proof. Let f ∈ I ′
m,r and let φ ∈ C ∞(U)m,r be given by formula (47). Then

∂a1φ =
1

2

(
a0 − b0

2

)r−1

∂tf,

∂biφ =
1

2

(
a0 − b0

2

)r−1

∂xi
f

(48)

for i = 1, . . . , n . Furthermore, it is clear that

∂b0φ = −∂a0φ (49)

and hence (∂2a0 − ∂2b0)φ = (∂a0 − ∂b0)(∂a0 + ∂b0)φ = 0. Thus, by (48), we then
immediately obtain

�2,n+1φ =
1

4

(
a0 − b0

2

)r−2

�1,nf.

This proves the lemma.

Proposition 6.4. Suppose r = 1−n
2

. Then, as subspaces of I ′
m,r ,

ker� = ker
(
ΩSO(2) − ΩSO(n+1) − r2

)
.
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Proof. Note that

ΩSO(2) − ΩSO(n+1) = E
2
a − ‖a‖2∆a − E

2
b − (n− 1)Eb + ‖b‖2∆b,

where Ea = a1∂a1 + a0∂a0 , ∆a = ∂2a0 + ∂2a1 , Eb =
∑n

i=0 bi∂bi , ∆b =
∑n

i=0 ∂
2
bi
. Since

Ea and Eb are commuting operators, we may write

E
2
a − E

2
b − (n− 1)Eb = (Ea + Eb)

2 − 2Eb(Ea + Eb)− (n− 1)Eb.

Note that Ea + Eb is the Euler operator on R
2,n+1 and hence Ea + Eb = r on

C ∞(U)m,r . Furthermore, −‖a‖2∆a + ‖b‖2∆b = ‖a‖2�2,n+1 on C ∞(U)m,r since
‖a‖ = ‖b‖ on U . Thus,

ΩSO(2) − ΩSO(n+1) = r2 − [2r − (n− 1)]Eb + ‖a‖2�2,n+1

on C ∞(U)m,r . In particular, if r = 1−n
2

, then ΩSO(2)−ΩSO(n+1)−r2 = ‖a‖2�2,n+1 .
The proposition then follows from the lemma above.

7. The Compact Picture

Spherical coordinates and the compact picture I ′′
m,r .

Definition 7.1. Define a map Ψ : R× R× Sn−1 → S1 × Sn ⊂ C̃2,n+1 by

Ψ(ϕ, θ, x̂) :=
(
sin

ϕ

2
, cos

ϕ

2
,− cos θ, x̂ sin θ

)
,

and for m ∈ Z4 and r ∈ C define

I
′′
m,r := {F ∈ C

∞(R× R× Sn−1) | ∃φ ∈ Im,r such that F = Ψ∗(φ) := φ ◦Ψ}.

The canonical “restriction” map Im,r → I ′′
m,r given by φ 7→ Ψ∗(φ) is clearly

surjective and linear. Since the map Ψ is surjective and since φ ∈ Im,r is
determined by φ|S1×Sn (because of the homogeneity property φ(λc) = λrφ(c) for
λ > 0), the map Im,r → I ′′

m,r is in fact a linear isomorphism. Thus, the spaces

I ′′
m,r can be given a G̃-action such that the map Im,r → I ′′

m,r is G̃-equivariant.

Note that as a K̃ -representation,

I
′′
m,r
∼=
{
φ ∈ S1 × Sn | φ(c · w) = i−mφ(c) ∀c ∈ S1 × Sn

}
. (50)

We will refer to the space I ′′
m,r as the compact picture.

Remark 7.2. Without reference to the geometric picture, the space I ′′
m,r can

be characterized as the set of all functions F ∈ C ∞(R× R× Sn−1) satisfying the
conditions

F (ϕ, θ + π,−x̂) = F (ϕ, θ, x̂)

F (ϕ+ π, θ + π, x̂) = i−mF (ϕ, θ, x̂)

F (ϕ, 0, x̂) = F (ϕ, 0, x̂′)

for all ϕ, θ ∈ R and x̂, x̂′ ∈ Sn−1 .
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Lemma 7.3. Let φ ∈ Im,r and F ∈ I ′′
m,r such that F = Ψ∗(φ). Let c ∈ C̃2,n+1

and write c = (λ sin ϕ
2
, λ cos ϕ

2
, b) with λ ∈ R>0 , ϕ ∈ R, and b = (b0, . . . , bn) ∈

R
n+1 such that ‖b‖ = λ. If b0 6= ±λ, then

φ(c) = λrF

(
ϕ, cos−1

(
−b0
λ

)
,

b1√
λ2 − b20

, . . . ,
bn√
λ2 − b20

)
.

Proof. By homogeneity, φ(c) = λrφ
(
sin ϕ

2
, cos ϕ

2
, 1
λ
b
)
. Since ‖(b0, . . . , bn)‖ =

λ , it follows that ‖(b1, . . . , bn)‖ =
√
λ2 − b20 . Thus, as long as b0 6= ±λ ,(

sin ϕ
2
, cos ϕ

2
, 1
λ
b
)
= Ψ(ϕ, θ, x̂) if and only if b0

λ
= − cos θ and 1√

λ2−b20
(b1, . . . , bn) =

sgn(sin θ)x̂ . This proves the lemma.

Since we have canonical G̃-isomorphism Im,r
∼= I ′

m,r (non-compact pic-
ture) and Im,r

∼= I ′′
m,r (compact picture), we also have a canonical isomorphism

I ′
m,r
∼= I ′′

m,r between the non-compact and the compact picture.

Proposition 7.4. Let f ∈ I ′
m,r and F ∈ I ′′

m,r be functions that correspond
under the canonical isomorphism I ′

m,r
∼= I ′′

m,r . If (ϕ, θ, x̂) ∈ R× R× Sn−1 such
that cosϕ+ cos θ 6= 0, then

F (ϕ, θ, x̂) = imj

∣∣∣∣
cosϕ+ cos θ

2

∣∣∣∣
r

f

(
sinϕ

cosϕ+ cos θ
,

x̂ sin θ

cosϕ+ cos θ

)
,

where j is given by (17) with b0 = − cos θ . If (t, x) ∈ R
1,n such that x 6= 0, then

f(t, x) = λ(t, x)rF

(
sgn(t) cos−1

(
1 + q(t, x)

λ(t, x)

)
, cos−1

(
1− q(t, x)
λ(t, x)

)
,
x

‖x‖

)
,

where λ(t, x) is given by (7).

Proof. The proposition follows by combining the previous lemma with Propo-
sition 4.4.

The Lie algebra action. To write the Lie algebra action explicitly (in coor-

dinates) requires some preparation. For F ∈ C ∞(R × R × Sn−1) define F̃ ∈
C ∞(R× R× (Rn \ {0})) by

F̃ (ϕ, θ, x) := F

(
ϕ, θ,

x

‖x‖

)
. (51)

Write x̂ = (x̂1, . . . , x̂n) for the general element of Sn−1 . Then for F ∈ C ∞(R ×
R× Sn−1) define ∂x̂i

F ∈ C ∞(R× R× Sn−1) by

∂x̂i
F (ϕ, θ, x̂) = ∂xi

F̃ (ϕ, θ, x)
∣∣
x=x̂

. (52)
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Proposition 7.5. The Lie algebra action of g on I ′′
m,r is given by the following

explicit formulas:

Hs = s (r cos θ cosϕ− cos θ sinϕ∂ϕ − sin θ cosϕ∂θ)

LA,b = −bx̂T (r sinϕ sin θ + cosϕ sin θ ∂ϕ + sinϕ cos θ ∂θ)

+

(
x̂A− sinϕ

sin θ
b

)
∂Tx̂

Ns,y = −r
(
yx̂T sin θ cosϕ+ s cos θ sinϕ

)

+
(
yx̂T sin θ sinϕ− s (cos θ cosϕ+ 1)

)
∂ϕ

−
(
yx̂T (cos θ cosϕ+ 1)− s sin θ sinϕ

)
∂θ

− cosϕ+ cos θ

sin θ
y∂Tx̂

N−
s,y = −r

(
yx̂T sin θ cosϕ− s cos θ sinϕ

)

+
(
yx̂T sin θ sinϕ+ s (cos θ cosϕ− 1)

)
∂ϕ

−
(
yx̂T (cos θ cosϕ− 1) + s sin θ sinϕ

)
∂θ

− cosϕ− cos θ

sin θ
y∂Tx̂

(53)

Here bx̂T =
∑

i bix̂i , b∂
T
x̂ =

∑
i bi∂x̂i

, etc.

Proof. Let X ∈ g and consider the 1-parameter subgroups of G and G̃
given by g(s) := expG(sX) and g̃(s) := expG̃(sX), respectively. Via matrix
multiplication, we can write

g(s) · (sinϕ, cosϕ,− cos θ, x̂ sin θ) = (λ(s) sinϕ(s), λ(s) cosϕ(s), b(s)) (54)

for s in some neighborhood of 0 with λ(s) ∈ R>0 , ϕ(s) ∈ R , and b(s) =
(b0(s), . . . , bn(s)) ∈ R

n+1 with ‖b(s)‖ = λ(s) so that λ(s), ϕ(s), and b(s) are
smooth in s and ϕ(0) = ϕ . Then, by Lemma 7.3,

(g̃(s) · F ) (ϕ, θ, x̂) = λ(s)rF̃

(
ϕ(s), cos−1

(
−b0(s)
λ(s)

)
, b1(s), . . . , bn(s)

)
, (55)

where F̃ is defined as in (51). Note that b0(0) = − cos θ and cos−1(cos θ) =
sgn(sin θ) θ . Applying d

ds

∣∣
s=0

to (55) gives

X · F =

(
rλ′(0) + ϕ′(0)∂ϕ +

b′0(0) + λ′(0) cos θ

sin θ
∂θ +

n∑

i=1

b′i(0)

sin θ
∂x̂i

)
F (56)

We can also apply d
ds

∣∣
s=0

to (54) to get

−X · ( sinϕ, cosϕ,− cos θ, x̂ sin θ)

= (λ′(0) sinϕ+ ϕ′(0) cosϕ, λ′(0) cosϕ− ϕ′(0) sinϕ, b′(0)).
(57)
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Notice the first two coordinates of the right hand side are Rϕ

(
ϕ′(0)

λ′(0)

)
. Writing

X =




0 A12 A13 B1

−A12 0 A23 B2

A13 A23 0 B3

BT
1 BT

2 −BT
3 D


 ,

we easily check that

−X




sinϕ

cosϕ

− cos θ

x̂T sin θ


 =




−A12 cosϕ+ A13 cos θ −B1x̂
T sin θ

A12 sinϕ+ A23 cos θ −B2x̂
T sin θ

−A13 sinϕ− A23 cosϕ− B3x̂
T sin θ

−BT
1 sinϕ−BT

2 cosϕ− BT
3 cos θ −Dx̂T sin θ


 . (58)

Thus, comparing (57) and (58), b′0(0) = −A13 sinϕ − A23 cosϕ − B3x̂
T sin θ and,

noting that DT = −D , (b′1(0), . . . , b
′
n(0)) = −B1 sinϕ − B2 cosϕ − B3 cos θ +

x̂D sin θ. Finally, by evaluating

(
ϕ′(0)

λ′(0)

)
=

(
cosϕ sinϕ

− sinϕ cosϕ

)−1( −A12 cosϕ+ A13 cos θ −B1x̂
T sin θ

A12 sinϕ+ A23 cos θ −B2x̂
T sin θ

)

we find ϕ′(0) = −A12 + (A13 cosϕ−A23 sinϕ) cos θ − (B1 cosϕ−B2 sinϕ)x̂
T sin θ

and λ′(0) = (A13 sinϕ+A23 cosϕ) cos θ− (B1 sinϕ+B2 cosϕ)x̂
T sin θ. This allows

us to calculate all terms in (56) explicitly and we find

X = r
(
(A13 sinϕ+ A23 cosϕ) cos θ − (B1 sinϕ+ B2 cosϕ)x̂

T sin θ
)

−
(
A12 − (A13 cosϕ− A23 sinϕ) cos θ + (B1 cosϕ−B2 sinϕ)x̂

T sin θ
)
∂ϕ

−
(
(A13 sinϕ+ A23 cosϕ) sin θ + (B1 sinϕ+ B2 cosϕ) cos θ + B3x̂

T
)
∂θ

− 1

sin θ

(
B1 sinϕ+B2 cosϕ+ B3 cos θ − x̂D sin θ

)
∂x̂ .

From this general formula it is easy to read off the formulas of the proposition.

Corollary 7.6. The sl(2)-triple {H,E, F} given by (1) acts on I ′′
m,r by for-

mulas
H = 2r cos θ cosϕ− 2 cos θ sinϕ∂ϕ − 2 sin θ cosϕ∂θ

E = −r cos θ sinϕ− (cos θ cosϕ+ 1) ∂ϕ + sin θ sinϕ∂θ

F = −r cos θ sinϕ− (cos θ cosϕ− 1) ∂ϕ + sin θ sinϕ∂θ

(59)

The Casimir operator ΩSL(2) =
1
4
H2 + 1

2
(EF + FE) acts by the formula

ΩSL(2) = r(1 + r)− r2 sin2 θ − 2r cos θ sin θ ∂θ + sin2 θ
(
−∂2ϕ + ∂2θ

)
. (60)

Proof. Recalling that H = H2 , E = N1,0 and F = N−
−1,0 , the formulas (59)

follow directly from (53). The action of the Casimir operator is a straightforward
calculation.
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The wave operator in spherical coordinates.

Proposition 7.7. For r = 1−n
2

, we have the following identity of differential
operators on I ′′

m,r :

ΩSL(2) − ΩSO(n) − r(r + 1) = sin2 θ
(
ΩSO(2) − ΩSO(n+1) − r2

)
.

Proof. By (60), ΩSL(2) acts on I ′′
m,r by the formula ΩSL(2) = r(1+r)−r2 sin2 θ−

2r cos θ sin θ ∂θ + sin2 θ
(
−∂2ϕ + ∂2θ

)
. Moreover, ΩSO(2) = −∂2ϕ , ΩSO(n+1) = −∆Sn ,

and ΩSO(n) = −∆Sn−1 . The theorem then follows from the well known recursive
formula

∆Sn = ∂2θ + (n− 1) cot θ ∂θ − csc2 θ∆Sn−1 (61)

for the spherical Laplacian in spherical coordinates.

8. K̃ -Types and Solutions to the Wave Equation

Decomposition into K̃ -types. In the following assume that r = 1−n
2

and
define

Ω := ΩSO(2) − ΩSO(n+1) − r2. (62)

Recall that by Proposition 6.4, ker Ω = ker� as subspaces of I ′
m,r . To determine

the K̃ -types of the representation ker� ⊂ I ′
m,r we will determine the K̃ -types

of ker Ω ⊂ I ′′
m,r . By (50), we have

I
′′
m,r
∼=
{
φ ∈ C

∞(S1 × Sn) | φ(c · w) = i−mφ(c) ∀c ∈ S1 × Sn
}

as K̃ -representations. Here we view S1 × Sn ⊂ C̃2,n+1 , where the circle S1 is
parametrized by R→ S1 , ϕ 7→ ei

ϕ
2 . The space C ∞(S1×Sn)K̃ of K̃ -finite vectors

decomposes as

C
∞(S1 × Sn)K̃

∼=
⊕

p,k∈Z
k≥0

Ceip
ϕ
2 ⊗Hk(S

n), (63)

where Hk(S
n) denotes the space of homogeneous harmonic polynomials of degree

k on R
n+1 restricted (injectively) to Sn . It is well known and follows from (44)

that

Hk(S
n) = {h ∈ C

∞(Sn) | ΩSO(n+1)h = k(k + (n− 1))h}, (64)

i.e., Hk(S
n) is the k(k+(n−1))-eigenspace of of the spherical Laplacian ΩSO(n+1) =

−∆Sn .

Lemma 8.1. Suppose that r = 1−n
2

and let (ker Ω)K̃ be the space of K̃ -finite
vectors in (kerΩ)K̃ ⊂ I ′′

m,r . Then

(kerΩ)K̃ ⊆
⊕

|p|/2=k−r
k≥0

Ceip
ϕ
2 ⊗Hk(S

n)
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Proof. By (62) and (64), Ω acts on Ceip
ϕ
2 ⊗Hk(S

n) as the scalar

Ω =
(p
2

)2
− k(k + (n− 1))− r2 =

(p
2

)2
− (k − r)2.

Now, the lemma follows immediately from (50) and (63).

Definition 8.2. We define two K̃ -representations (H +)K̃ and (H −)K̃ by

(H ±)K̃ :=
⊕

k≥0

Ce±i(k−r)ϕ ⊗Hk(S
n),

where r = 1−n
2

as before. (Remark on notation: We will later identify (H ±)K̃
with the spaces of K̃ -finite vectors in unitary representations H ± of G̃ .)

Theorem 8.3. Suppose that r = 1−n
2

and let (ker Ω)K̃ be the space of K̃ -finite
vectors in (kerΩ)K̃ ⊂ I ′′

m,r . Then, for n odd,

(ker Ω)K̃
∼=
{
(H +)K̃ ⊕ (H −)K̃ if m ≡ n− 1 mod 4,

0 otherwise,

and for n even,

(kerΩ)K̃
∼=





(H +)K̃ if m ≡ −(n− 1) mod 4,

(H −)K̃ if m ≡ +(n− 1) mod 4,

0 otherwise.

Proof. The element w given by (10) acts on Ceip
ϕ
2 ⊗Hk(S

n) as the scalar

w = ip(−1)k = ip±2k

The proposition then follows from (50) and (the proof of) Lemma 8.1.

Corollary 8.4. Suppose r = 1−n
2

. Then ker� ⊂ I ′
m,r is infinite-dimensional

if m ≡ sgn(n− 1) mod 4 and zero if m 6≡ sgn(n− 1) mod 4.

Proof. This follows by the previous theorem and Proposition 6.4.

Separation of variables and Gegenbauer polynomials. For λ ∈ R and
d ∈ Z≥0 , the Gegenbauer polynomial Cλ

d (s) of degree d is defined as the coefficient
of αd in the power series expansion of

(1− 2sα + α2)−λ =
∞∑

d=0

Cλ
d (s)α

d.

In terms of hypergeometric functions,

Cλ
d (s) =

(
d+ 2λ− 1

d

)
2F1

(
−d, d+ 2λ, λ+

1

2
;
1− s
2

)
. (65)
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The Gegenbauer polynomial Cλ
d (s) is (up to scalar multiple) the unique polynomial

solution to the Gegenbauer differential equation

(1− s2)g′′(s)− (2λ+ 1)sg′(s) + d(2λ+ d)g(s) = 0. (66)

For λ > −1
2
,

∫ 1

−1

(1− s2)λ− 1
2

(
Cλ

d (s)
)2
ds = 21−2λπ

Γ(d+ 2λ)

(d+ λ)Γ2(λ)Γ(d+ 1)
.

The normalized Gegenbauer polynomial C̃λ
d (s) is the (positive) multiple of Cλ

d (s)
such that ∫ 1

−1

(1− s2)λ− 1
2

(
C̃λ

d (s)
)2
ds = 1. (67)

The reason why Gegenbauer polynomials appear in our context is the following
branching rule for spherical harmonics.

Lemma 8.5. Let SO(n) ⊂ SO(n + 1) be the stabilizer of (±1, 0, . . . , 0) ∈ Sn .
Then, as an SO(n)-representation,

Hk(S
n) ∼=

k⊕

l=0

Hl(S
n−1) (68)

where the (inverse) isomorphism is given by

(h0(x̂), . . . , hk(x̂)) 7→
k∑

l=0

C̃ l−r
k−l(cos θ) sin

l θ hl(x̂), (69)

where r = 1−n
2

as before.

Proof. The abstract branching rule (68) is well known. To prove the explicit
(inverse) isomorphism (68) we separate variables via the map R × Sn−1 → Sn

given by (θ, x̂) 7→ (− cos θ, x̂ sin θ). Let f ∈ C ∞(Sn) be a function of the
form f(θ, x̂) = g(cos θ) sinl θ hl(x̂), where g(s) is a polynomial in s = cos θ and
hl ∈Hl(S

n−1). Using (61), one shows that ∆Snf = −k(k + (n− 1))f (and hence
f ∈Hk(S

n)) is equivalent to

(1− s2)g′′(s)− (2l + n)sg′(s) + (k − l)(k + l + n− 1)g(s) = 0.

This equation is a Gegenbauer equation (66) with parameter λ = l − r and
d = k − l . Since the Gegenbauer polynomial Cλ

d (s) is the unique polynomial
solution to (66) it follows that g(cos θ) is a scalar multiple of C l−r

k−l(cos θ). This
shows that the map given by (69) is well-defined. Since the map is SO(n)-
equivariant and since the spaces Hl(S

n−1) are irreducible SO(n)-representations,
it is easy to verify that the map is in fact an isomorphism.
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Definition 8.6. For l ∈ Z≥0 , choose a basis {hl,j(x)} of the space of homoge-
neous harmonic polynomials on R

n of degree l such that the functions hl,j|Sn−1

form an orthonormal basis for L 2(Sn−1). Without loss of generality, we may as-
sume that the functions hl,j|Sn−1 are real-valued. (We will need this assumption
in the last section.) Then for p ∈ Z of the form |p| = 2(l − r + d) with d ∈ Z≥0

define Fp,l,j ∈ C ∞(R× R× Sn−1) by

Fp,l,j(ϕ, θ, x̂) := 2−r|p|− 1
2 eip

ϕ
2 sinl θ C̃ l−r

d (cos θ) hl,j(x̂), (70)

where C̃ l−r
d (s) is the normalized Gegenbauer polynomial as before. (The reader

may ignore the normalizing factor 2−r|p|− 1
2 for now.)

Corollary 8.7. Let r = 1−n
2

and m = ∓(n−1)mod 4. If m = −(n−1)mod 4,
the subspace of (kerΩ)K̃ ⊂ I ′′

m,r corresponding to (H +)K̃ (cf. Theorem 8.3) is
spanned by the functions Fp,l,j with p > 0. Similarly, if m = n − 1mod 4, the
subspace of (ker Ω)K̃ ⊂ I ′′

m,r corresponding to (H −)K̃ is spanned by the functions
Fp,l,j with p < 0.

Proof. This follows immediately from Lemma 8.5 and the definitions.

Distinguished solutions to the wave equation. Let (ker�)K̃ be the sub-

space of K̃ -finite vectors in ker� ⊂ I ′
m,r . Then Proposition 7.4 gives an explicit

isomorphism between (ker�)K̃ and (kerΩ)K̃ . Under this isomorphism, by Corol-
lary 8.7, the functions Fp,l,j given by (70) correspond to functions fp,l,j that are
solutions to the wave equation on R

1,n . To write these solutions explicitly, we
need some more notation.

Definition 8.8. For l ∈ Z≥0 and p ∈ Z>0 of the form p = 2(l − r + d) with
d ∈ Z≥0 , we define a polynomial gp,l(t, x) of degree 2d by

gp,l(t, x) := λ(t, x)d C̃ l−r
d

(
1− q(t, x)
λ(t, x)

)
,

where q(t, x) = −t2 + ‖x‖2 , λ(t, x) = ((1− q(t, x))2 + 4‖x‖2)
1
2 as in (7), and

C̃ l−r
d (s) is the normalized Gegenbauer polynomial of degree d and parameter l−r .

Theorem 8.9. Let r = 1−n
2

and m = ∓(n− 1)mod 4. If m = −(n− 1)mod 4,
the subspace of (ker�)K̃ ⊂ I ′

m,r corresponding to (H +)K̃ is spanned by the
functions

fp,l,j(t, x) := 2l−rp−
1
2

gp,l(t, x)hl,j(x)(√
(1− it)2 + ‖x‖2

)p . (71)

Similarly, if m = −(n− 1)mod 4, the subspace of (ker�)K̃ ⊂ I ′
m,r corresponding

to (H +)K̃ is spanned by the complex conjugate functions f p,l,j(t, x), where p > 0.

Proof. Let F (ϕ, θ, x̂) = eip
ϕ
2 C̃ l−r

d (cos θ) sinl θ hl,j(x̂) and let f(t, x) be the cor-
responding function in the non-compact picture. Note that since hl,j is a homoge-
nous polynomial on R

n of degree l , we may simplify sinl θ hl,j(x̂) = hl,j(x̂ sin θ).
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Then, by Proposition 7.4 and by (8) and (9),

f(t, x) = λ(t, x)r · λ(t, x)
p
2(√

(1− it)2 + ‖x‖2
)p C̃ l−r

d

(
1− q(t, x)
λ(t, x)

)
hl,j

(
2

λ(t, x)
x

)

= 2lλ(t, x)r+
p
2
−l 1(√

(1− it)2 + ‖x‖2
)p C̃ l−r

d

(
1− q(t, x)
λ(t, x)

)
hl,j(x)

= 2lλ(t, x)r+
p
2
−l−d gp,l(t, x)hl,j(x)(√

(1− it)2 + ‖x‖2
)p .

Since r + p
2
− l − d = 0, the theorem follows from Corollary 8.7.

9. Weight Vectors

Another sl(2)-triple. Let gC be the complexification of the Lie algebra g and
let sl(2,C) = spanC{H,E, F} ⊂ gC , where H , E , F are as in (1). We will now
consider a different basis {κ, e+, e−} of sl(2,C) defined by

κ := i(E − F ), e+ := 1
2
(H − i(E + F )), e− := 1

2
(H + i(E + F )). (72)

The element κ lies in the center of kC and the eigenvalues of ad(κ) on gC are
{−2, 0,+2} . The corresponding eigenspace decomposition,

gC = p− ⊕ kC ⊕ p+ (73)

is the usual complexified Cartan decomposition associated to the Hermitian sym-
metric pair (g, k). Note that e± ∈ p± .

Lemma 9.1. The sl(2)-triple {κ, e+ , e−} acts on I ′′
m,r by the formulas

κ = −2i∂ϕ,
e+ = e+iϕ (r cos θ + i cos θ ∂ϕ − sin θ ∂θ) ,

e− = e−iϕ (r cos θ − i cos θ ∂ϕ − sin θ ∂θ) .

(74)

In particular, the decomposition of (ker Ω)K̃ ⊂ I ′′
m,r into K̃ -types given by Theo-

rem 8.3 is the decomposition into eigenspaces of κ.

Proof. This follows directly from (59) and the definition of {κ, e+, e−} .

Proposition 9.2. The sl(2)-triple {κ, e+, e−} acts on the basis {Fp,l,j} as
follows:

κ · Fp,l,j = pFp,l,j

e+ · Fp,l,j =

{
(∗)Fp+2,l,j if p 6= −2(l − r)
0 if p = −2(l − r)

e− · Fp,l,j =

{
(∗)Fp−2,l,j if p 6= 2(l − r)
0 if p = 2(l − r),

where (∗) are non-zero constants.
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Proof. Substituting s = cos θ and using (74), it is straightforward to show that
the action of {κ, e+, e−} on functions of the form F (ϕ, θ, x̂) = eip

ϕ
2 sinl θ g(cos θ)h(x̂)

amounts to an action of {κ, e+, e−} on functions g(s) given by the formulas

κ  p,

e+  (r − l − p
2
)s+ (1− s2) d

ds
,

e−  (r − l + p
2
)s+ (1− s2) d

ds
.

(75)

To calculate the action of e± on the functions Fp,l,j we need the following identities
for Gegenbauer polynomials (cf. [4, Formula 8.939]):

(1− s2) d
ds
Cλ

d (s) = −dsCλ
d (s) + (d+ 2λ− 1)Cλ

d−1(s) (76)

= (d+ 2λ)sCλ
d (s)− (d+ 1)Cλ

d+1(s). (77)

Now, assume p is of the form p = ±2(l − r + d) with d ∈ Z≥0 . If p > 0, we use
(75) and (77) with λ = l− r and d = r− l+ p

2
to find that e+ ·Fp,l,j = (∗)Fp+2,l,j ,

where (∗) is a non-zero constant; if p < 0 we use (75) and (76) with λ = l − r
and d = r − l − p

2
to find that e+ · Fp,l,j = (∗)Fp+2,l,j , where (∗) is a non-zero

constant unless d = 0, in which case e+ ·Fp,l,j = 0. The proof for the action of e−

is similar.

Corollary 9.3. The Lie algebra sl(2,C) = spanC{κ, e+, e−} acts on (H +)K̃
∼=

spanC{Fp,l,j | p ≥ 2(l − r)} and (H −)K̃
∼= spanC{Fp,l,j | p ≤ −2(l − r)}. As

sl(2,C)× SO(n)-representations,

(H +)K̃
∼=
⊕

l≥0

V l−r ⊗Hl(S
n−1) and

(H −)K̃
∼=
⊕

l≥0

V −(l−r) ⊗Hl(S
n−1),

(78)

where Vl−r is the lowest weight representation of sl(2,C) with lowest weight l− r
and V −(l−r) is the highest weight representation of sl(2,C) with highest weight
−(l − r).

Weight vectors. Let ℓ := ⌊(n + 1)/2⌋ . We choose the following Cartan subal-
gebra hC of kC and gC :

hC =








0 ih0

−ih0 0

...
0 ih2

−ih2 0
0 ih1

−ih1 0



| h0, . . . , hℓ ∈ C





.

For 0 ≤ j ≤ ℓ , define εj : hC → C by εj(H) = hj . If n is even, then n = 2ℓ and
gC is of type Bℓ+1 . In this case, we choose the system of simple roots as shown in
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ε0 − ε1 ε1 − ε2 ε2 − ε3 εℓ−1 − εℓ εℓ

Figure 2: Dynkin diagram of so(2, n+ 1) for n = 2ℓ

ε0 − ε1 ε1 − ε2 ε2 − ε3

εℓ−1 − εℓ

εℓ−1 + εℓ

Figure 3: Dynkin diagram of so(2, n+ 1) for n = 2ℓ− 1

Figure 2. If n is odd, then n = 2ℓ − 1 and gC is of type Dℓ+1 . In this case, we
choose the system of simple roots as shown in Figure 3. In both cases, ε0 − ε1 is
the non-compact simple root and ε0 + ε1 is the highest root. Corresponding root
vectors Xε0±ε1 in p+ are explicitly given as the matrices

Xε0±ε1 :=




1 ∓i
−i ∓1

1 −i
∓i ∓1


 .

Their complex conjugates Xε0±ε1 = X−ε0∓ε1 are elements of p− . The following
lemma shows how the operators Xε0±ε1 act in the compact picture.

Lemma 9.4. On I ′′
m,r , the operators Xε0±ε1 act by the following formulas:

Xε0+ε1 = +eiϕ
[
(x̂n + ix̂n−1) (r sin θ + i sin θ ∂ϕ + cos θ ∂θ) +

1

sin θ
(∂x̂n

+ i∂x̂n−1)

]

Xε0−ε1 = −eiϕ
[
(x̂n − ix̂n−1) (r sin θ + i sin θ ∂ϕ + cos θ ∂θ) +

1

sin θ
(∂x̂n
− i∂x̂n−1)

]

Proof. In our standard basis,

Xε0±ε1 = L0n,en−1∓ien + 1
2

(
N0,−ien−1∓en +N−

0,−ien−1∓en

)
.

The lemma then follows directly from (53).

Lemma 9.5. For k ≥ 0,
(
∂x̂n

+ i∂x̂n−1

)
(x̂n + ix̂n−1)

k = −k(x̂n + ix̂n−1)
k+1

(
∂x̂n
− i∂x̂n−1

)
(x̂n + ix̂n−1)

k = +k(x̂n + ix̂n−1)
k−1

(
2− (x̂2n + x̂2n−1)

)
,
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where the action of ∂x̂i
is defined as in (52).

Proof. By (52) and since ‖x̂‖ = 1,

∂x̂n
(x̂n + ix̂n−1) = ∂xn

(
(xn + ixn−1)(x

2
1 + · · ·+ x2n)

−1/2

)∣∣∣∣
x=x̂

= +1− x̂n(x̂n + ix̂n−1)

and

i∂x̂n−1(x̂n + ix̂n−1) = i∂xn−1

(
(xn + ixn−1)(x

2
1 + · · ·+ x2n)

−1/2

)∣∣∣∣
x=x̂

= −1− ix̂n−1(x̂n + ix̂n−1)

Thus,
(
∂x̂n

+ i∂x̂n−1

)
(x̂n+ ix̂n−1) = (x̂n+ ix̂n−1)

2 . The first formula of the lemma
now follows by the chain rule. The second formula is similar.

Proposition 9.6. For k ≥ 0, we have

(Xε0±ε1)
ke−irϕ = (∗)ei(k−r)ϕ sink θ (x̂n ± ix̂n−1)

k, (79)

where (∗) is non-zero. The function (Xε0+ε1)
ke−irϕ is a kC -highest weight vector

with weight −rε0+k(ε0+ε1) and the function (Xε0−ε1)
ke−irϕ is a kC -lowest weight

vector with weight −rε0 + k(ε0 − ε1). Similarly,

(Xε0±ε1)
ke+irϕ = (∗)ei(r−k)ϕ sink θ (x̂n ∓ ix̂n−1)

k, (80)

where (∗) is non-zero. The function (Xε0+ε1)
ke−irϕ is a kC -lowest weight vector

with weight −rε0+k(ε0+ε1) and the function (Xε0−ε1)
ke−irϕ is a kC -highest weight

vector with weight −rε0 + k(ε0 − ε1).

Proof. Formulas (79) and (80) follow by a straightforward calculation from
the previous two lemmas. For example, to show (79) first note that

(r sin θ + i sin θ ∂ϕ + cos θ ∂θ)
(
ei(k−r)ϕ sink θ

)

= ei(k−r)ϕ
(
r sink+1 θ − (k − r) sink+1 θ + k sink−1 θ cos2 θ

)

= ei(k−r)ϕ
(
(2r − 2k) sink+1 θ + k sink−1 θ

)
.

Now using the previous two lemmas,

Xε0+ε1

(
ei(k−r)ϕ sink θ (x̂n + ix̂n−1)

k
)

= (2r − 2k)ei(k+1−r)ϕ sink+1 θ (x̂n + ix̂n−1)
k+1.

Since r = 1−n
2
< 0, the constant 2r − 2k = 1− n− 2k is non-zero.

To show that

(Xε0+ε1)
ke−irϕ = (∗)ei(k−r)ϕ sink θ (x̂n + ix̂n−1)

k
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is a kC -highest weight vector we first note that it is well known that (x̂n+ix̂n−1)
k ∈

Hk(S
n−1) is a so(n)-highest weight vector with respect to our choice of positive

roots. (This fact can be proved by induction by our argument below.) Next, we
note that the so(n+1)-factor of the Lie algebra kC = so(2)×so(n+1) is generated
by so(n) and any root vector Xα , where α is a root of so(n + 1) which is not a
root of so(n). It then follows that (Xε0+ε1)

ke−irϕ is kC -highest weight vector if
we show that (Xε0+ε1)

ke−irϕ is annihilated by a root vector Xα , where α is some
positive root of so(n+ 1) which is not a root of so(n). If n+ 1 is odd we choose
α = ε1 . The corresponding root vector Xε1 is given by

Xε1 =




i 1

−i
−1


 =

1

2

(
N0,ien−1+en −N−

0,ien−1+en

)
, (81)

which acts in the compact picture as the differential operator

Xε1 = −(x̂n + ix̂n−1)∂θ −
cos θ

sin θ

(
∂x̂n

+ i∂x̂n−1

)
.

By Lemma 9.5, it follows that Xε1e
i(k−r)ϕ sink θ (x̂n + ix̂n−1)

k = 0.

If n + 1 is even, the vector Xε1 given by (81) is not a root vector (since
ε1 is not a root.) However, we can write Xε1 as a linear combination Xε1 =
Xε1+εn+1 +X ′

ε1
of a root vector of so(n+1) and a root vector of so(n) as follows:




i 1

−i
−1


 =




i 1
1 −i

−i −1
−1 i


+ i




0 0
i 1

0 −i
0 1




Since ei(k−r)ϕ sink θ (x̂n + ix̂n−1)
k is annihilated by both Xε1 and X ′

ε1
, it is also

annihilated by the root vector Xε1+εn+1 and hence ei(k−r)ϕ sink θ (x̂n + ix̂n−1)
k is a

kC -highest weight vector also in this case.

The proofs of the other statements of the proposition are similar.

Theorem 9.7. The (gC, K̃)-module (H +)K̃ is an irreducible lowest weight
representation with lowest weight vector e−irϕ of weight −rε0 = n−1

2
ε0 . Similarly,

(H −)K̃ is an irreducible highest weight representation with highest weight vector
eirϕ of weight rε0 = −n−1

2
ε0 .

Proof. By the previous proposition, the function e−irϕ is a kC -lowest weight
vector of weight −rε and by Proposition 9.2 it is also annihilated by the element e−

in our distinguished copy of sl(2,C). This implies that e−irϕ is a gC -lowest weight
vector with respect to our choice of positive roots. Since the vectors (Xε0−ε1)

ke−irϕ

give a lowest weight vector for every K̃ -type of (H +)K̃ , it follows that (H +)K̃ is
an irreducible lowest weight representation with lowest weight vector e−irϕ . The
proof for (H −)K̃ is similar.
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e+

Xε0±ε1

e−

so(n)

so(n+ 1)

X−ε0∓ε1

l
“angular momentum”

p “energy”

(H +)K̃

(H −)K̃

lowest weight

highest weight

Figure 4: Weight structure of (H +)K̃ and (H −)K̃

Figure 9 shows the structure of the (gC, K̃)-modules (H ±)K̃ . For p and l such
that |p| = 2(l − r + d) for some d ∈ Z≥0 , a “fattened dot” represents the
space spanC{Fp,l,j | 1 ≤ dimHl(S

n−1)} ∼= Hl(S
n−1). The Lie algebra sl(2) acts

vertically and the Lie algebra so(n) acts on each dot. (Note that the actions of
sl(2) and so(n) commute.) The Lie algebra so(n+ 1) acts horizontally and each

K̃ -type is represented as a union of dots for some fixed p . If we start at the dot
representing the lowest weight vector of (H +)K̃ then the root vectors Xε0±ε1 both

act in the NE direction providing lowest and highest weight vectors of K̃ -types. In
general, the root vectors Xε0±ε1 act in the NE and NW direction (i.e., producing
linear combinations in spaces corresponding to dots in the NE and NW directions
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from the initial dot).

10. The Invariant Inner Product

Lemmas on integration. We introduce some notation that will be useful later.
Let S := [−π, π] × [0, π] × Sn−1 . For f(t, x) : R1,n → C and (ϕ, θ, x̂) ∈ S , write
f(ϕ, θ, x̂) : S → C for the function

f(ϕ, θ, x̂) := f

(
sinϕ

cosϕ+ cos θ
,

x̂ sin θ

cosϕ+ cos θ

)
.

For F (ϕ, θ, x̂) : S → C and (t, x) ∈ R
1,n , write F (t, x) : R1,n → C for the function

F (t, x) := F

(
sgn(t) cos−1

(
1 + q(t, x)

λ(t, x)

)
, cos−1

(
1− q(t, x)
λ(t, x)

)
,
x

‖x‖

)
.

With this notation, if f ∈ I ′
m,r and F ∈ I ′′

m,r correspond under the canonical
isomorphism between I ′

m,r and I ′′
m,r , by Proposition 7.4

f(t, x) = λ(t, x)rF (t, x), and (82)

F (ϕ, θ, x̂) = imj

∣∣∣∣
cosϕ+ cos θ

2

∣∣∣∣
r

f(ϕ, θ, x̂). (83)

In the following we will always assume that r = 1−n
2

.

Lemma 10.1. For f ∈ L 1(R1,n),
∫

R1,n

f(t, x) dt dx =
1

2

∫

S

f(ϕ, θ, x̂)
sinn−1 θ

|cos θ + cosϕ|n+1 dϕ dθ dx̂.

Proof. Suppose f ∈ L 1(R1,n) and use polar coordinates on R
n to write

∫

R1,n

f(t, x) dt dx =

∫

R>0×R×Sn−1

f(t, ρx̂)ρn−1 dρ dt dx̂

where dx̂ is the spherical measure on Sn−1 . Now make the substitutions ρ =
sin θ

cosϕ+cos θ
and t = sinϕ

cosϕ+cos θ
with θ ∈ [0, π] and ϕ ∈ [−π+θ, π−θ] (on this domain

cosϕ + cos θ ≥ 0). It is easy to check that the Jacobian matrix has determinant
1

(cos θ+cosϕ)2
. Thus, if we let S1 := {(ϕ, θ, x̂) | θ ∈ [0, π] , ϕ ∈ [−π + θ, π − θ] , and

x̂ ∈ Sn−1} , we get
∫

R1,n

f(t, x) dt dx =

∫

S1

f(ϕ, θ, x̂)
sinn−1 θ

(cos θ + cosϕ)n+1 dϕ dθ dx̂.

Similarly, we can also make the substitutions ρ = − sin θ
cosϕ+cos θ

and t = sinϕ
cosϕ+cos θ

with θ ∈ [0, π] and ϕ ∈ S2 := S\S1 (on this domain cosϕ + cos θ ≤ 0). All
calculations are similar and give

∫

R1,n

f(t, x) dt dx =

∫

S2

f(ϕ, θ, x̂)
sinn−1 θ

|cos θ + cosϕ|n+1 dϕ dθ dx̂.

Adding the previous two equations gives the desired result.
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Lemma 10.2. Suppose F : R × R × Sn−1 → C satisfies F (ϕ,−θ,−x̂) =
F (ϕ, θ, x̂) and F (ϕ + π, θ + π, x̂) = F (ϕ, θ, x̂). If F ∈ L 1(S, sinn−1 θ dϕ dθ dx̂),
then ∫

S

F (ϕ, θ, x̂) sinn−1 θ dϕ dθ dx̂ = 2−2r

∫

R1,n

F (t, x)

λ(t, x)n+1
dt dx.

Proof. This can be derived from the previous lemma or be done directly by

using the substitutions ϕ = sgn(t) cos−1
(

1+q(t,x)
λ(t,x)

)
and θ = cos−1

(
1−q(t,x)
λ(t,x)

)
for

θ ∈ [0, π] and ‖ϕ‖ ≤ π − θ . We leave the details to the reader.

Lemma 10.3. For g ∈ L 1 (Rn),

∫

Rn

g(x) dx =

∫

[0,π]×Sn−1

g

(
x̂ sin θ

1 + cos θ

)
sinn−1 θ

(1 + cos θ)n
dθ dx̂.

Proof. This is proved by using polar coordinates and the substitution ρ =
sin θ

1+cos θ
for θ ∈ (0, π). Again, we leave the details to the reader.

Corollary 10.4. We have the inclusions I ′
m,r ⊆ L 2 (R1,n, λ(t, x)−2 dt dx) and

I ′′
m,r ⊆ L 2

(
S, sinn−1 θ dϕ dθ dx̂

)
. Furthermore, if f ∈ I ′

m,r and F ∈ I ′′
m,r

correspond under the canonical isomorphism, then

∫

R1,n

|f(t, x)|2 λ(t, x)−2 dt dx = 22r
∫

S

|F (ϕ, θ, x̂)|2 sinn−1 θ dϕ dθ dx̂.

Proof. By restricting to S , it follows that I ′′
m,r ⊆ L 2

(
S, sinn−1 θ dϕ dθ dx̂

)

since I ′′
m,r consists of continuous functions on a compact set. The above equation

then follows from the observation that |f(t, x)|2 = |λ(t, x)|1−n |F (t, x)|2 and from
Lemma 10.2.

The Klein-Gordon inner product.

Definition 10.5. The Klein-Gordon inner product on the space of smooth
solutions of the wave equation (satisfying appropriate integrability conditions) is
defined as

〈f1, f2〉 := i

∫

Rn

(
∂tf1 f2 − f1∂tf2

)∣∣
t=t0

dx.

It is well known that the Klein-Gordon inner product is independent of the choice
of t0 . In the following we always choose t0 = 0.

Proposition 10.6. Suppose that r = 1−n
2

. Then the Klein-Gordon inner
product on the space (ker�)∩I ′

m,r is well-defined and g = so(2, n+1)-invariant.

Proof. Let f ∈ I ′
m,r and F ∈ I ′′

m,r be corresponding functions. By (82),
f(t, x) = λ(t, x)rF (t, x). Since λ(0, x) = 1 + ‖x‖2 and since F is bounded (as a
continuous function on a compact space), it follows that |f(0, x)| ≤ C (1 + ‖x‖2)r .
A similar and simple calculation shows that |∂tf(0, x)| ≤ C (1 + ‖x‖2)r−1

. Since
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2r−1 = −n , if f1, f2 ∈ I ′
m,r we have

∣∣∣∂tf1(0, x)f2(0, x)
∣∣∣ ≤ C (1 + ‖x‖2)−n

. Hence
∫
Rn ∂tf1(0, x)f2(0, x) dx converges if −2n < −n , i.e., if n > 0. This shows that
the Klein-Gordan product is defined on (ker�) ∩I ′

m,r .

The invariance of the Klein-Gordan is proved by integration by parts. We
only provide the details for the action of the element X = N−

1,0 and leave the rest
to the reader. Using integration by parts we calculate:

〈Xf1, f2〉 = i

∫

Rn

(
∂t(Xf1) f2 −Xf1 ∂tf2

)∣∣
t=0

dx

= i

∫

Rn

(
(−2r + 2x∂Tx + ‖x‖2 ∂2t )f1 f2 − ‖x‖2 ∂tf1∂t f2

)∣∣
t=0

dx

= i

∫

Rn

(
(−2r + 2x∂Tx + ‖x‖2

∑n
i=1 ∂

2
xi
)f1f2 − ‖x‖2 ∂tf1∂tf2

)∣∣
t=0

dx

= i

∫

Rn

(
f1(−2r − 2

∑n
i=1(1 + xi∂xi) +

∑n
i=1(2 + 4xi∂xi

+ ‖x‖2 ∂2xi
))f2

− ‖x‖2 ∂tf1∂tf2
)∣∣

t=0
dx

= i

∫

Rn

(f1(−2r + 2x∂Tx + ‖x‖2
n∑

i=1

∂2xi
)f2 − ‖x‖2 ∂tf1∂tf2)

∣∣
t=0

dx

= i

∫

Rn

(f1(−2r + 2x∂Tx + ‖x‖2 ∂2t )f2 − ‖x‖2 ∂tf1∂tf2)
∣∣
t=0

dx

= −i
∫

Rn

(∂tf1Xf2 − f1∂tXf2)
∣∣
t=0

dx = −〈f1, Xf2〉 .

This finishes the proof.

The Klein-Gordon inner product in the compact picture. It is often
useful to calculate the inner product in the compact picture.

Lemma 10.7. Suppose r = 1−n
2

. Let f1, f2 ∈ ker� ∩ I ′
m,r and let F1, F2 ∈

kerΩ ∩I ′′
m,r be the corresponding functions in the compact picture. Then

〈f1, f2〉 = i

∫

Rn

(
∂tf1 f2 − f1∂tf2

)∣∣
t=0

dx

= i22r
∫

[0,π]×Sn−1

(
∂ϕF1 F2 − F1∂ϕF2

)∣∣
ϕ=0

sinn−1 θ dθ dx̂.

Proof. Let g(x) := f1(0, x) ∂tf2(0, x) ∈ L 1(Rn). Then, by Lemma 10.3,
∫

Rn

g(x) dx =

∫

[0,π]×Sn−1

g

(
x̂ sin θ

1 + cos θ

)
sinn−1 θ

(1 + cos θ)n
dθdx̂.

Noting that

Fi(0, θ, x̂) =

(
1 + cos θ

2

)r

fi

(
0,

x̂ sin θ

1 + cos θ

)
,

∂ϕFi(0, θ, x̂) =
(1 + cos θ)r−1

2r
∂tfi

(
0,

x̂ sin θ

1 + cos θ

)
,
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and 2r − 1 = n we find

∂tf1

(
0,

x̂ sin θ

1 + cos θ

)
f2

(
0,

x̂ sin θ

1 + cos θ

)
= 22r ∂ϕF1(0, θ, x̂)F2(0, θ, x̂) (1 + cos θ)n.

Repeating the same argument for g(x) := ∂tf1(0, x) f2(0, x) finishes the proof.

Definition 10.8. For F1, F2 ∈ kerΩ ∩I ′′
m,r , where r =

1−n
2

, define

〈F1, F2〉 := i22r
∫

[0,π]×Sn−1

(
∂ϕF1 F2 − F1∂ϕF2

)∣∣
ϕ=0

sinn−1 θ dθ dx̂.

Theorem 10.9. Let r = 1−n
2

and m = −(n − 1)mod 4. Viewing (H +)K̃ ⊆
kerΩ ∩ I ′′

m,r , the functions {Fp,l,j | p > 0} given by (70) form an orthonormal
basis of (H +)K̃ with respect to the inner product given above.

Proof. For p ∈ Z of the form |p| = 2(l − r + d) with d, l ∈ Z≥0 define

Gp,l,j(ϕ, θ, x̂) := eip
ϕ
2 sinl θ C̃ l−r

d (cos θ)hl,j(x̂), (84)

where C̃ l−r
d is the normalized Gegenbauer polynomial with parameter λ = l − r

of degree d , and for l ∈ Z≥0 , {hl,j} is a basis of the space of homogeneous
harmonic polynomials on R

n of degree l such that the functions hl,j|Sn−1 are
real-valued and form an orthonormal basis of L 2(Sn−1). It follows almost imme-
diately from the definitions that the functions Gp,l,j are orthonormal functions in
L 2(S, sinn−1 θ dϕ dθ dx̂), where S = [−π, π]× [0, π]× Sn−1 as before. Thus,

〈Gp,l,j, Gp,l,j〉 = i22r
∫

[0,π]×Sn−1

(
∂ϕGp,l,jGp,l,j −Gp,l,j∂ϕGp,l,j

) ∣∣
ϕ=0

sinn−1 θ dθdx̂

= i22r
∫

[0,π]×Sn−1

(
−ip

2
Gp,l,j Gp,l,j − i

p

2
Gp,l,jGp,l,j

) ∣∣
ϕ=0

sinn−1 θ dθ dx̂

= i22r(−ip)‖Gp,l,j‖2
L 2(sinn−1 θ dϕ dθ dx̂) = 22rp.

Since Fp,l,j = 2−r|p|− 1
2Gp,l,j it follows that 〈Fp,l,j, Fp,l,j〉 = sgn(p). Hence, by

Proposition 8.7, {Fp,l,j | p > 0} is an orthonormal basis of (H +)K̃ .

Proof of Theorem 1.1 and Theorem 1.2. Let H + be the completion of
(H +)K̃ with respect to the positive definite inner product 〈 , 〉 on (H +)K̃ given

above (cf. Theorem 10.9). Then (H +)K̃ is the (g, K̃)-module of K̃ -finite vectors
in H and, by Theorem 9.7, H + is a unitary lowest weight representation of
G̃ with lowest weight −rε0 = n−1

2
ε0 . Similarly, let H − be the completion of

(H −)K̃ with respect to the negative definite inner product 〈 , 〉 on (H −)K̃ given

above. Then H − is a unitary highest weight representation of G̃ with highest
weight rε0 = −n−1

2
ε0 . Theorem A now follows from Theorem 8.3. Theorem B

follows from (the proof of) Theorem 8.9 and Theorem 10.9.

Positive energy. In mathematical physics, the operator 1
2
κ is called the confor-

mal Hamiltonian (cf. Mack [18]) and the operators iN1,0 = iE and iN0,ej are the
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momentum operators P µ (µ = 0, 1, . . . , n). In particular, the operator P 0 := iE
corresponding to time translation is the energy operator. The representation of
H + is a unitary representation of G̃ with positive energy P 0 > 0. To make this
more precise, we identify H + as the set of formal sums

H
+ =

{∑
p>0,l,j ap,l,j fp,l,j |

∑
p>0,l,j |ap,l,j|2 <∞

}
. (85)

To say that f ∈H + , f 6= 0, has positive energy means that 〈f, P 0f〉 = E(f)〈f, f〉
with E(f) > 0. Since {fp,l,j} is an orthonormal basis of H + it suffices to show
the following result.

Proposition 10.10. Let f ∈H + such that κf = pf . Then

〈f, P 0f〉 = p

2
〈f, f〉

and hence E(f) =
p

2
> 0.

Proof. We may assume that f = fp,l,j . Solving (72) for iE we find,

P 0 = iE =
1

2
(κ− e+ + e−).

Now, since κfp,l,j = pfp,l,j and e±fp,l,j = (∗)fp±2,l,j , it follows that

〈f, P 0f〉 = 1

2

(
〈f, κf〉 − 〈f, e+f〉+ 〈f, e−f〉

)
=

1

2
〈f, κf〉 = p

2
〈f, f〉,

which completes the proof.

Smooth f ∈ H+ , where we interpret H+ in the non-compact picture as in
(85), are solutions to the wave equation �f = 0. Following de Broglie, if f 6= 0
has energy E(f), we expect f to have wave length

λ =
2π

E(f)
. (86)

(Note that we use “God’s units”, i.e., c = ~ = 1.) To illustrate this heuristic fact

we consider the lowest weight vectors of the K̃ -types in H+ that we computed
earlier. Up to normalization, these are the solutions to the wave equation of the
form

f(t, x) =
(xn − ixn−1)

k

√
(1− it)2 + ‖x‖2 2k+n−1

, (87)

where k ∈ Z≥0 . Here p = 2(k−r) = 2k+n−1 and hence E(f) = k−r . Figure 10
shows the real part of a typical lowest weight vector (n = 3, k = 50) for some
fixed t ≫ 0 along the xn -axis. (More precisely, Figure 10 shows the graph of
ℜf(t, 0, . . . , 0, xn) as a function of xn for some fixed t ≫ 0.) The wave length
λ is also indicated. If the picture is animated by increasing t , we would see the
wave package travel to the right. The shape of the wave packet (in particular, its
wave length) remains essentially the same, but the amplitude decays on the order
of tr = t(1−n)/2 .
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λ

ℜf(t, 0, . . . , 0, xn)

xn

Figure 5: A wave packet corresponding to a lowest weight vector

11. Weak Solutions and Real Solutions

Distributional solutions. As above, we identify H ± as sets of formal sums

H
± =

{∑
p,l,j ap,l,j fp,l,j |

∑
p,l,j |ap,l,j|2 <∞

}
, (88)

with p > 0 for H + and p < 0 for H − . Let gp,l,j ∈ C ∞(R1,n) be the function
in the non-comnpact picture corresponding to Gp,l,j given by (84). Since Fp,l,j =

2−r|p|− 1
2Gp,l,j and hence fp,l,j = 2−r|p|− 1

2 gp,l,j , it follows that
∑

p,l,j

ap,l,j fp,l,j = 2−r
∑

p,l,j

|p|−
1
2 ap,l,j gp,l,j.

By Corollary 10.4, {gp,l,j} is an orthogonal set in L 2 (λ(t, x)−2 dt dx) with

‖gp,l,j‖2L 2(λ(t,x)−2 dt dx) = 2−n−2.

Thus, f =
∑

p,l,j ap,l,j fp,l,j can be thought of as converging to a function in

L 2 (λ(t, x)−2 dt dx) if and only if
∑

p,l,j

|p|−1 |ap,l,j|2 <∞.

As
∑

p,l,j |ap,l,j|2 < ∞ , the above equation is always satisfied for f ∈ H ± . This

shows that we have an embedding H ± ⊆ L 2 (λ(t, x)−2 dt dx).

As naturally expected, elements of H ± may be viewed as distributional
solutions to the wave equation. To make this precise, write f ∈ H ± as a sum
f =

∑
p,l,j ap,l,j fp,l,j viewed as an element of L 2 (λ(t, x)−2 dt dx). We identify f

with a distribution of the same name by setting

〈f, φ〉dist :=
∫

Rn+1

f(t, x)φ(t, x) dt dx

where φ ∈ C ∞
c (R1,n) is a test function.
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Theorem 11.1. The elements of H ± are weak solutions to the wave equation
on R

1,n .

Proof. Write f =
∑

p,l,j ap,l,j fp,l,j . First we claim that

〈f, φ〉dist =
∑

p,l,j

ap,l,j

∫

R1,n

fp,l,j(t, x)φ(t, x) dt dx.

To verify this, let I ⊆ {(p, l, j)} be finite and use Hölder’s Inequality to calculate

∣∣〈f,φ〉dist −
∑

(p,l,j)∈I

ap,l,j

∫

R1,n

fp,l,j(t, x)φ(t, x) dt dx
∣∣

≤
∫

R1,n

∣∣(f(t, x)−
∑

(p,l,j)∈I

ap,l,jfp,l,j(t, x)
)
φ(t, x)

∣∣ dt dx

=

∫

R1,n

∣∣(f(t, x)−
∑

(p,l,j)∈I

ap,l,jfp,l,j(t, x)
)
λ(t, x)−1φ(t, x)λ(t, x)

∣∣ dt dx

≤
∥∥f −

∑

(p,l,j)∈I

ap,l,jfp,l,j
∥∥

L 2(R1,n,λ(t,x)−2 dt dx)
· ‖φλ‖L 2(R1,n).

Since ‖f−∑(p,l,j)∈I ap,l,jfp,l,j‖L 2(R1,n,λ(t,x)−2 dt dx) → 0 for large I and since |φλ|2 is
still a test function, the claim follows by taking limits. Using this result, it follows
that

〈�f, φ〉dist = 〈f,�φ〉dist =
∑

p,l,j

ap,l,j

∫

R1,n

fp,l,j�φ dt dx

=
∑

p,l,j

ap,l,j

∫

R1,n

�fp,l,jφ dt dx = 0

as desired.

Classical solutions. The main theorem of this section shows that if Φ and Ψ
are sufficiently nice real-valued functions on R

n , then the solution to the Cauchy
problem {

�u = 0,

u(0, x) = Φ(x), ∂tu(0, x) = Ψ(x),
(89)

can be obtained from continuous elements of H ± .

Theorem 11.2. Suppose Φ ∈ C ⌈n+6
2 ⌉ (Rn) and Ψ ∈ C ⌈n+4

2 ⌉ (Rn) are real-
valued functions satisfying the decay conditions (using standard multi-index nota-
tion)

∣∣∣∂αxΦ(x)
∣∣∣ ≤ C

(
1 + ‖x‖2

) 1
2(1−n−⌈n+6

2 ⌉−|α|)
,

∣∣∣∂βxΨ(x)
∣∣∣ ≤ C

(
1 + ‖x‖2

) 1
2(1−n−⌈n+4

2 ⌉−|β|)
,
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for 0 ≤ |α| ≤
⌈
n+6
2

⌉
and 0 ≤ |β| ≤

⌈
n+4
2

⌉
. Let u ∈ C 2(R1,n) be the solution to

the Cauchy problem (89). Then there is a unique C 2 -function f ∈H + such that
u = Re(f).

Remark 11.3. It is well know that if Φ ∈ C ⌈n+3
2 ⌉ (Rn) and Ψ ∈ C ⌈n+1

2 ⌉ (Rn)
then the solution u to the Cauchy problem (89) is in C 2(R1,n). For a proof of this
result see [Folland, Chapter 5].

The proof of this theorem will be given at the end of the section. To give
some motivation, we temporarily work formally in this paragraph. Suppose u ∈
C 2(R1,n) is a real-valued solution to the wave equation sitting inside H +⊕H − .
Then we can write u = f+ + f− with f± ∈H ± given by

f+ :=
∑

p>0,l,j

ap,l,j fp,l,j and f− :=
∑

p>0,l,j

a−p,l,j f−p,l,j.

Since u is real-valued and fp,l,j = f−p,l,j , it follows immediately that a−p,l,j = ap,l,j
and that f+ = f− . Moreover, as 〈fp,l,j, f−p,l′,j′〉 = 0, we have ap,l,j = 〈fp,l,j, u〉 for
p > 0 and hence

u = Re

(
2
∑

p>0,l,j

ap,l,j fp,l,j

)

with 2
∑

p>0,l,j ap,l,j fp,l,j ∈H + . In turn, this ought to give us

u(0, x) = 2
∑

p>0,l,j

Re (ap,l,j) fp,l,j(0, x)

∂tu(0, x) = −2
∑

p>0,l,j

p Im (ap,l,j) fp,l,j(0, x)

since the functions fp,l,j(0, x) are real-valued (by our choice of basis for the
harmonic polynomials in Section 8) and since κfp,l,j(0, x) = −i∂tfp,l,j(0, x) =
p fp,l,j(0, x). In particular, the coefficient ap,l,j can be read off from the expansion
of u(t, x) and ∂tu(t, x) at t = 0. To make these arguments rigorous, we need
control on the magnitude of the coefficients ap,l,j .

Before doing so, we introduce a general change of coordinates that mimics
the passage from the non-compact picture to the compact picture.

Definition 11.4. Given a function u(t, x) on R
1,n , define the function U(ϕ, θ, x̂)

on R× R× Sn−1 by

U(ϕ, θ, x̂) := imj

∣∣∣∣
cosϕ+ cos θ

2

∣∣∣∣
r

u

(
sinϕ

cosϕ+ cos θ
,

x̂ sin θ

cosϕ+ cos θ

)
.

For u ∈ C 1(R1,n), we let

κu := −i
(
2t (E − r) +

(
1 + ‖(t, x)‖2

)
∂t
)
u

κU := −2i∂ϕU.
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Lemma 11.5. Let f, g ∈ C 2(R1,n) be solutions to the wave equation such that
∂tκf g

∣∣
t=0

, κf ∂tg
∣∣
t=0

, ∂tf κg
∣∣
t=0

, f ∂tκg
∣∣
t=0
∈ L 1(Rn) and such that xifg

∣∣
t=0

,

x2i ∂xi
f g
∣∣
t=0

, and x2i f ∂xi
g
∣∣
t=0
→ 0 as ‖x‖ → ∞. Then 〈κf, g〉 = −〈f, κg〉.

Proof. Use integration by parts twice in the last step to calculate

〈κf, g〉+ 〈f, κg〉

= i

∫

Rn

(
∂tκf g − κf ∂tg

) ∣∣
t=0

dx− i
∫

Rn

(
∂tf κg − f ∂tκg

)
|t=0 dx

=

∫

Rn

[
−
(
2 (E − r) f + (1 + ‖x‖2)f tt

)
g + (1 + ‖x‖2)f tgt

] ∣∣
t=0

dx

−
∫

Rn

[
f t(1 + ‖x‖2)gt − f

(
2 (E − r) g + (1 + ‖x‖2)gtt

)] ∣∣
t=0

dx

=

∫

Rn

[2
(
−E f g + f E g

)
+ (1 + ‖x‖2)

(
−f ttg + fgtt

)
]
∣∣
t=0

dx

=

∫

Rn

[2
(
−E f g + f E g

)
+ (1 + ‖x‖2)

(
−△ f g + f △ g

)
]|t=0 dx

=

∫

Rn

[2
(
fE g + fE g

)
+ 2nfg

+ (1 + ‖x‖2)
(
−f △ g + f △ g

)
− 2nfg − 4fE g]

∣∣
t=0

dx

= 0.

We now determine growth rates of certain coefficients. Recall r = (1−n)/2.

Lemma 11.6. Let N = ⌈n+5
2
⌉ and let u(t, x) ∈ C 2 (R1,n) be a real-valued

solution to the wave equation in R
1,n satisfying the decay condition

∣∣∣∣
∂k

∂ta∂xβ
u(0, x)

∣∣∣∣ ≤ C
(
1 + ‖x‖2

)r−N+k
2

with a + |β| = k for 0 ≤ k ≤ N . Working with p > 0 and 0 ≤ k ≤ N , we have
κkU(0, θ, x̂) ∈ L 2

(
sinn−1 θ dθdx̂

)
which can be uniquely written as

κkU(0, θ, x̂) =
∑

p,l,j

c
(k)
p,l,j Gp,l,j(0, θ, x̂)

as L 2 -functions for some constants c
(k)
p,l,j ∈ ikR. Then

c
(k)
p,l,j =




pkc

(0)
p,l,j, if k is even

pk−1c
(1)
p,l,j, if k is odd.

Moreover, ∑

p,l,j

pn+εn |c(0)p,l,j|2 <∞

where εn = 4, 3, 6, or 5 depending on whether n ≡ 0, 1, 2, or 3 mod(4) and
∑

p,l,j

pn+ε′n |c(1)p,l,j|2 <∞
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where ε′n = 4, 3, 2, or 4 depending on whether n ≡ 0, 1, 2, or 3 mod(4). Finally,

〈Fp,l,j, U〉 = 2r−1p−
1
2

(
p c

(0)
p,l,j + c

(1)
p,l,j

)
.

Proof. For the statement κkU(0, θ, x̂) ∈ L 2
(
sinn−1 θ dθdx̂

)
, recall that κ

acts on u by the operator −i
(
2t (E − r) +

(
1 + ‖(t, x)‖2

)
∂t
)
. It is therefore

straightforward to verify that

∣∣κku(0, x)
∣∣

≤
k∑

j=0

∑

aj+|βj |=j

|polynomial in x of degree at most (j + k)|
∣∣∣∣

∂j

∂aj t∂βjx
u(0, x)

∣∣∣∣ .

Since our decay condition on u forces

|polynomial in x of degree at most (j + k)|
∣∣∣∣

∂j

∂aj t∂βjx
u(0, x)

∣∣∣∣

≤ C ′
(
1 + ‖x‖2

) j+k
2
(
1 + ‖x‖2

)r−N+j
2

= C ′
(
1 + ‖x‖2

)r+ k−N
2 ≤ C ′

(
1 + ‖x‖2

)r

for some constant C ′ , it follows that there is a constant C ′′ so that

∣∣κku(0, x)
∣∣ ≤ C ′′

(
1 + ‖x‖2

)r
.

Noting that 1 +
∥∥ x̂ sin θ
1+cos θ

∥∥2 = 2 (1 + cos θ)−1 , the definition of U = Φ(u) implies

∣∣κkU(0, θ, x̂)
∣∣ =

∣∣κkΦ(u)(0, θ, x̂)
∣∣ =

∣∣Φ(κku)(0, θ, x̂)
∣∣

=

∣∣∣∣
(
1 + cos θ

2

)r

κku

(
0,

x̂ sin θ

1 + cos θ

)∣∣∣∣

≤
(
1 + cos θ

2

)r

C ′′

(
1 + cos θ

2

)−r

= C ′′.

In particular, this shows that κkU(0, θ, x̂) ∈ L 2(sinn−1 θ dθdx̂). As {Gp,l,j

∣∣
ϕ=0
} is

an orthonormal basis of L 2(sinn−1 θ dθdx̂), we can write

κkU(0, θ, x̂) =
∑

p,l,j

c
(k)
p,l,j Gp,l,j(0, θ, x̂)

as L 2(sinn−1 θ dθdx̂)-functions for some constants c
(k)
p,l,j ∈ ikR since κU = −2i∂ϕU

and since U(0, θ, x̂) is real-valued.

For the next part, write

a
(k)
p,l,j = 〈fp,l,j, κk u〉 = 〈Fp,l,j, κ

k U〉
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and calculate, for 1 ≤ k ≤ N ,

a
(k−1)
p,l,j = 〈Fp,l,j, κ

k−1U〉

= i22r
∫

[0,π]×Sn−1

(
∂ϕF p,l,j κ

k−1U − F p,l,j ∂ϕκ
k−1U

) ∣∣
ϕ=0

sinn−1 θ dθdx̂

= i2rp−
1
2

∫

[0,π]×Sn−1

(
∂ϕGp,l,j κ

k−1U − i1
2
Gp,l,j κ

kU

) ∣∣
ϕ=0

sinn−1 θ dθdx̂

= 2r−1p−
1
2

∫

[0,π]×Sn−1

(
pGp,l,j κ

k−1U +Gp,l,j κ
kU
) ∣∣

ϕ=0
sinn−1 θ dθdx̂

= 2r−1p−
1
2

(
p c

(k−1)
p,l,j + c

(k)
p,l,j

)
.

On the other hand,

a
(k−1)
p,l,j = 〈κk−1Fp,l,j, U〉 = 〈pk−1Fp,l,j, U〉 = pk−1a

(0)
p,l,j = 2r−1pk−

3
2

(
p c

(0)
p,l,j + c

(1)
p,l,j

)

so that
p c

(k−1)
p,l,j + c

(k)
p,l,j = pkc

(0)
p,l,j + pk−1c

(1)
p,l,j.

Using either induction or the fact that c
(k)
p,l,j ∈ ikR , it follows immediately that

c
(k)
p,l,j =

{
pkc

(0)
p,l,j, k even

pk−1c
(1)
p,l,j, k odd.

As we clearly have
∑

p,l,j |c
(k)
p,l,j|2 <∞ , we get that

∑

p,l,j

p2N |c(0)p,l,j|2 =
∑

p,l,j

|c(N)
p,l,j|2 <∞ and

∑

p,l,j

p2(N−2)|c(1)p,l,j|2 =
∑

p,l,j

|c(N−1)
p,l,j |2 <∞

when N is even, and
∑

p,l,j

p2(N−1)|c(0)p,l,j|2 =
∑

p,l,j

|c(N−1)
p,l,j |2 <∞ and

∑

p,l,j

p2(N−1)|c(1)p,l,j|2 =
∑

p,l,j

|c(N)
p,l,j|2 <∞

when N is odd. The rest of the lemma follows from these inequalities.

Heading towards proving uniform convergence, we give some pointwise
upper bounds for various sums that are later needed in the proof.

Proposition 11.7. Fix n ≥ 2 and let p ≥ n − 1 = −2r . Work with p > 0.
Then there exist positive constants C1 , C2 , C3 such that for any choice of cp,l,j ∈
C,

∑

l,j

∣∣Gp,l,j(ϕ, θ, x̂)
∣∣2 ≤ C2

1p
n−1, (90)

∣∣∑

p,l,j

cp,l,j Gp,l,j(ϕ, θ, x̂)
∣∣ ≤ C2

(∑

p,l,j

pn+1|cp,l,j|2
) 1

2

, (91)

∣∣∑

p,l,j

cp,l,j∂θGp,l,j(ϕ, θ, x̂)
∣∣ ≤ C3

(∑

p,l,j

pn+3|cp,l,j|2
) 1

2

. (92)
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Proof. For the first inequality (90), recall that for fixed p , {Gp,l,j|ϕ=0} forms an
orthonormal basis for Hl+d=r+ p

2
(Sn) written with respect to the polar coordinates

(− cos θ, x̂ sin θ). Noting that |Gp,l,j(ϕ, θ, x̂)| is independent of ϕ , Stein-Weiss [25,
Cor. 2.9] shows

∑

l,j

|Gp,l,j(ϕ, θ, x̂)|2 =
dimHr+ p

2
(Sn)

Surface area of Sn . (93)

In turn, we find an upper bound of the right hand side of (93):

dimHk(S
n)

Surface area of Sn =

(
n+k
k

)
−
(
n+k−2
k−2

)

2π
n
2

Γ(n
2 )

=
n+2k−1

k

(
n+k−2
k−1

)

2ε(2π)
n−ε
2

(n−2)!!

(for k ≥ 1)

= 2−ε (2π)−
n−ε
2
n+ 2k − 1

k

(n+ k − 2)!(n− 2)!!

(k − 1)!(n− 1)!

≤ n+ 2k − 1

k

(n+ k − 2)!

(k − 1)!

≤ n+ 2k − 1

k
(n+ k − 2)n−1

≤ (n+ 1) (n+ k − 2)n−1.

Recalling that p ≥ n− 1 = −2r , for k = r + p
2
we obtain

(n+ k − 2)n−1 = (n+ r +
p

2
− 2)n−1 = (−2r + p

2
− 1)n−1

≤
(
p+

p

2

)n−1

=

(
3

2

)n−1

pn−1.

For the second inequality (91), use the first and Hölder’s Inequality to calculate

∑

p,l,j

|cp,l,j Gp,l,j(ϕ, θ, x̂)| =
∑

p,l,j

∣∣∣pn+1
2 cp,l,j p

−n+1
2 Gp,l,j(ϕ, θ, x̂)

∣∣∣

≤
(∑

p,l,j

pn+1|cp,l,j|2
) 1

2
(∑

p

p−n−1
∑

l,j

|Gp,l,j(ϕ, θ, x̂)|2
) 1

2

≤ Cn

(∑

p

p−2

) 1
2
(∑

p,l,j

pn+1|cp,l,j|2
) 1

2

.

For the third inequality (92), view x̂ ∈ Sn−1 ⊆ Sn as being temporarily fixed.
Let Xx̂ ∈ so(n + 1) be the infinitesimal rotation in the plane spanned by −e1
and x̂ scaled so that Xx̂G(ϕ, θ, x̂) = ∂θG(ϕ, θ, x̂) for smooth functions G on Sn .
As SO(n + 1) is a compact group, there is an orthonormal basis for Hr+ p

2
(Sn)

consisting of eigenfunctions for Xx̂ . Write {Gp,x̂,k}1≤k≤dimH
r+

p
2
(Sn) for such a basis

with
Xx̂ ·Gp,x̂,k = λp,kGp,x̂,k.
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Furthermore, we may choose a Cartan subalgebra of so(n + 1) containing Xx̂ so
that the {λp,k} coincides with the weights evaluated on Xx̂ . Since Hr+ p

2
(Sn) has

highest weight
(
r + p

2

)
ε1 and since Xx̂ generates a standard rotation,

max
k
|λp,k| ≤ 2

(
r +

p

2

)
≤ p.

For any coefficients cp,l,j ∈ C , we can write

∑

l,j

cp,l,jGp,l,j =
∑

k

ap,x̂,kGp,x̂,k

for some ap,x̂,k ∈ C . Of course,

∑

l,j

|cp,l,j|2 =
∑

k

|ap,x̂,k|2

and ∑

l,j

cp,l,j ∂θGp,l,j(ϕ, θ, x̂) =
∑

k

ap,x̂,k λp,kGp,x̂,k(ϕ, θ, x̂).

Noting that the first part only depends on the fact that {Gp,l,j|ϕ=0} forms an
orthonormal basis for Hl+d=r+ p

2
(Sn) and using Hölder’s Inequality shows

∣∣∣∣
∑

p,l,j

cp,l,j ∂θGp,l,j(ϕ, θ, x̂)

∣∣∣∣ ≤
∑

p

∣∣∣∣
∑

l,j

cp,l,j∂θGp,l,j(ϕ, θ, x̂)

∣∣∣∣

=
∑

p

∣∣∣∣
∑

k

ap,x̂,k λp,kGp,x̂,k(ϕ, θ, x̂)

∣∣∣∣

≤
∑

p,k

∣∣∣pn+1
2 ap,x̂,kλp,k p

−n+1
2 Gp,x̂,k(ϕ, θ, x̂)

∣∣∣

≤
(∑

p,k

∣∣∣pn+1
2 ap,x̂,kλp,k

∣∣∣
2
) 1

2
(∑

p,k

|p−n+1
2 Gp,x̂,k(ϕ, θ, x̂)|2

) 1
2

≤
(∑

p,k

max
k
|λp,k|2pn+1|ap,x̂,k|2

) 1
2
(∑

p,k

p−n−1|Gp,x̂,k(ϕ, θ, x̂)|2
) 1

2

≤
(∑

p,l,j

p2pn+1|cp,l,j|2
) 1

2
(∑

p

p−n−1C2
2 pn−1

) 1
2

= C2

(∑

p

p−2

) 1
2
(∑

p,l,j

pn+3|cp,l,j|2
) 1

2

as desired.

We are now in a position to prove the main result.

Proof of Theorem 11.2 (and Theorem 1.3). Note that Theorem 11.2 is a
stronger version of Theorem 1.3. Thus, it suffices to prove Theorem 11.2.
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Given u(t, x) ∈ C 2 (R1,n) a real-valued solution to the wave equation in
R

1,n satisfying the above decay conditions, let

cp,l,j = 2 〈fp,l,j, u〉 = 2 〈Fp,l,j, U〉 = 2rp−
1
2

(
p c

(0)
p,l,j + c

(1)
p,l,j

)

for p > 0 and consider

f =
∑

p,l,j

cp,l,j fp,l,j

with corresponding image under Φ,

F =
∑

p,l,j

cp,l,j Fp,l,j =
∑

p,l,j

2−rp−
1
2 cp,l,j Gp,l,j.

We first show that F converges uniformly and so is continuous. To that
end, the above theorem shows

∑

p,l,j

∣∣p− 1
2 cp,l,j Gp,l,j

∣∣ ≤ C2

(∑

p,l,j

pn|cp,l,j|2
) 1

2

.

Since cp,l,j = 2rp−
1
2

(
p c

(0)
p,l,j + c

(1)
p,l,j

)
, Hölder’s inequality and the Weierstrass M -

test shows that it suffices to show

∑

p,l,j

pn+1|c(0)p,l,j|2 <∞
∑

p,l,j

pn−1|c(1)p,l,j|2 <∞.

However, these two facts are established by our previous lemma.

In particular, F and F |ϕ=0 are continuous. Since, as L 2
(
sinn−1 θ dθ dx̂

)

functions,

ReF |ϕ=0 = Re
∑

p,l,j

2−rp−
1
2 cp,l,j Gp,l,j|ϕ=0 =

∑

p,l,j

c
(0)
p,l,j Gp,l,j|ϕ=0

=
∑

p,l,j

〈Gp,l,j, U〉 Gp,l,j|ϕ=0 = U |ϕ=0,

and since U is also continuous, ReF |ϕ=0 = U |ϕ=0 . Therefore Re f |ϕ=0 = u|ϕ=0.

We next turn our attention to ∂tf . To this end, recall that N0,1 = −∂t in
the non-compact picture and that

N0,1 = −r cos θ sinϕ− (cos θ cosϕ+ 1) ∂ϕ + sin θ sinϕ∂θ

in the compact picture. Looking at the initially formal sum of derivatives, we get

∑

p,l,j

∣∣∣2−rp−
1
2 cp,l,j N0,1Gp,l,j

∣∣∣ ≤
∑

p,l,j

(
|c(0)p,l,j|+ p−1|c(1)p,l,j|

)
((|r|+ p) |Gp,l,j|+ |∂θGp,l,j|) .
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To show this is finite, it suffices show that

∑

p,l,j

p |c(0)p,l,j| |Gp,l,j| <∞ (94)

∑

p,l,j

|c(1)p,l,j| |Gp,l,j| <∞ (95)

∑

p,l,j

|c(0)p,l,j| |∂θGp,l,j| <∞ (96)

∑

p,l,j

p−1|c(1)p,l,j| |∂θGp,l,j| <∞. (97)

For (94) and (95), it reduces to showing

∑

p,l,j

pn+3|c(0)p,l,j|2 <∞ and
∑

p,l,j

pn+1|c(1)p,l,j|2 <∞.

Since these bounds are known from the previous lemmas, consider the last two
inequalities (96) and (96). From the previous proposition we know

∑

p,l,j

|c(0)p,l,j||∂θGp,l,j| ≤ C3

(∑

p,l,j

pn+3|c(0)p,l,j|2
) 1

2

∑

p,l,j

p−1|c(1)p,l,j||∂θGp,l,j| ≤ C3

(∑

p,l,j

pn+1|cp,l,j|2
) 1

2

which are finite.

As a result, term-by-term differentiation of F is allowed and N0,1F is
continuous. Thus ∂tf is continuous, a solution to the wave equation, and

Re ∂tf |t=0 = Re
∑

p,l,j

2−rp−
1
2 cp,l,j ∂tgp,l,j|t=0 = Re

∑

p,l,j

2−rp−
1
2 cp,l,j iκgp,l,j|t=0

= Re
∑

p,l,j

2−rip
1
2 cp,l,j gp,l,j|t=0 =

∑

p,l,j

ic
(1)
p,l,j gp,l,j|t=0

=
∑

p,l,j

〈gp,l,j, iZu〉 gp,l,j|t=0 = iZu|t=0 = ∂tu|t=0

as L 2
(
sinn−1 θ dθdx̂

)
functions. By continuity, we get Re ∂tf |t=0 = ∂tu|t=0 . Since

we already had Re f |ϕ=0 = u|ϕ=0 , it follows that Re f = u by the uniqueness of
solutions to the Cauchy problem.
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