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Abstract. Given a locally compact group G and a compact subgroup K , we
develop and study a spherical transform on the convolution algebra Cc,δ(G) of all
continuous functions f with compact support on G such that χδ∗f = f∗χδ = f .
Here χδ denotes the character of a unitary irreducible representation of K times
its dimension. We obtain an inversion formula for the spherical transform by
using the Fourier inversion formula in G .

The case of the group G = SU(2, 1) and the compact subgroup K = U(2)
is discussed in detail. We give explicit expressions for the spherical transform
and the corresponding inversion formula in terms of the matrix hypergeometric
function 2H1 .
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1. Introduction

Historically the theory of spherical functions dates back to the classical papers of
É. Cartan and H. Weyl. They showed that spherical harmonics arise naturally by
studying functions on the n-dimensional sphere O(n)/O(n−1) by the methods of
group representations. The first general results were obtained by Gelfand in 1950
who considered zonal spherical functions on a Riemannian symmetric space G/K .
A short time thereafter the fundamental papers of Godement and Harish-Chandra
appeared. They considered a locally compact unimodular group G and a large
compact subgroup K of G ; a topologically irreducible Banach representation U
of G on E ; a fixed class δ ∈ K̂ which occurs m times (m ≥ 1) in U|K and the
K -projection P (δ) onto the K -isotypic component E(δ). Then they study the
function

g 7→ tr(P (δ)U(g)P (δ)), g ∈ G,
called a spherical trace function on G of type δ and height m . These are the
functions which have been studied traditionally in the theory of spherical functions.
When δ is the class of the trivial representation of K one gets the zonal spherical
functions on G/K .
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However one may instead consider the function

Φ : g 7→ P (δ)U(g)P (δ), g ∈ G,

as a function on G with values in End(E(δ)). In such a case such functions can
be characterized by the following intrinsic definition: Φ is a continuous function
on G with values in End(V ) such that Φ(e) = I and

Φ(x)Φ(y) =

∫
K

χδ(k
−1)Φ(xky) dk.

Here V is any finite dimensional complex vector space and χδ = d(δ) tr δ . Such
functions are the spherical functions of type δ , or the matrix spherical functions,
see [16] and [6].

Let G be a locally compact unimodular group and let K be a compact
subgroup of G . The present paper is devoted to developing and studying a spher-
ical transform F on the convolution algebra Cc,δ(G) of all continuous functions f
with compact support on G such that χδ ∗ f = f ∗ χδ = f .

The spherical transform on connected semisimple Lie groups has been in-
vestigated in [3, Section 5]. The spherical transform is defined on certain algebra
Cc(G, δ, δ) isomorphic to the algebra Ic,δ(G) of those functions on Cc,δ(G) which
are K -central. Also in [1] and [2] the spherical transform of Ic,δ(G) is studied

under the assumption that the multiplicity of δ in U |K is one for every δ ∈ K̂ and
every unitary representation U of G . In such a case, the algebra Ic,δ(G) turns out
to be the center of Cc,δ(G) and the spherical transform reduces to a scalar.

The spherical transform of Ic,δ(G) in complex hyperbolic spaces Hn(C)
was studied in [2]. It is important to point out that this work only deals with
spherical functions of type τj , j = 0, . . . , n , where τj denotes the fundamental
representations of K . For these particular K -types, the author is able to give
explicit expressions for the spherical functions involving Jacobi functions. The
spherical functions turn out to be vectors of dimension 2.

There is a close connection between the algebras Cc,δ(G) and Ic,δ(G) and
between their representation theories. But we are particularly interested to discuss
the relationship between the spherical transforms of both algebras.

Let I(δ) = C(K)∗χ̄δ . According to Warner ([18, vol.I Proposition 4.5.1.8 pp. 310-
311]) there is an isomorphism of *-algebras between I(δ) ⊗ Ic,δ(G) and Cc,δ(G)
given by d : u ⊗ h 7→ u ∗ h , following a result of Dieudonné. The linear map ξ :
I(δ)→ End(Vδ) defined by ξ(u) =

∫
K
u(k)δ(k) dk is a *-isomorphism of algebras.

Since V = Vδ ⊕ · · · ⊕ Vδ as K -modules, the linear map ι : End(Vδ)⊗EndK(V )→
End(V ) defined by ι(S⊗T ) = (S⊕· · ·⊕S)T is also a *-isomorphism of algebras.
Then it is easy to verify that the following diagram is commutative,

I(δ)⊗ Ic,δ(G)
d−−−→ Cc,δ(G)

ξ⊗FΦ

y yFΦ

End(Vδ)⊗ EndK(V )
ι−−−→ End(V )

(cf. Tirao [16, Remark 3.8 p. 91)]. But there is no explicit formula for the inverse
of d and ι is not canonical. If h ∈ Ic,δ(G) we have ĥ(Φ) = ĥ(Ψ) where Ψ is the
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K -central spherical function associated to Φ (Ψ and Φ are related by Propositions
3.3 and 3.6 of [16]). Therefore if f = u ∗ h the commutative diagram gives

f̂(Φ) = ι(ξ(u)⊗ ĥ(Ψ)).

This implies that the general theory of the spherical transform developed in Section
4 for Cc,δ(G) is equivalent to the corresponding theory developed in Section 5 of [3].
Nevertheless there is no way to express the spherical transform of an f ∈ Cc,δ(G)
in terms of the spherical transform of Ic,δ(G) unless f be given as f = u ∗ h .

If one is interested to develop radial harmonic analysis for the homogeneous
vector bundle Eδ on G/K associated with the K -type δ , then the spherical
transform theory on Ic,δ is enough for that purpose. Indeed, as it is well known,
the convolution algebra Cc(G, δ, δ) of δ -radial functions of Eδ is (anti)-isomorphic
to Ic,δ , see for example Warner [18, vol.II, p. 3].

We also consider the case of the complex hyperbolic plane H2(C) in full
generality, i.e. for any K -type. Since we work with spherical functions of an
arbitrary K -type, the spherical functions are now described explicitly in terms of
matrix valued hypergeometric functions. In this way we obtain expressions for the
spherical transform and the corresponding inversion formula which involve matrix
hypergeometric functions of arbitrary size. This combination of abstract harmonic
analysis with the analytic theory of matrix hypergeometric functions generalizes
the theory developed in the 70’s (see for instance the works of T. Koornwinder
and M. Flensted-Jensen). It is worth noting that this generalization is non-trivial
since we need to consider special functions which take values in the n×n matrices
and the non-commutativity plays a very important role in the theory.

The paper is organized as follows:

Section 2 contains a brief review of general facts concerning spherical func-
tions.

In Section 3 we define unitary and positive definite spherical functions
and we study their relation. In the scalar case, positive definite functions are
closely related to irreducible unitary representations of G . This connection is
a key piece in the proof of Gelfand-Raikov’s Theorem. We use these results to
connect, in the matrix case, irreducible positive definite spherical functions of type
δ with irreducible unitary representations of G which contain the K -type δ upon
restriction to the subgroup K (Theorem 3.9 and Corollary 3.11). Moreover, in
Proposition 3.15, we show that there is a bijection between the set of equivalence
classes of irreducible positive definite spherical functions and Ĝ(δ), the set of those
U ∈ Ĝ which contain δ upon restriction to K with finite multiplicity.

The main goal of Section 4 is to obtain an inversion formula for the spherical
transform for f ∈ Cc,δ(G). For any f ∈ Cc,δ(G) the spherical transform f̂(Φ) is
defined by

f̂(Φ) =

∫
G

f(x)Φ(x)dx ∈ End(V ),

where Φ is assumed to be an irreducible spherical function of type δ , see Definition
4.1.

In Theorem 4.7 we give an inversion formula for the spherical transform for
f ∈ Cc,δ(G), when K is a large compact subgroup. By using the Fourier inversion
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formula in G , we prove that the spherical transform is inverted by

f(g) =

∫
Ĝ

tr(ΦU(g−1)f̂(ΦU)) dU, f ∈ Cc,δ(G),

where dU denotes the Plancherel measure on Ĝ . Moreover we prove that the
previous integral can be restricted to the set Ĝ(δ).

In [8] one finds a detailed description of the irreducible spherical functions
of any K -type associated to the complex projective plane. This development was
used to give new insight to the relatively new theory of matrix valued orthogonal
polynomials. Thus in [7] the first example of a sequence of matrix orthogonal
polynomials, of size two, which are eigenfunctions of a second order differential
operator was exhibited.

Any zonal spherical function for a rank-one symmetric space G/K , when G
is suitably parameterized, can be identified with a Gauss’ hypergeometric function.
A fruitful generalization of this function is the matrix hypergeometric function
F (u) = 2H1

(
U ;V
C

;u
)
, where C,U, V ∈ End(V ), see [17]). The function F is the

unique analytic solution at u = 0 of the hypergeometric equation

u(1− u)F ′′(u) + (C − uU)F ′(u)− V F (u) = 0,

such that F (0) = I . Then in [12] and [13] the matrix hypergeometric function
was used to write down a sequence of matrix orthogonal polynomials built up
from spherical functions of some particular K -types associated to the complex
projective space. In a forthcoming paper of I. Pacharoni and J. Tirao see [14], the
irreducible spherical functions of any K -type associated to the complex projective
space of any dimension are also given in terms of the matrix hypergeometric
function 2H1

(
U ;V
C

;u
)
. In [15], the same program was carried out for the complex

hyperbolic plane. Hence it is reasonable to expect to obtain a similar result for
the complex hyperbolic space of any dimension.

In Sections 7, 8, 9 and 10 we investigate the spherical transform in the
complex hyperbolic plane. In order to write explicit expressions for the spherical
transform we use the characterization of the matrix spherical functions associated
to the complex hyperbolic plane obtained in [15]. Each irreducible spherical
function Φ is associated to a C`+1 -valued function H which is given in terms
of the matrix hypergeometric function introduced in [17], see Theorem 6.1. It is
worth noting that whenever we consider K -types of dimension one the spherical
transform reduces to a multiple of the Jacobi transform.

In Section 8 we compute all irreducible unitary spherical functions, see
Theorem 8.3. In Section 9 we determine all irreducible positive definite spherical
functions associated with unitary principal series representations of SU(2, 1) and
with discrete series representations. This description is used in Theorem 10.1 to
give the explicit expression for the inversion formula for the spherical transform.

2. Preliminaries

Let G be a locally compact unimodular group and let K be a compact subgroup
of G . Let K̂ denote the set of all equivalence classes of complex finite dimensional
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irreducible representations of K ; for each δ ∈ K̂ , let ξδ denote the character
of δ , d(δ) the degree of δ , i.e. the dimension of any representation in the class
δ , and χδ = d(δ)ξδ . We shall choose once and for all the Haar measure dk on
K normalized by

∫
K
dk = 1. We shall denote by V a finite dimensional vector

space over the field C of complex numbers and by End(V ) the space of all linear
transformations of V into V .

A spherical function Φ on G of type δ ∈ K̂ is a continuous function on G
with values in End(V ) such that Φ(e) = I (I= identity transformation) and

Φ(x)Φ(y) =

∫
K

χδ(k
−1)Φ(xky) dk,

for all x, y ∈ G .

Proposition 2.1. ([16],[6]) If Φ : G −→ End(V ) is a spherical function of
type δ then:

i) Φ(kgk′) = Φ(k)Φ(g)Φ(k′), for all k, k′ ∈ K , g ∈ G.

ii) π : k 7→ Φ(k) is a representation of K such that any irreducible subrepre-
sentation belongs to δ .

Concerning the definition let us point out that the spherical function Φ
determines its type univocally (Proposition 2.1) and let us say that the number of
times that δ occurs in the representation k 7→ Φ(k) is called the height of Φ.

A spherical function Φ : G −→ End(V ) is called irreducible if V has no
proper subspace invariant by all Φ(g), g ∈ G .

Definition 2.2. Given δ ∈ K̂ , we denote by Φ(δ) the set of all equivalence
classes of irreducible spherical functions of type δ .

When G is a connected Lie group then it is not difficult to prove that any
spherical function Φ : G −→ End(V ) is differentiable (C∞ ), and moreover that
it is analytic. From the differential point of view a spherical function of type δ
can be characterized in the following way. Let D(G) denote the algebra of all left
invariant differential operators on G and let D(G)K denote the subalgebra of all
operators in D(G) which are invariant under all right translations by elements in
K . Let (V, π) be a finite dimensional representation of K such that any irreducible
subrepresentation belongs to the same class δ ∈ K̂ . Then we have

Proposition 2.3. ([16],[6]) A function Φ : G −→ End(V ) is a spherical
function of type δ if and only if

i) Φ is analytic.

ii) Φ(k1gk2) = π(k1)Φ(g)π(k2), for all k1, k2 ∈ K , g ∈ G, and Φ(e) = I .

iii) [DΦ](g) = Φ(g)[DΦ](e), for all D ∈ D(G)K , g ∈ G.
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It is also convenient to point out the following facts.

Proposition 2.4. ([16],[6]) The following properties are equivalent:

i) D(G)K is commutative.

ii) Every irreducible spherical function of (G,K) is of height one.

Proposition 2.5. ([16], Remark 4.7) Let Φ,Ψ : G −→ End(V ) be two spherical
functions on a connected Lie group G such that Φ(k) = Ψ(k) for all k ∈ K . Then
Φ = Ψ if and only if [DΦ](e) = [DΨ](e) for all D ∈ D(G)K .

Spherical functions of type δ ∈ K̂ arise in a natural way upon considering
representations of G . If g 7→ U(g) is a continuous representation of G , say on a
complete locally convex, Hausdorff topological vector space E , then

P (δ) =

∫
K

χδ(k
−1)U(k)dk,

is a continuous projection of E onto P (δ)E = E(δ); E(δ) consists of those
vectors in E , the linear span of whose K -orbit is finite dimensional and splits into
irreducible K -subrepresentations of type δ . Whenever E(δ) is finite dimensional
and not zero, the function ΦU : G −→ End(E(δ)) defined by ΦU(g)a = P (δ)U(g)a ,
g ∈ G and a ∈ E(δ) is a spherical function of type δ . Moreover any irreducible
spherical function arises in this way from a topologically irreducible representation
of G (see [16, 6]).

Definition 2.6. Given δ ∈ K̂ , we denote by Ĝ(δ) the set of those U ∈ Ĝ
which contain δ upon restriction to K and such that the multiplicity of δ in π|K
is finite.

We denote by Cc(G) the algebra of all continuous functions with compact
support on G with respect to the usual convolution product

(f1 ∗ f2)(x) =

∫
G

f1(xy−1)f2(y)dy =

∫
G

f1(z)f2(z−1x)dz.

If δ is an irreducible unitary representation of K on the vector space Vδ , we
consider the set Cc,δ(G) of those f ∈ Cc(G) such that χδ ∗ f = f ∗ χδ = f . Since
χδ ∗ χδ = χδ , it is clear that Cc,δ(G) is a subalgebra of Cc(G).

We denote by Cc(G, δ, δ) the following set of End(Vδ)-valued continuous
functions with compact support on G ,

Cc(G, δ, δ) = {F : G −→ End(Vδ) : F (k1gk2) = δ(k−1
2 )F (g)δ(k−1

1 )}.

Let us observe that Cc(G, δ, δ) in an algebra with the convolution product

(F1 ∗ F2)(x) =

∫
G

F2(z−1x)F1(z)dz,
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for any F1 and F2 in Cc(G, δ, δ). As we can observe next, this definition is taken
in order that F1 ∗ F2 ∈ Cc(G, δ, δ). In fact

(F1 ∗ F2)(k1xk2) =

∫
G

F2(z−1k1xk2)F1(z)dz =

∫
G

F2(z−1xk2)F1(k1z)dz

= δ(k−1
2 )(F1 ∗ F2)(x)δ(k−1

1 ).

Let Ic,δ(G) be the algebra of all functions f ∈ Cc,δ(G) such that

f(kxk−1) = f(x), for all x ∈ G, and for all k ∈ K,

i.e. f is K -central.

In [16] and [6] there is a proof of the following proposition.

Proposition 2.7. The following properties are equivalent:

1. Ic,δ(G) is commutative.

2. Every irreducible spherical function of type δ is of height one.

3. Ic,δ(G) is the center of Cc,δ(G).

Proposition 2.8 ([18], vol. II). Given f ∈ Ic,δ(G), let Ff : G −→ End(Vδ) be
the function defined by

Ff (x) =

∫
K

δ(k)f(kx)dk.

Then f 7→ Ff is a isomorphism from Ic,δ(G) onto Cc(G, δ, δ) whose inverse is
given by F 7→ fF where fF = d(δ) tr(F ).

3. Unitary and positive definite spherical functions

Given a function Φ : G −→ End(V ), where V is a finite dimensional complex
vector space with an inner product, we define Φ̌ : G −→ End(V ) by Φ̌(g) =
Φ(g−1)∗ , where ∗ denotes the operation of taking adjoint.

Proposition 3.1. ([9]) The function Φ : G −→ End(V ) is spherical of type δ
if and only if Φ̌ is spherical of type δ .

Proof. Let us assume that Φ is a spherical function of type δ . Then

Φ̌(x)Φ̌(y) = (Φ(y−1)Φ(x−1))∗ =

(∫
K

χδ(k
−1)Φ(y−1kx−1)dk

)∗
=

∫
K

χδ(k)Φ̌(xk−1y)dk.

Furthermore, Φ̌(e) = Φ(e)∗ = I , and thus Φ̌ is a spherical function of type δ . On

the other hand, since ˇ̌Φ = Φ, the proposition is proved.
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Definition 3.2. A spherical function Φ : G −→ End(V ) is said to be unita-
rizable if there exists an inner product on V such that Φ(g)∗ = Φ(g−1), for all
g ∈ G . In such a case we also say that Φ is a unitary spherical function. In other
words Φ is unitary if and only if Φ̌ = Φ.

Proposition 3.3. Let Φ : G −→ End(V ) be a unitary spherical function. Then
Φ is a direct sum of irreducible spherical functions.

Proof. Let W be a nonzero invariant subspace of V of minimal dimension and
let W⊥ be its orthogonal complement. If w⊥ ∈ W⊥ and w ∈ W , we have that

〈Φ(g)w⊥, w〉 = 〈w⊥,Φ(g−1)w〉 = 0.

Therefore W⊥ is an invariant subspace. The proof is completed by induction on
the dimension of V .

A function φ : G −→ C is positive definite if for any n ∈ N ,

n∑
i,j=0

cicjφ(x−1
j xi) ≥ 0, (1)

for all c0, . . . , cn ∈ C and x0, . . . , xn ∈ G .

Positive definite functions satisfy | φ(x) |≤ φ(e) for all x ∈ G , but are not
necessarily continuous functions. However a bounded continuous function φ on G
is positive definite if and only if it is of positive type (cf. [4], Proposition 3.35),
i.e. if and only if φ satisfies∫

G

(f ∗ ∗ f)φ ≥ 0, for all f ∈ L1(G).

Definition 3.4. A spherical function Φ : G −→ End(V ) of type δ is said to be
positive definite if there exists an inner product on V such that x 7→ 〈Φ(x)v, v〉 is
a positive definite function for all v ∈ V , i.e. if for any n ∈ N ,

n∑
i,j=0

cicj〈Φ(x−1
j xi)v, v〉 ≥ 0,

for all c0, . . . , cn ∈ C , x0, . . . , xn ∈ G and for all v ∈ V .

Proposition 3.5. Let Φ be a positive definite spherical function of type δ , then
Φ(g) = Φ(g−1)∗ , i.e. Φ is unitary. Moreover ‖Φ(g)‖ ≤ 2.

Proof. By hypothesis, for any vector v ∈ V the function ξ : x 7→ 〈Φ(x)v, v〉
is positive definite. Therefore if we take n = 1, x0 = 1 and x1 = x , condition (1)
says that the matrix (

ξ(1) ξ(x)
ξ(x−1) ξ(1)

)
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is positive semi-definite. Then we have that

〈Φ(x)v, v〉 = ξ(x) = ξ(x−1) = 〈v,Φ(x−1)v〉.

Therefore
〈(Φ(x)− Φ(x−1)∗)v, v〉 = 0,

for all v ∈ V . For any linear transformation A : V −→ V , the fact that 〈Av, v〉 = 0
for all v ∈ V implies that A = 0. Therefore we have that Φ(x)− Φ(x−1)∗ = 0 or
equivalently Φ(x) = Φ(x−1)∗ .

Let A : V → V be a linear transformation such that |〈Av, v〉| ≤ 〈v, v〉 for
all v ∈ V . If A is Hermitian or skew-Hermitian and Av = λv , then

|λ|〈v, v〉 = |〈Av, v〉| ≤ 〈v, v〉.

Therefore |λ| ≤ 1. This says that ‖A‖ ≤ 1. For any linear transformation A
we write A = (A + A∗)/2 + (A − A∗)/2 and observe that the Hermitian and
skew-Hermitian components of A also satisfy the same hypothesis that A . Then

‖A‖ ≤ ‖A+A∗

2
‖+ ‖A−A∗

2
‖ ≤ 2.

Now if we take A = Φ(g) we have |〈Av, v〉| = |〈Φ(g)v, v〉| ≤ 〈v, v〉 This completes
the proof of the proposition.

Proposition 3.6. Let Φ be a unitary spherical function on G. Then Φ is
positive definite if and only if Φ is bounded and∫

G

(f ∗ ∗ f)Φ ≥ 0, for all f ∈ L1(G), (2)

i.e. the integral on the left hand side of the inequality is an Hermitian positive
definite linear transformation.

Proof. Since Φ is unitary we have(∫
G

(f ∗ ∗ f)(g)Φ(g) dg

)∗
=

∫
G

(f ∗ ∗ f)(g)Φ(g)∗ dg

=

∫
G

(f ∗ ∗ f)(g−1)Φ(g−1) dg.

Since G is unimodular the left hand side of (2) is Hermitian. On the other hand
Φ is positive definite if and only if 〈Φ(g)v, v〉 is of positive type for all v ∈ V . But∫

G

(f ∗ ∗ f)(g)〈Φ(g)v, v〉 dg = 〈
∫
G

(f ∗ ∗ f)(g)Φ(g) dg v, v〉.

This completes the proof of the proposition.

Proposition 3.7. If U is a unitary representation of G on a Hilbert space H
and H(δ) is finite dimensional and nonzero, then the spherical function ΦU =
P (δ)UP (δ) is positive definite and hence unitary.
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Proof. Let a1, . . . , an ∈ C , y1, . . . , yn ∈ G and v ∈ H(δ). Then∑
i,j

aiaj〈Φ(x−1
j xi)v, v〉 =

∑
i,j

aiaj〈P (δ)U(x−1
j xi)P (δ)v, v〉

=
∑
i,j

aiaj〈U(x−1
j xi)P (δ)v, P (δ)v〉

= 〈
∑
i

aiU(xi)v,
∑
j

ajU(xj)v〉 ≥ 0.

This completes the proof.

Corollary 3.8. If G is a compact group then any irreducible spherical function
on G is positive definite and hence unitary.

Proof. If Φ is an irreducible spherical function on G of type δ then there exists
an irreducible finite dimensional representation (H, U) of G such that Φ = P (δ)U
on H(δ). Since U is unitarizable, from Proposition 3.7 it follows that Φ is positive
definite.

Theorem 3.9. Let Φ : G −→ End(V) be a positive definite spherical function
of type δ . Then there exists a unitary representation U on a Hilbert space HU

such that Φ is unitarily equivalent to ΦU = P (δ)UP (δ). In particular ‖ Φ(g) ‖≤ 1
for any g ∈ G.

Proof. By Proposition 3.3 we may assume that Φ is irreducible. Let v be any
nonzero vector in V . Since Φ is a positive definite spherical function, the map
ξ : x 7→ 〈Φ(x)v, v〉 is a continuous positive definite function and therefore it is of
positive type. Thus there exists a unitary representation Uξ on the Hilbert space
Hξ and a cyclic vector ε for Uξ such that 〈Φ(x)v, v〉 = ξ(x) = 〈Uξ(x)ε, ε〉 , (see [4],
Theorem 3.20). By Proposition 2.1 we have that Φ(k1xk2) = Φ(k1)Φ(x)Φ(k2) for
all k1, k2 ∈ K and x ∈ G . Also from Schur’s orthogonality relations we have∫

K

χδ(k
−1)Φ(k)dk = I.

Therefore

〈Φ(x)v, v〉 =

∫
K

∫
K

χδ(k
−1
1 )χδ(k2)〈Φ(k−1

1 xk2)v, v〉dk1dk2

=

∫
K

∫
K

χδ(k
−1
1 )χδ(k2)〈Uξ(k−1

1 )Uξ(x)Uξ(k2)ε, ε〉dk1dk2

= 〈P (δ)Uξ(x)P (δ)ε, ε〉 = 〈Uξ(x)P (δ)ε, P (δ)ε〉.

Therefore we can assume that the cyclic vector ε is in Hξ(δ) = P (δ)Hξ by changing
Hξ by the closed subspace generated by P (δ)ε . Let us observe that since P (δ) is
selfadjoint

〈Φ(x)v, v〉 = 〈Uξ(x)P (δ)ε, P (δ)ε〉 = 〈P (δ)Uξ(x)P (δ)ε, ε〉 = 〈ΦUξ(x)ε, ε〉.
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The theorem will be proved if we verify that Φ is equivalent to ΦUξ . Since Φ is
irreducible and V is finite dimensional, any vector u ∈ V is a linear combination of
Φ(x1)v, . . . ,Φ(xn)v for some x1, . . . , xn ∈ G . For y1, . . . , yn ∈ G and a1, . . . , an ∈
C , let T : V −→ Hξ(δ) be defined in the following way

T

(
n∑
i=1

aiΦ(yi)v

)
=

n∑
i=1

aiΦ
Uξ(yi)ε.

In order to prove that T is well defined let us assume that
∑n

i=1 aiΦ(xi)v = 0 for
certain x1, . . . , xn ∈ G and a1, . . . , an ∈ C . Then we claim that

∑n
i=1 aiΦ

Uξ(xi)ε =
0.

The spherical function ΦUξ is associated to the unitary representation Uξ
and therefore it is a unitary spherical function (See Proposition 3.7), i.e. ΦUξ(x)∗ =
ΦUξ(x−1). If we integrate over K and we apply the integral equation on both sides
of the following equation

χδ(k
−1)〈Φ(xky)v, v〉 = χδ(k

−1)〈ΦUξ(xky)ε, ε〉, (3)

we obtain
〈Φ(y)v,Φ(x−1)v〉 = 〈ΦUξ(y)ε,ΦUξ(x−1)ε〉,

for arbitrary x, y ∈ G . Thus

0 = 〈
n∑
i=1

aiΦ(yi)v,
m∑
i=1

bjΦ(xj)v〉 = 〈
n∑
i=1

aiΦ
Uξ(yi)ε,

m∑
j=1

bjΦ
Uξ(xj)ε〉,

for all b1, . . . , bm ∈ C and x1, . . . , xm ∈ G , and this implies that

n∑
i=1

aiΦ
Uξ(yi)ε = 0.

Finally we take
∑n

i=1 aiΦ(yi)v as a generic element of V . Therefore

TΦ(g)
n∑
i=1

aiΦ(yi)v =
n∑
i=1

aiTΦ(g)Φ(yi)v =
n∑
i=1

aiT

∫
K

χδ(k
−1)Φ(gkyi)v dk

=

∫
K

χδ(k
−1)T

n∑
i=1

aiΦ(gkyi)v dk

=

∫
K

χδ(k
−1)

n∑
i=1

aiΦ
Uξ(gkyi)ε dk

=
n∑
i=1

aiΦ
Uξ(g)ΦUξ(yi)ε = ΦUξ(g)

n∑
i=1

aiΦ
Uξ(yi)ε

= ΦUξ(g)T
n∑
i=1

aiΦ(yi)v.

Now T is clearly a linear isomorphism, and from (3) it follows that it is unitary,
hence the proof of the theorem is completed.
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Remark 3.10. If Φ is an irreducible unitary spherical function such that
ξ(x) = 〈Φ(x)v, v〉 is positive definite for some v ∈ V , v 6= 0, then ξ(x) is positive
definite for all v ∈ V . In fact in the proof of Theorem 3.9 we just used these
hypothesis.

Corollary 3.11. Let Φ : G → End(V ) be an irreducible positive definite
spherical function of type δ . Then there exists an irreducible unitary representation
U on a Hilbert space HU such that Φ is unitarily equivalent to ΦU = P (δ)UP (δ).

Proof. let U be a unitary representation of G on a Hilbert space HU such
that Φ is unitarily equivalent to ΦU = P (δ)UP (δ). If U is not irreducible, then
there exists a closed proper subspace H1 which is U -invariant. Since

P (δ) =

∫
K

χδ(k
−1)U(k)dk,

it follows that P (δ)H1 = H ∩H1 and thus P (δ)H1 is invariant under ΦU and

P (δ)H = P (δ)H1 ⊕ P (δ)H⊥1 .

Then P (δ)H1 = 0 or P (δ)H⊥1 = 0, since ΦU is an irreducible spherical function.

By Zorn’s lemma, there is a maximal collection {Hi}i∈I of mutually orthog-
onal subspaces Hi of HU such that P (δ)Hi = 0 for all i ∈ I , where I is some
(possibly infinite) index set. Then the orthogonal complement of

⊕
i∈I Hi is not

zero, and if it were not irreducible, then there would be a nonzero subspace Hc

orthogonal to all the Hi ’s and such that P (δ)Hc = 0, contradicting the maximal-
ity of I . Therefore (H̃, U |H), where H = (

⊕
i∈I Hi)

⊥ , is an irreducible unitary

representation of G such that P (δ)H̃ = H(δ) and thus ΦU |H = P (δ)U |HP (δ).

The set P of all continuous positive definite functions on G is a convex
cone. We single out the following subset P1 = {ξ ∈ P : ξ(e) = 1} .

Corollary 3.12. If Φ : G→ End(V ) is a positive definite spherical function of
type δ , the following are equivalent:

1. Φ is irreducible.

2. ξ(x) = 〈Φ(x)v, v〉 is an extreme point of P1 for all v ∈ V such that
〈v, v〉 = 1.

3. ξ(x) = 〈Φ(x)v, v〉 is an extreme point of P1 for some v ∈ V such that
〈v, v〉 = 1.

Proof. If Φ is irreducible, by the previous corollary and Corollary (3.24) in
[4], Φ is unitarily equivalent to P (δ)UξP (δ) with Uξ irreducible. Then Theorem
(3.25) in [4] implies that ξ is an extreme point of P1 , for any v ∈ V such that
〈v, v〉 = 1. Thus (1) implies (2).

Since (2) implies (3) is obvious we now assume that ξ is an extreme point of
P1 . Then Theorem (3.25) in [4] says that (Hξ, Uξ) is irreducible and by Theorem
3.8 Φ is irreducible, being equivalent to ΦUξ = P (δ)UξP (δ). This completes the
proof of the corollary.
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Lemma 3.13. Let Φ1 and Φ2 be two equivalent unitary irreducible spherical
functions of type δ . Then Φ1 and Φ2 are unitarily equivalent and Φ1 is positive
definite if and only if Φ2 is positive definite.

Proof. If Φ1 : G −→ End(V1) and Φ2 : G −→ End(V2), we can assume that
there exists a linear transformation T : V2 −→ V1 such that

Φ1(g) = TΦ2(g)T−1, for all g ∈ G.

Hence

TΦ2(g)T−1 = Φ1(g) = Φ1(g−1)∗ = (TΦ2(g−1)T−1)∗ = (T−1)∗Φ2(g)T ∗.

Therefore
Φ2(g) = (T ∗T )−1Φ2(g)T ∗T.

Thus the kernel and the image of T ∗T are stable by Φ2 . The fact that Φ2 is
irreducible implies that T ∗T is a scalar multiple of the identity transformation.
We can choose that constant to be 1 and in such a case T results to be unitary.
Finally we observe that∑

i,j=0

aiaj〈Φ1(x−1
j xi)v, v〉 =

∑
i,j=0

aiaj〈TΦ2(x−1
j xi)T

−1v, v〉

=
∑
i,j=0

aiaj〈Φ2(x−1
j xi)T

−1v, T−1v〉,

for all v ∈ V1 . This completes the proof of the lemma.

Definition 3.14. Let Φ(δ)+ be the set of equivalence classes of irreducible
positive definite spherical functions of type δ , i.e.

Φ(δ)+ = {[Φ] ∈ Φ(δ) : Φ is positive definite}, (4)

For any irreducible unitary representation U of G on a Hilbert space H
such that H(δ) is finite dimensional and nonzero, ΦU is an irreducible positive
definite spherical function. The following proposition establishes that the map
U 7→ ΦU is a well defined function from Ĝ(δ) into Φ(δ)+ .

Proposition 3.15. Let Θ : Ĝ(δ) −→ Φ(δ)+ be defined by

Θ([U ]) = [P (δ)UP (δ)].

Then Θ is a bijection.

Proof. If we take two unitarily equivalent representations (U1,H1), (U2,H2) ∈
Ĝ(δ) then we denote

P1(δ) =

∫
K

χδ(k
−1)U1(k)dk, P2(δ) =

∫
K

χδ(k
−1)U2(k)dk.



374 Román and Tirao

The fact that U1 and U2 are unitarily equivalent says that there exists a unitary
linear transformation T : H1 −→ H2 such that TU1 = U2T . Observe that

P1(δ) =

∫
K

χδ(k
−1)U1(k) =

∫
K

χδ(k
−1)T−1U2(k)T = T−1P2(δ)T,

and therefore

Θ(U1) = P1(δ)U1P1(δ) = T−1P2(δ)TT−1U2TT
−1P2(δ)T

= T−1P2(δ)U2P2(δ)T = T−1Θ(U2)T.

Thus Θ is a well defined mapping from Ĝ onto Φ(δ)+ .

Now we take two equivalent irreducible positive definite spherical functions
Φ1 : G −→ End(V1) and Φ2 : G −→ End(V2). Since Φ1 and Φ2 are equivalent,
Lemma 3.13 says that there exists a unitary linear transformation T : V2 −→ V1

such that Φ1 = T−1Φ2T . Therefore we have that

〈Φ1(x)v, v〉 = 〈T−1Φ2(x)Tv, v〉 = 〈Φ2(x)Tv, Tv〉.

Furthermore, if we fix the vector v ∈ V1 , since Φ1 and Φ2 are positive definite, we
recall from Theorem 1 that there exist two irreducible unitary representations of
G , (U1,H1) and (U2,H2) and two cyclic vectors ε1 ∈ H1 and ε2 ∈ H2 such that

Φ1 = P1(δ)U1P1(δ), Φ2 = P2(δ)U2P2(δ),

and

〈Φ1(x)v, v〉 = 〈U1(x)ε1, ε1〉, 〈Φ2(x)Tv, Tv〉 = 〈U2(x)ε2, ε2〉.

Therefore we have that

〈U1(x)ε1, ε1〉 = 〈Φ1(x)v, v〉 = 〈Φ2(x)Tv, Tv〉 = 〈U2(x)ε2, ε2〉,

for all x ∈ G and this implies, by Theorem 3.2 of [4], that U1 and U2 are unitarily
equivalent.

4. The spherical transform and its inversion formula

In this section we give the main properties of the spherical transform of any K -
type on a locally compact unimodular group G for the algebra Cc,δ(G). This has
been studied in [3, Section 5] for a connected noncompact semisimple Lie group
with finite center and for the subalgebra Ic,δ(G).

Definition 4.1. The spherical transform of f ∈ Cc,δ(G) is the function f̂ on
Φ(δ) defined by

f̂(Φ) =

∫
G

f(x)Φ(x)dx ∈ End(V ). (5)

The following proposition is a direct consequence of Proposition 2.2 of [16].
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Proposition 4.2. [16] Let Φ be a spherical function of type δ on G and let
f, g ∈ Cc,δ(G). Then

(f ∗ g)̂(Φ) = f̂(Φ)ĝ(Φ).

Remark 4.3. Let us consider the case when Ic,δ(G) is a commutative algebra.
Let f ∈ Ic,δ(G) and F ∈ Cc(G, δ, δ). A direct computation shows that for every
irreducible spherical function ΦU of type δ we have

f̂(ΦU) = F̂f (Φ
U) and F̂ (ΦU) = f̂F (ΦU).

Combining this fact with Proposition 4.2, it is easy to show that the map
F 7→ F̂ (ΦU) is a continuous homomorphism from Cc(G, δ, δ) into C .

For any f ∈ Cc(G), let f ∗ be defined by f ∗(x) = f(x−1). Then the
mapping f 7→ f ∗ is an involution of Cc(G).

Lemma 4.4. Let f ∈ Cc,δ(G) and let Φ be a unitary spherical function of type
δ . Then f ∗ ∈ Cc,δ(G) and

ˆ(f ∗)(Φ) = (f̂(Φ))∗.

Proof. If f ∈ Cc,δ(G) then

χδ ∗ f ∗(x) =

∫
K

χδ(k)f ∗(k−1x)dk =

∫
K

χδ(k
−1)f(x−1k)dk

=

∫
k

χδ(k−1)f(x−1k)dk = f ∗ χδ(x−1) = f(x−1) = f ∗(x).

In a similar way we prove that f ∗(x) ∗ χδ = f ∗ . Therefore f ∗ ∈ Cc,δ(G).

Let Φ : G −→ End(V ) be a unitary spherical function. Let 〈, 〉 be an inner
product on V such that Φ(g)∗ = Φ(g−1). If u, v ∈ V , we have

〈 ˆ(f ∗)(Φ)u, v〉 =

∫
G

〈f ∗(x)Φ(x)u, v〉dx =

∫
G

〈f(x−1)Φ(x−1)∗u, v〉dx

=

∫
G

〈u, f(x−1)Φ(x−1)v〉dx = 〈u, f̂(Φ)v〉.

Since v, u are arbitrary elements of V , the lemma is proved.

The inversion formula for the spherical transform can be obtained by using
the Fourier inversion formula of G . Thus we need to assume that G is a second
countable, unimodular, type I group. Furthermore we also need to assume that
any δ ∈ K̂ is contained in any irreducible unitary representation of G at most
a finite number of times. This is certainly true if G is compact. This also holds
when K is a large compact subgroup of G . We recall that K is said to be large if
for each δ ∈ K̂ , there exists an integer m(δ) ≥ 1 such that δ occurs no more than
m(δ) times in every topologically completely irreducible Banach representation
of G . Some interesting examples of pairs (G,K) which have the property that
K is large are: (1) Suppose that H and K are two closed subgroups of G with
K ∩ H = {e} and such that G = KH , H being abelian and K compact, then
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K is a large compact subgroup of G ; (2) Let G be a connected semisimple Lie
group with finite center. If K is a maximal compact subgroup of G then K is
large in G . These results were established, respectively, by Godement and Harish-
Chandra, see Section 4.5 of [18].

For any f ∈ L1(G) we define the Fourier transform of f to be given by

f̂(U) =

∫
G

f(g)U(g)dg, where U ∈ Ĝ. (6)

This small deviation from the usual definition where the integrand in (6) is replaced
by f(g)U(g−1) fits better with Definition 4.1.

Lemma 4.5. Let f ∈ Cc,δ(G) and U ∈ Ĝ, then

f̂(U) = P (δ)f̂(U)P (δ).

Proof. In first place we observe that by definition f = χδ ∗ f = f ∗ χδ for all
f ∈ Cc,δ(G). Therefore we have

f̂(U) =

∫
G

f(g)U(g)dg =

∫
G

(f ∗ χδ)(g)U(g) =

∫
G

∫
K

f(gk−1)χδ(k)U(g)dg

=

∫
G

f(g)U(g)

∫
K

χδ(k)U(k)dk dg

=

∫
G

(χδ ∗ f)(g)U(g)

∫
K

χδ(k)U(k)dk dg

=

∫
G

∫
K

χδ(k
′)f(k′−1g)dk′ U(g)

∫
K

χδ(k)U(k)dk dg

=

∫
K

χδ(k
′)U(k′)dk′

∫
G

f(g)U(g) dg

∫
K

χδ(k)U(k)dk

= P (δ)f̂(U)P (δ).

This completes the proof of the proposition.

Lemma 4.6. For any f ∈ Cc,δ(G) and U ∈ Ĝ, we have that

f̂(ΦU) = P (δ)f̂(U)P (δ).

Proof.

P (δ)f̂(U)P (δ) = P (δ)

∫
G

f(g)U(g) dg P (δ) =

∫
G

f(g)P (δ)U(g)P (δ) dg

=

∫
G

f(g)ΦU(g) dg = f̂(ΦU).

Theorem 4.7. The spherical transform is inverted by

f(g) =

∫
Ĝ

tr(ΦU(g−1)f̂(ΦU)) dU, f ∈ Cc,δ(G), (7)

where dU denotes the Plancherel measure on Ĝ.
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Proof. If we use the content of the previous lemmas and Fourier inversion
formula for f ∈ Cc,δ(G) (see (7.46 in [4]), we get

f(g) =

∫
Ĝ

tr(U(g−1)f̂(U))dU =

∫
Ĝ

tr(U(g−1)P (δ)f̂(U)P (δ)) dU

=

∫
Ĝ

tr(P (δ)P (δ)U(g−1)P (δ)P (δ)f̂(U)) dU

=

∫
Ĝ

tr(ΦU(g−1)P (δ)f̂(U)P (δ)) dU

=

∫
Ĝ

tr(ΦU(g−1)f̂(ΦU)) dU.

This completes the proof of the theorem.

Remark 4.8. If U /∈ Ĝ(δ), then

f̂(ΦU) =

∫
Ĝ

f(g)ΦU(g) dU =

∫
Ĝ

f(g)P (δ)U(g)P (δ) dU = 0.

In other words, for f ∈ Cc,δ(G) the integral (7) can be restricted to the set Ĝ(δ).

Lemma 4.9. Ĝ(δ) is a measurable subset of Ĝ.

Proof. The Fourier inversion formula

f(g) =

∫
Ĝ

tr(U(g−1)f̂(U)) dU

says in particular that the function U 7→ tr(U(g−1)f̂(U)) is a measurable function
from Ĝ into C for all g ∈ G and f ∈ Cc(G). If we choose g = e , we have that
the function Ωf : Ĝ −→ C given by

Ωf (U) = tr(f̂(U)),

is a measurable function for all f ∈ Cc(G).

Let {fj} be an approximate identity of G ; then it is easy to show that

f̂j(U)→ I as j →∞ . Let

f̃j(g) = (χδ ∗ fj ∗ χδ)(g).

We observe that f̃j ∈ Cc,δ(G) and that

ˆ̃
fj(U) = P (δ)f̂j(U)P (δ),

for all U ∈ Ĝ . Let us assume that there exists U ∈ Ĝ(δ) such that

tr(P (δ)f̂j(U)P (δ)) = 0,

for all j ≥ 0. If we take limit on both sides as j →∞ we get

lim
j→∞

tr(P (δ)f̂j(U)P (δ)) = tr(P (δ)P (δ)) = tr(P (δ)) = 0,
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which is a contradiction. Therefore there exists some j ≥ 1 such that
ˆ̃
fj(U) 6= 0.

Thus we have proved that

Ĝ(δ) =
∞⋃
j=1

(
Ωf̃j
)−1

(C \ {0}).

This fact proves that the set Ĝ(δ) is a countable union of measurable sets and
therefore it is measurable.

From the observation made in Remark 4.8 and the previous lemma we can
rewrite the inversion formula for the spherical transform of an f ∈ Cc,δ(G) as

f(g) =

∫
Ĝ(δ)

tr(ΦU(g−1)f̂(ΦU))dU. (8)

The map Θ : U 7→ P (δ)UP (δ) is a bijection between Ĝ(δ) and the set Φ(δ)+

of equivalence classes of irreducible positive definite spherical functions of type δ .
Therefore we can make Φ(δ)+ into a measure space by transporting the measure
structure of Ĝ(δ) in the following way: A ⊂ Φ(δ)+ is a measurable set if and
only if Θ−1(A) is measurable in Ĝ(δ) and the measure of A ⊂ Φ(δ)+ is equal to
the measure of Θ−1(A) in Ĝ(δ). We resume all this discussion in the following
theorem which gives an inversion formula for the spherical transform.

Theorem 4.10. The spherical transform is inverted by

f(g) =

∫
Φ(δ)+

tr(Φ(g−1)f̂(Φ)) dΦ, f ∈ Cc,δ(G). (9)

We can use the inversion formula to prove the following theorem.

Theorem 4.11. Let f, g ∈ Cc,δ(G). Then∫
G

f(y)g(y)dy =

∫
Φ(δ)+

tr(f̂(Φ)ĝ(Φ)∗)dΦ.

Proof. If we take f, g ∈ Cc,δ(G) and we write the inversion formula (9) for
g∗ ∗ f and x = 1 we obtain

(g∗ ∗ f)(1) =

∫
Φ(δ)+

tr(Φ(1) ̂(g∗ ∗ f)(Φ))dΦ =

∫
Φ(δ)+

tr(f̂(Φ)ĝ(Φ)∗)dΦ.

The last equality follows from Proposition 4.2 and Lemma 4.4. On the other hand,
we have that

(g∗ ∗ f)(1) =

∫
G

g∗(y−1)f(y)dy =

∫
G

f(y)g(y)dy.

This completes the proof of the theorem.
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In the particular case in which the algebra Ic,δ(G) is commutative, i.e. every
irreducible spherical function of type δ has height 1, Proposition 2.8 establishes
an isomorphism of the algebras Ic,δ(G) and Cc(G, δ, δ). We can take advantage of
our inversion formula for the algebra Cc,δ(G) to find an inversion formula for the
spherical transform of F ∈ Cc(G, δ, δ). In the following Proposition we use the
notation in Proposition 2.8.

Theorem 4.12. Let us assume that Ic,δ(G) is a commutative algebra. Then
the spherical transform of F ∈ Cc(G, δ, δ) is inverted by

F (g) =
1

d(δ)

∫
Φ(δ)+

F̂ (Φ)Φ(g−1) dΦ.

Proof. Follows directly from Proposition 2.8, the inversion formula for the
spherical transform and Remark 4.3.

5. The group SU(2, 1)

We shall consider the pair (G,K) where G = SU(2, 1) and K = S(U(2)× U(1)).
Since G is a group of linear transformations of C3 , it acts naturally in P2(C). The
G-orbit of the point (0, 0, 1) is the set

B = {(x, y, 1) ∈ P2(C) : |x|2 + |y|2 < 1}, (10)

and the corresponding isotropy subgroup is K . Thus H2(C) = G/K can be
identified with the open ball of radius one centered at the origin in C2 .

The Lie algebra of G = SU(2, 1) is

g =
{
X ∈ gl(3,C) : JXJ = −X t

, trX = 0
}
.

The following matrices form a basis of g .

H1 =
[
i 0 0
0 −i 0
0 0 0

]
, H2 =

[
i 0 0
0 i 0
0 0 −2i

]
, Y1 =

[
0 1 0
−1 0 0
0 0 0

]
, Y2 =

[
0 i 0
i 0 0
0 0 0

]
,

Y3 =
[

0 0 1
0 0 0
1 0 0

]
, Y4 =

[
0 0 i
0 0 0
−i 0 0

]
, Y5 =

[
0 0 0
0 0 1
0 1 0

]
, Y6 =

[
0 0 0
0 0 i
0 −i 0

]
.

Let hC be the Cartan subalgebra of gC of all diagonal matrices. Let εi be
the linear functional on hC defined by εi(diag(h1, h2, h3)) = hi . The root systems
associated to the pairs (gC, hC) and (kC, hC) are given by

∆g = {εi − εj, 1 ≤ i 6= j ≤ 3},
∆k = {εi − εj, 1 ≤ i 6= j ≤ 2}.

We fix the following system of positive roots for ∆g

∆+
g = {α = ε1 − ε2, β = ε2 − ε3, γ = ε1 − ε3}.
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The corresponding root space structure is given by

Xα =
[

0 1 0
0 0 0
0 0 0

]
, X−α =

[
0 0 0
1 0 0
0 0 0

]
, Hα =

[
1 0 0
0 −1 0
0 0 0

]
,

Xβ =
[

0 0 0
0 0 1
0 0 0

]
, X−β =

[
0 0 0
0 0 0
0 1 0

]
, Hβ =

[
0 0 0
0 1 0
0 0 −1

]
, (11)

Xγ =
[

0 0 1
0 0 0
0 0 0

]
, X−γ =

[
0 0 0
0 0 0
1 0 0

]
, Hγ =

[
1 0 0
0 0 0
0 0 −1

]
.

We shall use the notation Z = Hα + 2Hβ , H̃1 = 2Hα + Hβ and H̃2 = Hβ −Hα .
Let g = k + p be the decomposition of g associated to the Cartan involution

θ(X) = −X t
. Therefore

k =

{(
k 0
0 y

)
: k ∈ u(2), y = − tr(k)

}
and p =

{(
0 b

b
t

0

)
: b ∈ C2

}
.

Let

H0 =

 0 0 1
0 0 0
1 0 0

 and T =

 1 0 0
0 −2 0
0 0 1

 .

Then a = RH0 is a maximal abelian subspace of p , m = iTR is the centralizer of
a in k and h̃ = m⊕ a is a Cartan subalgebra of gC . The roots of gC with respect
to h̃C are given by

α̃(H0) = 1, β̃(H0) = 1, γ̃(H0) = 2,

α̃(T ) = 3, β̃(T ) = −3, γ̃(T ) = 0,

and the root vectors are

Xα̃ = E12 + E32, X−α̃ = E21 + E23,

Xβ̃ = E21 − E23, X−β̃ = E12 − E32, (12)

Xγ̃ = E13 − E31 − E11 + E33, X−γ̃ = E31 − E13 − E11 + E33.

Let λ ∈ a∗ be the restricted root defined by λ(H0) = 1 and let n = gλ+g2λ

be the sum of the corresponding restricted root subspaces of g . Then g = k⊕a⊕n
is an Iwasawa decomposition of g . If ρ = 1

2
(α̃ + β̃ + γ̃), then ρ(H0) = 2.

Let A and N be the analytic subgroups of G with Lie algebras a and n ,
respectively and let M be the centralizer of A in K . Then MAN is a minimal
parabolic subgroup of G and

M =

mθ =

 eiθ 0 0
0 e−2iθ 0
0 0 eiθ

 , A =

at =

 cosh t 0 sinh t
0 1 0

sinh t 0 cosh t

 .

For r ∈ Z and v ∈ C we define σ ∈ M̂ and ν ∈ a∗C by

σ(mθ) = eirθ, and ν(tH0) = vt. (13)

Therefore man 7→ e(ν+ρ)(log a)σ(m) is a one dimensional representation of MAN ,
this is the representation that we induce to G to construct the generalized principal
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series representation. We will use the following notation U r,v = Uσ,ν = IndGMAN

(σ ⊗ exp(ν + ρ)⊗ 1).

A dense subspace of the representation space of U r,v is

{F : G −→ Vσ continuous : F (xman) = e−(ν+ρ) log(a) σ(m−1)F (x)},

with the norm

‖F‖2 =

∫
K

|F (k)|2dk.

For any s ∈ R let

as = exp(sH0) =

cosh s 0 sinh s
0 1 0

sinh s 0 cosh s

 . (14)

We consider the Haar measure dg on G normalized in such a way that the following
integral formula for the polar decomposition G = KAK holds: For all f ∈ L1(G),∫

G

f(g)df =

∫
K

∫ ∞
0

∫
K

f(k1ask2)(sinh s)2(sinh 2s)dk1 ds dk2, (15)

where ds is the Lebesge measure on R ' a , and dk is the Haar measure on K
normalized by

∫
K
dk = 1.

6. Spherical functions associated to the complex hyperbolic plane

The set K̂ can be identified with the set Z × Z≥0 . If k = ( A 0
0 a ), with A ∈ U(2)

and a = (detA)−1 , then

π(k) = πn,`(A) = (detA)n A`,

where A` denotes the `-symmetric power of A , defines an irreducible representa-
tion of K in the class (n, `) ∈ Z× Z≥0 .

The representation πn,` of U(2) extends to a unique holomorphic repre-
sentation of GL(2,C) into End(Vπ), which we still denote by πn,` . For any
g ∈ M(3,C), we denote by A(g) the left upper 2× 2 block of g , i.e.

A(g) =

(
g11

g21

g12

g22

)
.

The canonical projection p : G −→ P2(C) maps G onto the unit ball B (see (10)).

For any π = π(n,`) let Φπ : G −→ End(Vπ) be defined by

Φπ(g) = Φn,`(g) = πn,`(A(g)).

To determine all irreducible spherical functions Φ : G −→ End(Vπ) of type
π = πn,` , we use the function Φπ in the following way: in G we define a function
H by

H(g) = Φ(g) Φπ(g)−1, (16)

where Φ is supposed to be a spherical function of type π . Then H satisfies
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i) H(e) = I .

ii) H(gk) = H(g), for all g ∈ G, k ∈ K .

iii) H(kg) = π(k)H(g)π(k−1), for all g ∈ G, k ∈ K .

Then property ii) says that H may be considered as a function on B , and
moreover from iii) it follows that H is determined by the function r 7→ H(r) =
H(r, 0) on the interval [0, 1). Let M be the closed subgroup of K of all diagonal
matrices of the form ∆(eiθ, e−2iθ, eiθ), θ ∈ R . Then M fixes all points (r, 0) ∈ C2 .
Therefore iii) also implies that H(r) = π(m)H(r)π(m−1) for all m ∈ M . Since
any Vπ as an M -module is multiplicity free, it follows that there exists a basis
of Vπ such that H(r) is simultaneously represented by a diagonal matrix for all
r ≥ 0. In fact it is well known that there exists a basis {vi}`i=0 of Vπ such that

π̇(Hα)vi = (`− 2i)vi,

π̇(Xα)vi = (`− i+ 1)vi−1, (v−1 = 0),

π̇(X−α)vi = (i+ 1)vi+1, (v`+1 = 0),

(17)

Since we are dealing with a representation of U(2) these relations have to be
supplemented with

π̇(Z)vi = (2n+ `)vi.

We introduce the functions hi(s) by means of the relations

H(as)vi = hi(s)vi, i = 0, . . . , `. (18)

We can identify H(as) ∈ End(Vπ) with a vector H(as) = (h0(s), . . . , h`(s)) ∈ C`+1

if π = πn,` . Here s and the variable r above are related by r = tanh(s).

The algebra D(G)G , of all differential operators on G which are invariant
under left and right multiplication by elements in G , is a polynomial algebra in
two algebraically independent generators ∆2 and ∆3 . A particular choice of these
operators is given in Proposition 2.1 of [8]. In the basis (11), the differential
operators ∆2 and ∆3 are given by

∆2 = −H2
α − 1

3
Z2 − 2Hα − 2Z − 4X−αXα − 4X−βXβ − 4X−γXγ,

∆3 = 8
9
H3
α − 8

9
H3
β + 4

3
H2
αHβ − 4

3
HαH

2
β + 8H2

α + 4HαHβ + 16Hα + 8Hβ

+ 4X−αXαHα + 8X−αXαHβ + 24X−αXα + 12 (X−βXβ +X−γXγ)

− 4X−βXβ H̃1 − 4X−γXγ H̃2 + 12X−βXγX−α + 12X−γXβXα.

We write the operators ∆2 and ∆3 as

∆2 = ∆2,K + ∆̃2, ∆3 = ∆3,K + ∆̃3,

where

∆2,K = −H2
α −

1

3
Z2 − 2Hα − 2Z − 4X−αXα ∈ D(K)K , (19)

∆̃2 = −4(X−βXβ +X−γXγ) ∈ D(G)K ,
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∆3,K = 8
9
H3
α − 8

9
H3
β + 4

3
H2
αHβ − 4

3
HαH

2
β + 8H2

α + 4HαHβ + 16Hα + 8Hβ

+ 4X−αXαHα + 8X−αXαHβ + 24X−αXα,

∆̃3 = 12 (X−βXβ +X−γXγ)− 4X−βXβ H̃1 − 4X−γXγ H̃2

+ 12X−βXγX−α + 12X−γXβXα.

If (V, π) is a finite dimensional irreducible representation of K in the
equivalence class δ ∈ K̂ , a spherical function of type δ on G is characterized
by

i) Φ : G −→ End(V ) is analytic.

ii) Φ(k1gk2) = π(k1)Φ(g)π(k2), for all k1, k2 ∈ K , g ∈ G , and Φ(e) = I .

iii) [∆2Φ](g) = λΦ(g), [∆3Φ](g) = µΦ(g) for all g ∈ G and for some λ, µ ∈ C .

If we make the change of variables t = 1/(1 − r2), then the fact that Φ is an
eigenfunction of ∆2 and ∆3 , makes H(t) = H(r) into an eigenfunction of two
matrix differential operators D̄ and Ē . In [15] we introduce the matrix polynomial
function ψ(u) = XT (u), where X is the Pascal matrix Xij =

(
i
j

)
and T (u) is the

diagonal matrix such that T (u)ii = ui . Now we use the function ψ(u) to conjugate
the differential operator D̄ into the matrix hypergeometric differential operator

D̃F (u) = ψ(u)−1D̄ψ(u) = u(1− u)F ′′(u) + (C − uU)F ′(u)− V F (u),

where the matrices C , U and V are

C =
∑`

i=0 2(i+ 1)Ei,i +
∑`

i=0 iEi,i−1,

U =
∑`

i=0(n+ `+ i+ 3)Ei,i,

V =
∑`

i=0 i(n+ i+ 1)Ei,i −
∑`

i=0(`− i)(i+ 1)Ei,i+1.

In Theorem 3.6 of [15] we prove that there is a one to one correspondence between
the set of all eigenfunctions of D̄ , analytic at u = 0 and the set of all eigenfunctions
of D̃ analytic at u = 0.

Now the irreducible spherical functions associated to SU(2, 1) correspond

precisely to the simultaneous eigenfunctions of the differential operators D̃ and
Ẽ = ψ−1Ēψ , where

ẼF (u) = (1− u)(Q0 + uQ1)F ′′(u) + (P0 + uP1)F ′(u) +RF (u),

with coefficient matrices

Q0 =
∑`

i=0 3iEi,i−1,

Q1 =
∑`

i=0(n− `+ 3i)Ei,i,

P0 =
∑`

i=0

(
2(i+ 1)(n− `+ 3i)+3((i+ 1)2(`− i)− i2(`− i+ 1))

)
Ei,i

−
∑`

i=0 i(3i+ 3 + `+ 2n)Ei,i−1,

P1 = −
∑`

i=0(n− `+ 3i)(n+ `+ i+ 3)Ei,i +
∑`

i=0 3(i+ 1)(`− i)Ei,i+1,
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R = −
∑`

i=0 i(3 + n+ 2`)(n+ i+ 1)Ei,i

+
∑`

i=0(i+ 1)(`i)(n+ 2`+ 3)Ei,i+1.

The fact that Ẽ takes analytic functions into analytic functions and that D̃Ẽ =
ẼD̃ allows us to reduce the problem of finding the simultaneous eigenfunctions
of D̄ and Ē to a linear algebra problem (see (4.1) of [15]). In fact, Theorem
5.2 of [15] establishes a bijective correspondence between the set of equivalence
classes of irreducible spherical functions of type (n, `) of the group SU(2, 1) and
the eigenvectors of the matrix

M(λ) = Q0(C + 1)−1(U + V + λ)C−1(V + λ) + P0C
−1(V + λ) +R, (20)

More precisely, given a spherical function Φ, let Hλ,µ be the C`+1 -valued function
associated to Φ such that DH = λH and EH = µH . Then Hλ,µ is given
explicitly by

Hλ,µ(1− t) = ψ(1− t)2H1

(
U,V+λ
C

; 1− t
)
Hλ,µ,

where Hλ,µ is the unique µ-eigenvector of M(λ), normalized by (1, x1, . . . , x`) and

2H1

(
U ;V+λ

C
;u
)

=
∑∞

i=0
ui

i!
[C;U ;V +λ]i for |u| < 1, where the symbol [C;U ;V +λ]i

is defined inductively by

[C;U ;V + λ]0 = 1,

[C;U ;V + λ]i+1 = (C + i)−1
(
i2 + i(U − 1) + V + λ

)
[C;U ;V + λ]i,

for all i ≥ 0 (see [17]). Since 2H1

(
U ;V+λ

C
;u
)

is an eigenfunction of the hyperge-

ometric operator D̃ , it has a unique analytic continuation for all u /∈ [1,∞). We
summarize our results in the following theorem.

Theorem 6.1. There is a bijective correspondence between the equivalence
classes of all irreducible spherical functions of SU(2, 1) of type (n, `) and the
eigenvectors of M(λ) of the form F0 = (1, x1, . . . , x`)

t . Moreover, a matrix valued
representation Φλ,µ of such a class is obtained explicitly from

Hλ,µ(u) = ψ(u)2H1

(
U ;V+λ

C
;u
)
Hλ,µ,

where Hλ,µ is the unique µ-eigenvector of the matrix M(λ) normalized by Hλ,µ =
(1, x1, . . . , x`)

t .

7. The spherical transform on the group SU(2, 1)

The goal of this section is to derive an explicit expression for the spherical trans-
form of the function f ∈ Ic,π(G) for the group G = SU(2, 1) in terms of matrix-
valued hypergeometric functions.

We recall from (16) that each spherical function Φ of type πn,` is associated
to the End(Vπ)-valued function H = ΦΦ−1

π . In the following lemma we will
concern ourselves with the restriction of Φ and Ff to the subgroup A .
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Lemma 7.1. Let as be the element of the group A in (14). Then Φ(as)
and Ff (as), f ∈ Ic,π(G), diagonalize in the basis {vi}`i=0 of Vπ given in (17).
Furthermore

Φ(as)vi = (cosh s)n+`−ihi(s)vi, i = 0, . . . , `. (21)

where the functions hi(s) are given by mean of the relations (18)

Proof. Let us recall that the centralizer of A in K is the subgroup M of all
elements of the form

mθ =

eiθ 0 0
0 e−2iθ 0
0 0 eiθ

 .

for any θ ∈ R .

If f ∈ Ic,π(G), we observe that π(m−1)Ff (at)π(m) = Ff (m
−1atm) = Ff (at)

for all m ∈ M (see Proposition 2.8). Therefore F (at) commutes with π(m) for
all m ∈ M . On the other side we have that mθvk = eiθ(`−n−3k)vk , k = 0, . . . , ` .
This says that Ff (as) diagonalizes in the basis {vi}`i=0 for all t ∈ R .

On the other hand, by (16), we have H(g) = Φ(g)Φπ(g)−1 . Therefore

Φ(as)vi = H(as)Φπ(as)vi, i = 0, . . . , `.

Thus the fact that H(as) and Φπ diagonalize in the basis {vi}`i=0 implies that Φ
is diagonalizable. In fact, since Hγ = 1/2(Z +Hα), we obtain

π̇(Hγ)vi =
1

2
π̇(Z +Hα)vi = (n+ `− i)vi, i = 0, . . . , `.

Now the fact that exp tHγ =

(
exp t 0

0 1

)
implies that

Φ(as)vi = (cosh s)n+`−ihi(s)vi, (22)

for all i = 0, . . . , ` . This completes the proof of the lemma.

From Remark 4.3 and (15), it follows that the spherical transform of f ∈
Ic,π(G) is given by

f̂(Φ) = F̂f (Φ) =

∫
K

∫ ∞
0

∫
K

Ff (k1ask2)Φ(k1ask2)(sinh s)2(sinh 2s)dk1ds dk2

=

∫
K

π(k−1)

(∫ ∞
0

Ff (as)Φ(as)(sinh s)2(sinh 2s)ds

)
π(k)dk.

The last equality follows from the fact that Ff (k1gk2) = π(k−1
2 )Ff (g)π(k1), for all

k1, k2 ∈ K and g ∈ G . We observe that the spherical transform of f is determined
by ∫ ∞

0

Ff (as)Φ(as)(sinh s)2(sinh 2s)ds. (23)

For any f ∈ Ic,π(G) and t ≥ 0, we shall denote by Ff (t) the diagonal matrix
whose i-th diagonal element is given by

Ff (as)vi = fi(t)vi, i = 0, . . . , `, (24)
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where t = 1/(1 − tanh2(s)). We denote by W (t), the diagonal matrix such that

W (t)ii = t
n+`−i

2 (t− 1).

Theorem 7.2. The spherical transform of f ∈ Ic,π(G) is given by

f̂(Φλ,µ) = F̂f (Φ
λ,µ) =

∫
K

π(k−1)F̂f (H
λ,µ)π(k)dk,

where F̂f (H
λ,µ) is given by

F̂f (H
λ,µ) =

∫ ∞
1

Ff (t)W (t)ψ(t)2H1

(
U ;V+λ

C
; 1− t

)
Hλ,µdt.

Proof. Since Φ(as) and Ff (as) diagonalize in the basis {vi}`i=0 , then (23)
diagonalize in the same basis. From (22) and (24) it follows that the i-th diagonal
entry of (23) can be written in the following way∫ ∞

0

fi(s)hi(s)(cosh s)n+`−i sinh2(s) sinh(2s) ds.

Now we make the change of variables t = cosh2(s) and we obtain∫ ∞
1

fi(t)hi(t)t
n+`−i

2 (t− 1) dt, i = 0, . . . , `. (25)

This can be written in the matrix form

F̂f (H) =

∫ ∞
1

Ff (t)W (t)H(t)dt.

The next step is to write this formula in terms of the matrix valued hypergeometric
function. For this we recall that for each spherical function Φ of type δ , there
is a C`+1 -valued function H = ΦΦ−1

π which is an eigenfunction of the differential
operators D and E with eigenvalues λ and µ respectively. As we pointed out in
the previous section a matrix valued representation of H is given by

H(t) = ψ(1− t)2H1

(
U ;V+λ

C
; 1− t

)
Hλ,µ,

where Hλ,µ is the unique eigenvector of M(λ) of eigenvalue µ normalized by
Hλ,µ = (1, x1, . . . , x`)

t and ψ is the polynomial function that we used to hyperge-
ometrize the differential operator D . Then we have that

F̂f (H) =

∫ ∞
1

Ff (t)ψ(1− t)W (t)2H1

(
U ;V+λ

C
; 1− t

)
Hλ,µdt.

Finally we obtain the following formula for the spherical transform for any f ∈
Ic,δ(G) in terms F̂f (H)

f̂(Φ) = F̂f (Φ) =

∫
K

π(k−1)F̂f (H)π(k)dk.

This completes the proof of the theorem.
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Remark 7.3. Let Φ be an irreducible spherical function of type π (and height
one) and let F ∈ Cc(G, π, π). Then we have

π(k)F̂ (Φ) =

∫
G

F (gk−1)Φ(g)dg =

∫
G

F (g)Φ(gk)dg = F̂ (Φ)π(k),

and therefore F̂ ∈ EndK(Vπ). Since π is an irreducible representation, F̂ (Φ) = cI
where I is the identity transformation (Schur’s Lemma). Furthermore, c is given
by

c =
1

dimπ
tr(F̂ (Φ)).

Thus the spherical transform of f ∈ Ic,π(G) is given by

f̂(Φ) = F̂f (Φ) =
1

dim π
tr(F̂f (H))I

where I denotes the identity transformation of Vπ . Here we identify the vector
F̂f (H) with the (`+ 1)× (`+ 1) diagonal matrix whose i-th diagonal entry is the

i-th component of F̂f (H).

Example: The case ` = 0 and the Jacobi transform. At this point, we
specialize the results of this section to the case ` = 0. Let α, β, λ ∈ C and
0 < s <∞ . The Jacobi function ϕα,βλ is given by ([10])

ϕα,βλ (s) = 2F1

(
1
2

(α+β+1+iλ) , 1
2

(α+β+1−iλ)
α+1

;− sinh2(s)
)
.

In this case, the hypergeometric function 2F1 ( a , bc ; z), denotes the unique analytic
continuation for z /∈ [1,∞) of the power series

∞∑
n=0

(a)n(b)n
(c)n

zn

n!
, where |z| < 1.

Let f ∈ Cc(R≥0) and Re(α) > −1; The Jacobi transform J α,β is defined by

J α,β(f)(λ) =

∫ ∞
0

f(s)ϕα,βλ (s)∆α,β(s)ds,

where ∆α,β(s) = (2 sinh(s))2α+1(2 cosh(s))2β+1 .

For λ ∈ C let v ∈ C be a solution of the quadratic equation λ =
(n+2+v)(n+2−v)

4
. Then the function h(t) associated to a spherical function Φ of

type πn,0 which is an eigenfunction of the differential operator D of eigenvalue λ
is given by

h(t) = 2F1

(
n+2+v

2
, n+2−v

2
2

; 1− t
)
,

and the corresponding spherical transform is

f̂(Φ) = f̂(h) =

∫ ∞
1

f(t)(t− 1) 2F1

(
n+2+v

2
, n+2−v

2
2

; 1− t
)
t
n
2 dt.
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If we make the change of variables t = cosh2(s) and we set α = 1 and β = n
2

,
then h results the Jacobi function with parameters α and β , i.e.

h(s) = ϕ
1,n

2
iv (s).

The spherical transform results to be given by a multiple of the Jacobi transform

f̂(Φ) =
1

2n+3
J 1,n

2 (f)(iv).

8. Unitary spherical functions associated to H2(C)

In this section we are interested in identifying, among all irreducible spherical
functions Φ : SU(2, 1) −→ End(V ), those which satisfy Φ(g)∗ = Φ(g−1) for all
g ∈ SU(2, 1).

Let (V, π) be a finite dimensional irreducible representation of K , and let
Φ : SU(2, 1) −→ End(V ) be an irreducible spherical function of type π = πn,` .
Let us equip V with a K -invariant inner product 〈, 〉 , that is: 〈π(k)v1, v2〉 =
〈v1, π(k−1)v2〉 for all v1, v2 ∈ V , k ∈ K .

Lemma 8.1. Let Φ : SU(2, 1) −→ End(Vπ) be a unitary irreducible spherical
function of type π with respect to the K -invariant inner product 〈, 〉. Let {vi}i be
the basis of Vπ introduced in (17). Then {vi}i is an orthogonal basis.

Proof. The fact that π(k)∗ = π(k−1) for all k ∈ K implies that π̇(Y )∗ =
−π̇(Y ) for all Y ∈ k . Therefore

π̇(Hα)∗ = π̇(−iH1)∗ = iπ̇(H1)∗ = −iπ̇(H1) = π̇(Hα).

Since the vectors vi are eigenvectors corresponding to distinct eigenvalues of the
self adjoint linear transformation π̇(Hα), they are orthogonal respect to 〈, 〉 .

Lemma 8.2. Let H be the function associated to an irreducible spherical func-
tion Φ : SU(2, 1) −→ End(Vπ). Then Φ is a unitary spherical function if and only
if H satisfies

H̄(t) = H(t), for all t ∈ (1,∞).

Proof. Let H : G −→ End(Vπ) be the function H(g) = Φ(g)Φπ(g)−1 , asso-
ciated to Φ (See (16)). Let us consider the polar decomposition G = KAK . If
g ∈ K , then there exist k1, k2 ∈ K and as ∈ A , s ≥ 0, such that g = k1ask2 .
Then

g−1 = k−1
2 a−1

s k−1
1 = k−1

2 a−sk
−1
1 = k−1

2 k3ask3k
−1
1 ,

where k3 = diag(1,−1,−1). Now we have

Φ(g−1) = Φ(k−1
2 k3ask3k

−1
1 ) = π(k−1

2 )π(k3)H(as)π(A(as))π(k3)π(k−1
1 ),

Φ(g)∗ = π(k−1
2 )π(A(as))

∗H(as)
∗π(k−1

1 ).
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Therefore, Φ(g−1) = Φ(g)∗ if and only if

π(k3)H(as)π(A(as))π(k3) = π(A(as))
∗H(as)

∗.

Using the basis {vi}i of Vπ in (17), we obtain that Φ(g−1) = Φ(g)∗ if and only if

hi(s) = h̄i(s).

Now the lemma follows by making the changes of variables r = tanh(s) and
t = 1/(1− r2).

Theorem 6.1 says that the function H associated to the spherical function
Φ is characterized by the eigenvalues λ and µ of H as an eigenfunction of the
differential operators D and E respectively. A matrix valued representation of H
is given by

H(t) = ψ(1− t)2H1

(
U ;V+λ

C
; 1− t

)
Hλ,µ,

where Hλ,µ is the unique µ-eigenvector of the matrix M(λ) normalized by Hλ,µ =
(1, x1, . . . , x`)

t .

Theorem 8.3. Let Φ be an irreducible spherical function of type π = πn,` and
let us assume that its associated function H is an eigenfunction of D and E with
eigenvalues λ and µ respectively. Then Φ is unitary if and only if λ ∈ R.

Proof. From Lemma 8.2 we have that Φ is unitary if and only if H(t) = H̄(t)
for all t ∈ (1,∞). Observe that

HΦ(t) = ψ(1− t)2H1

(
U ;V+λ

C
; 1− t

)
Hλ,µ =

∞∑
j=0

[C;U ;V + λ]j
(1− t)j

j!
Hλ,µ.

Therefore H(t) = H̄(t) if and only if [C;U ;V +λ]j = [C;U ;V + λ]j for all j ≥ 0.
It is clear that this condition holds if λ ∈ R . On the other hand, assume that
[C;U ;V + λ]j = [C;U ;V + λ]j for all j ≥ 0. Since C , U and V are real matrices
we have that

[C;U ;V + λ]1 = C−1U(V + λ) = C−1U(V + λ) = [C;U ;V + λ]1,

if and only if λ ∈ R . This completes the proof of the Theorem.

9. Positive definite spherical functions of SU(2, 1)

The goal of this section is to describe those irreducible positive definite spheri-
cal functions of the complex hyperbolic plane which are associated with unitary
principal series representations of SU(2, 1) and with discrete series representations.

Proposition 9.1. The infinitesimal character χr,v of the principal series U r,v

is given by

χr,v(∆2) = −v2 + 4− 1

3
r2,

χr,v(∆3) = −1

9
r3 + r2 + rv2 + 3v2 − 12.
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Proof. To compute the infinitesimal character of a principal series representa-
tion it is convenient to write the differential operators ∆2 and ∆3 in terms of the
root vectors given in (12)

∆2 = −H2
0 − 1

3
T 2 + 4H0 − 2Xα̃X−α̃ − 2Xβ̃X−β̃ −Xγ̃X−γ̃,

∆3 = −1
9
T 3 + T 2 + 4T + 3H2

0 + TH2
0 − 4H0T − 12H0

−Xα̃TX−α̃ −Xβ̃TX−β̃ +Xγ̃TX−γ̃ + 3Xα̃H0X−α̃

− 3Xβ̃H0X−β̃ − 3Xβ̃Xα̃X−γ̃ − 3Xγ̃X−α̃X−β̃
+ 12Xβ̃X−β̃ + 6Xγ̃X−γ̃.

(26)

If F : G −→ Vσ is C∞ and F (xman) = e−(ν+ρ) log(a) σ(m−1)F (x) for all
x ∈ G , m ∈ M , a ∈ A and n ∈ N , then [XφF ](e) = 0 for all φ = α̃, β̃, γ̃ ;
[H0F ](e) = −(v + 2)F (e) and [TF ](e) = −rF (e).

If ∆ ∈ D(G)G , then [∆F ](x) = [∆(U r,v(x−1))F ](e). Hence

[∆2F ](x) = [(−H2
0 − 1

3
T 2 + 4H0)(U r,v(x−1))F ](e)

= (−v2 + 4− 1

3
r2)(U r,v(x−1)F )(e) = (−v2 + 4− 1

3
r2)F (x).

Therefore χr,v(∆2) = −v2 + 4− 1
3
r2 . In a similar way one computes χr,v(∆3).

Let us observe that U r,v and U r,−v have the same infinitesimal character.
This is an instance of the invariance of the infinitesimal character of the principal
series representations by the restricted Weyl group action.

We will denote by Φr,v the spherical function ΦUr,v of type (n, `) associated
to the representation U r,v .

By the Frobenius Reciprocity Theorem, the K -type (n, `) occurs in the
representation U r,v if and only if r = `− n− 3j for some j = 0, . . . , ` .

Lemma 9.2. Let H`−n−3j,v be the C`+1 -valued function associated with the
irreducible spherical function Φ`−n−3j,vΦ−1

πn,`
. Then

DH`−n−3j,v = λj(v)H`−n−3j,v, EH`−n−3j,v = µj(v)H`−n−3j,v, (27)

where

λj(v) =
1

4
(n+ `+ 2− j + v)(n+ `+ 2− j − v) + j(`− j + 1),

µj(v) = λj(v)(n− `+ 3j)− 3j(`− j + 1)(n+ j + 1).

Proof. By Proposition 4.1 of [8], the spherical function Φ`−n−3j,v satisfies

∆2Φ`−n−3j,v = λ̃Φ`−n−3j,v, ∆3Φ`−n−3j,v = µ̃Φ`−n−3j,v,

if and only if the eigenvalues of H`−n−3j,v , λ and µ , are given by

λ = λ̃− π̇(∆2,K), and µ = µ̃+ 3λ− π̇(∆3,K).
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In order to compute ∆i,K , with i = 2, 3, it is enough to compute ∆i,Kv0 , where
∆i,K is given in (19) and {vi}`i=0 is the basis of Vπn,` introduced in 17. Then it is
easy to check that

π̇(∆2,K) = −4

3
(`2 + n2 + n`+ 3`+ 3n),

and

π̇(∆3,K) =
8

9
`3 − 8

9
n3 +

4

3
`2n− 4

3
`n2 + 8`2 + 4`n+ 16`+ 8n.

If we replace r by `− n− 3j in Proposition 9.1 and we divide the expressions of
λ and µ by 4 (see [8, beginning of Section 10]), the lemma is proved.

Positive definite spherical functions associated to unitary principal
series representations.

The representations U r,v associated to the unitary principal series are deter-
mined by the choice v ∈ iR . Now Theorem 6.1 gives the following characterization
of the positive definite spherical functions arising from the unitary principal series

H`−n−3j,iv(t) = ψ(1− t) 2H1

(
U ;V+λj(iv)

C
; 1− t

)
Hλj(iv),µj(iv), v ∈ R, (28)

where Hλj(iv),µj(iv) is the unique µj(v)-eigenvector of M(λj(iv)) normalized by
Hλj(iv),µj(iv) = (1, x1, . . . , x`)

t for j = 0, . . . , ` .

Positive definite spherical functions associated to discrete series repre-
sentations.

Given a representation (π,H) of G on the Hilbert space H we can assume,
without loss of generality, that π(K) acts by unitary operators. Therefore H as
a K -module decomposes in the following way

H =
⊕
τ∈K̂

m(τ)Vτ ,

where the multiplicity m(τ) is a nonnegative integer or +∞ .

We say that (π,H) is admissible if π(K) acts by unitary operators and
m(τ) is finite for all τ ∈ K̂ . An admissible representation is a discrete series if it
is irreducible and all its matrix coefficients g 7→ 〈π(g)v, w〉 (v, w ∈ H) are square
integrable.

Discrete series can be parametrized by the weights η ∈ (ih)∗ such that η
is non singular ((η, α) 6= 0 for every root α) and η + ρ is integral (η(H) ∈ 2πiZ
for all H ∈ ih such that expH = 1). The discrete series of parameter η has
infinitesimal character χη . Moreover, two discrete series are equivalent if and only
if their parameters are conjugate by an element of the Weyl group of K .

If η ∈ (ih)∗ is a Harish-Chandra parameter then it satisfies η = η1ε1 +
η2ε2 + η3ε3 with η1 + η2 + η3 = 0 and η1, η2 ∈ Z .

Proposition 9.3. Let us assume that η = η1ε1 + η2ε2− (η1 + η2)ε3 is a Harish-
Chandra parameter of a discrete series of SU(2, 1). Then

χη(∆2) = −4(η2
1 + η2

2 + η1η2 − 1),

χη(∆3) = −12(η2
1η2 + η1η

2
2 − η2

1 − η1η2 − η2
2 + 1).
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Proof. The infinitesimal character χη is given by χη(z) = η(γ(z)) for all z ∈
Z(g), where γ is the Harish-Chandra isomorphism. Since γ(∆2) = −H2

α− 1
3
Z2 +4

([8], Proposition 3.1), we have that

χη(∆2) = η(−H2
α −

1

3
Z2 + 4) = −4(η2

1 + η2
2 + η1η2 − 1).

In an analogous way the second assertion is proved .

Let Φη , η = η1ε1 +η2ε2−(η1 +η2)ε3 , be the spherical function of type (n, `)
associated to the discrete series of parameter η . We saw that the Hη = ΦηΦ−1

(n,`)

is an eigenfunction of D and E ; the same argument of the proof of Lemma 9.2
can be used to identify the eigenvalues λ and µ which are given by

λη = −(η2
1 + η2

2 + η1η2 − 1)− 1

3
(`2 + n2 + n`+ 3`+ 3n)

µη = −3η2
1η2 − 3η1η

2
2 −

2

9
`3 +

2

9
n3 − 1

3
`2n+

1

3
`n2

− 3`2 − 2`n− n2 − 7`− 5n.

(29)

The formal degree dη of a discrete series of Harish-Chandra parameter η =
η1ε1 + η2ε2 − (η1 + η2)ε3 ([18, Theorem 10.2.4.1 (Harish-Chandra)]) is given by

dη =
1

(2π)3/2
|(η1 − η2)(η1 + 2η2)(2η1 + η2)|. (30)

In Section 4 of [5], by using the Blattner formula, the authors determine all K -
types that occur in a discrete series for the group G = SU(n, 1). Then the Harish-
Chandra parameters η such that the corresponding discrete series representations
contain the K -type (n, `) are given by the following three subsets of (ih)∗ (See
Proposition 4.1 of [5])

I1 = {η ∈ (ih)∗ : η1, η2 ∈ Z, η2 < η1 < −η2 − η1, n ≤ η2 ≤ n+ ` ≤ η1 − 1},
I2 = {η ∈ (ih)∗ : η1, η2 ∈ Z, η2 < −η2 − η1 < η1, n ≤ η2 < η1 ≤ n+ `},
I3 = {η ∈ (ih)∗ : η1, η2 ∈ Z,−η2 − η1 < η2 < η1, η2 + 1 ≤ n ≤ η1 ≤ n+ `}.

Now Theorem 6.1 gives the following characterization of the positive definite
spherical function of type (n, `) arising from the discrete series representation of
Harish-Chandra parameter η :

Hη(t) = ψ(1− t)2H1

(
U ;V+λη

C
; 1− t

)
Hλη ,µη , v ∈ R, (31)

where Hλη ,µη is the unique µη -eigenvector of M(λη) normalized by Hλη ,µη =
(1, x1, . . . , x`)

t for j = 0, . . . , ` .

10. The inversion formula for the spherical transform on
G = SU(2, 1)

In this section we shall compute explicitly the inversion formula for the spherical
transform in G = SU(2, 1). If F ∈ Cc(G, π(n,`), π(n,`)) then F is completely
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determined by its restriction to the subgroup A . Therefore it is enough to compute
the inversion formula for all g ∈ A . Theorem 4.12 says that the spherical transform
of F is inverted by

F (as) =
1

`+ 1

∫
Ĝ(δ)

F̂ (ΦU)ΦU(a−1
s )dU =

1

`+ 1

∫
Ĝ(δ)

F̂ (ΦU)ΦU(as)
∗dU, (32)

where dU is the Plancherel measure on Ĝ .

In [11, Theorem 3.1] R. Miatello gives very explicit expressions for the
Plancherel measure for rank one, linear simple groups. In particular we specialize
Theorem 3.1 (iii) of [11] to our case G = SU(2, 1).

As in the previous section we identify σ ∈ M̂ with r = `−n−3j , j = 0, . . . ` ,
and ν ∈ a∗C with v ∈ C . The representations U r,v associated to the unitary
principal series are determined by the choice v ∈ iR . Then for a fixed j = 0, . . . ` ,
the Plancherel measure ωj(iv), v ∈ R , is given by

ωj(iv) =


1
π2v
(
v2 + (n+3j−`+4)2

4

)
cothπv, if `− n− 3j is odd,

1
π2v
(
v2 + (n+3j−`+4)2

4

)
tanhπv, if `− n− 3j is even.

(33)

Notice that if F ∈ Cc(G, π(n,`), π(n,`)), by making the change of variables
t = cosh2 s , F (t) = F (as) is a diagonal matrix which we identify with a column

vector. Besides let V (t) be the diagonal matrix such that V (t)kk = t
n+`−k

2 .

Theorem 10.1. If F ∈ Cc(G, π(n,`), π(n,`)) then the spherical transform of F is
inverted by

F (t) =
ψ(1− t)V (t)

(`+ 1)2

∑̀
j=0

∫ ∞
0

tr(F̂ (Hλj(iv),µj(iv))) 2H1

(
U ;V+λj(iv)

C
; 1− t

)
×Hλj(iv),µj(iv) ωj(iv)dv

+
ψ(1− t)V (t)

(`+ 1)2

∑
η∈I1∪I2∪I3

dη tr(F̂ (Hλη ,µη)) 2H1

(
U ;V+λη

C
; 1− t

)
×Hλη ,µη .

In the previous formula, Hλj(iv),µj(iv) denotes the unique µj(iv)-eigenvector of
M(λj(iv)) normalized by (1, x0, . . . , x`) and Hλ(η),µ(η) is the unique µη -eigenvector
of M(λη) normalized in the same way.

Proof. As in Theorem 6.1, we shall denote Φλ,µ the irreducible spherical
function of type (n, `) which is an eigenfunction of D and E with eigenvalues
λ and µ and Hλ,µ its associated C`+1 -valued function.

For any F ∈ Cc(G, π(n,`), π(n,`)) we have that

F̂ (Φλ,µ) =
1

`+ 1
tr(F̂ (Hλ,µ))I,

see Remark 7.3.
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The contribution in the inversion formula (32) coming from the unitary
principal series representations is then given by

1

(`+ 1)2

∑̀
j=0

∫ ∞
0

tr(F̂ (Hλj(iv),µj(iv)))Φλj(iv),µj(iv)(as)
∗ωj(iv)dv,

where λj(iv) and µj(iv) are given in Lemma 9.2.

Now by using (22) and (28) we get

Φλj(iv),µj(iv)(as) = ψ(1− t)V (t) 2H1

(
U ;V+λj(iv)

C
; 1− t

)
Hλj(iv),µj(iv).

Thus the contribution in the inversion formula (32) coming from the unitary
principal series representations is precisely the first summand appearing in the
statement of the theorem.

On the other hand if η ∈ (ih)∗ is a Harish-Chandra parameter then the
contribution of Φλη ,µη in (32) is given by

dη
(`+ 1)2

tr(F̂ (Hλη ,µη))Φλη ,µη(as)
∗,

where dη is the corresponding formal degree (30). Now, from (31) we obtain

Φλη ,µη(as) = V (t)Hη(t) = ψ(1− t)V (t) 2H1

(
U ;V+λη

C
; 1− t

)
Hλη ,µη .

This completes the proof of the theorem.
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Córdoba, Argentina
tirao@mate.uncor.edu

Received September 8, 2010
and in final form September 19, 2011


