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Introduction. Let G be a linear algebraic group acting morphically on an affine
variety X , all defined over a field k . Many results of (geometric) invariant theory
related to the orbits of the action of G are obtained in the geometric case, i.e.,
when k is an algebraically closed field. However, since the very beginning of mod-
ern geometric invariant theory, as presented in [10], [11], there has been a need
to consider the relative case of the theory. For example, Mumford has considered
many aspects of the theory already over sufficiently general base schemes, with
arithmetical aim (say, to construct arithmetic moduli of abelian varieties, as in
Chap. 3 of [10], [11]). Also some questions or conjectures due to Borel ([2]), Tits
([10]) . . . ask for extensions of results obtained to the case of non-algebraically
closed fields. As typical examples, we cite the results by Birkes [1], Kempf [7],
Raghunathan [12] . . . , which gave the solutions to some of the above mentioned
questions or conjectures. Besides, due to number-theoretic applications, the local
and global fields k are in the center of such investigation. In this paper we assume
that k is a local field, i.e., a finite extension of either the real field R , or for p a
prime, the p-adic field Qp , or the field of Laurent series Fp((T )). Then we can
endow X(k) with the (Hausdorff) v -adic topology induced from that of k . Let
x ∈ X(k). We are interested in a connection between the Zariski-closedness of the
orbit G.x of x in X , and Hausdorff closedness of the (relative) orbit G(k)x of x
in X(k). The first result of this type was obtained by Borel and Harish-Chandra
([4]) and then by Birkes ([1], see also Slodowy [15]) in the case k = R , the real
field, and then by Bremigan (see [5]). In fact, it was shown that if G is a reductive
R-group, G.x is Zariski closed if and only if G(R).x is closed in the real topology
(see [1], [15]), and this was extended to p-adic fields in [5]. Notice that the proofs
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previously obtained in [1], [5], . . . do not seem to extend to the case of positive
characteristic. The aim of this note is to see to what extent the above results still
hold for a more general class of local fields, namely to include the case of local
function fields. The following is the main result of this note.

Theorem. Let T be a smooth affine group of multiplicative type defined over
a local function field k, which acts k-morphically on a finitely dimensional k-vector
space V, v ∈ V (k). Then the orbit T.v is Zariski closed in V, if and only if T (k).v
is Hausdorff closed in V (k).

First in Section 1 we recall some basic definitions and facts related to local fields,
algebraic groups and Galois and flat cohomology of algebraic groups over such
fields. Some preliminary results on actions of tori are presented in Section 2. In
Sections 3 and 4 we present the proof of the main theorem. In Section 5, we
give some examples, which show that in general, the theorem does not hold for
arbitrary algebraic groups, e.g. some solvable groups of dimension 2.

1. Preliminaries

1.1. Local fields. (Cf. [14].) By definition, a local field is a finite field extension
of either the real numbers R , or for a prime number p , the field Qp of p-adic
numbers, or the field of Laurent series Fp((T )) over a finite field Fp . Any such
field is complete with respect to a non-trivial (additive) valuation v of real rank 1
with a finite residue field. Moreover, as topological fields, they are locally compact,
where the group of v -adic integers (resp. v -units) Ov := {x ∈ k | v(x) ≥ 0} (resp.
Uv := {x ∈ k∗ | v(x) = 0}) is a compact subgroup of the additive group k+ (resp.
multiplicative group k∗ ).

1.2. Groups of multiplicative type. (Cf. [3] and [14].) By a k -group we al-
ways mean (unless otherwise stated) a smooth (i.e. linear) algebraic k -group, as
in [3], and all algebraic groups considered in this paper are affine. We consider
only k -groups of multiplicative type (i.e. k -groups which are diagonalizable over
some finite separable extension of k ), and k -tori, which are connected k -groups
of multiplicative type. Let denote by Gm the multiplicative group defined over
k . For any k -torus T , there is a unique smallest k -subtorus Ta of T , such that
the quotient T/Ta is k -isomorphic to Gn

m (i.e. is k -split). Such Ta is called the
anisotropic part of T . There is a unique maximal k -split subtorus Ts of T (called
the k -split part of T ) and then T is an almost direct product over k of Ta and
Ts . It is well-known (see [2, 3]) that if k is a local field, then T (k), Ts(k) are lo-
cally compact in their Hausdorff topology and moreover, Ta(k) is a compact group.

1.3. Galois and flat cohomology. (Cf. [13], [8, 9] and [14].) For a flat com-
mutative k -group scheme G of finite type and algebraic extension M/k , we set
Cr := Cr(M/k,G) := G(⊗rkM) for r = 1, 2, . . . and we define a cochain complex
(the so called Čech complex) for the layer M/k by

0→ C0 δ0→ C1 δ1→ · · · → Cr δr→ · · · .
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The cohomology group Hr(M/k,G) := Ker (δr)/Im (δr−1) of this complex is called
Čech cohomology of G with respect to the covering (or layer) M/k . Then one may
use this Čech cohomology to obtain two types of cohomology for G : the Galois
cohomology Hr(Gal(ks/k), G(ks)), by taking M = ks the separable closure of k
in a fixed algebraic closure k̄ , and the flat cohomology Hr(k̄/k,G) (denoted also
by Hr

flat(k,G)) by taking M = k̄ . If G is a smooth k -group scheme, then it is
known ([14], Theorem 43) that

Hr(Gal(ks/k), G(ks)) ' Hr(k̄/k,G).

Especially if k is a local field, the v -adic (Hausdorff) topology on k̄ induces a nat-
ural Hausdorff topology on Cr , thus also on Ker (δr) and on Hr(M/k,G). If G is
a finite k -group scheme of multiplicative type, then equipped with this topology,
H1

flat(k,G) is a compact topological group ([14], Prop. 79). Moreover, if G is an
étale finite group of multiplicative type, then H1

flat(k,G) is finite and discrete in
its natural topology ([14], Prop. 78).

2. Some lemmas and reductions

In this section we consider some lemmas, which will be used in the proof of “only
if” part of the main theorem (mostly in the case where T is a split k -torus).

Lemma 2.1. ([16], Lemma 1.1) Let mij , 1 ≤ i ≤ r , 1 ≤ j ≤ n be integers
with the following property. If b1, . . . , br are real numbers (not all zero) such that
b1m1j + · · ·+ brmrj = 0, for all j = 1, . . . , n, then at least two of the bi must have
opposite signs. Then there are real numbers (and, therefore, also integers) ci such
that mi1c1 + · · ·+mincn > 0, for all i ≤ r .

We deduce the following consequence from this lemma, which basically follows
from the fact that Q is dense in R .

Lemma 2.2. Let χi = (ai1, . . . , ain) ∈ Z × · · · × Z for all i = 1, . . . ,m such
that

0 /∈ {Σm
i=1aiχi : a1, . . . , am runs over Z≥0 and not all zero}.

Then there exist integers b1, . . . , bn satisfying b1ai1 + · · · + bnain > 0, for all
i = 1, . . . ,m.

Proof. Our assumption means that we have

0 /∈

{ a11 · · · am1

· · ·
a1n · · · amn

 x1

· · ·
xm

}

where x1, . . . , xm runs over Z≥0, and not all zero.
Firstly, we claim that
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0 /∈

{ a11 · · · am1

· · ·
a1n · · · amn

 x1

· · ·
xm

}

where x1, . . . , xm runs overR≥0, and not all zero.
Assume that the statement above is false. Denote

W =

{ x1

· · ·
xm

 ∈ Rm

∣∣∣∣∣
( a11 · · · am1

· · ·
a1n · · · amn

)( x1

· · ·
xm

)
= 0

}
.

Then we have W ∩ (R≥0)m 6= {0} . Without loss of generality, we may assume
for simplicity that there exists w = (w1, . . . , wm) ∈ W such that 0 6= w =
(w1, . . . , wm) ∈ W ∩ (R≥0)m , where

(1) w1, . . . , wr > 0, wr+1 = · · · = wm = 0.

(Indeed, take any x ∈ W ∩ (R≥0)m , x 6= {0} and let J := {i | xi = 0} . Then J
is a proper subset of {1, 2, . . . ,m} . By removing the j -th columns with indices
j belonging to J , we obtain a new matrix (aij) satisfying an assumption which
is similar to our initial assumption and the vector x′ ∈ (R≥0)m−|J | obtained by
removing the xi = 0, i ∈ J will play the role of our x .) We denote

W ′ =

{ x1

· · ·
xr

 ∈ Rr

∣∣∣∣∣
( a11 · · · ar1

· · ·
a1n · · · arn

)( x1

· · ·
xr

)
= 0

}
.

From (1) we have

(2) W ′ ∩ (R>0)r 6= ∅ .

Since aij ∈ Z so W ′ is defined over Q . Therefore there is a basis (w′1, . . . , w
′
l) of W ′

and w′1, . . . , w
′
l ∈ Qr . By (2), there exists w′ = a1w

′
1 + · · · + alw

′
l ∈ W ′ ∩ (R>0)r .

Since the set (R>0)r is open then we can choose (b1, . . . , bl) ∈ Ql in a neigh-
bourhood of (a1, . . . , al) such that w̃ = b1w

′
1 + · · · + blw

′
l ∈ (R>0)r . Since all

vectors w′1, . . . , w
′
l belong to Qr , we have w̃ ∈ W ′ ∩ (Q>0)r . It follows that

W ′ ∩ (Q>0)r 6= ∅ . and a fortiori W ∩ (Q≥0)m 6= {0} . We take any non-zero
element (a1, . . . , am) ∈ W ∩ (Q≥0)m . Then by multiplying with the product of
the denominators of ai, i = 1, . . .m , we may assume that 0 6= (a1, . . . , am) ∈
W ∩ (Z≥0)m . Then W ∩ (Z≥0)m 6= {0} and this contradicts to the assumption
0 /∈ {Σm

i=1aiχi | a1, . . . , am ∈ Z≥0 and not all zero} and hence the claim. We apply
Lemma 2.1 to obtain integers b1, . . . , bn such that b1ai1 + · · · + bnain > 0, for all
i = 1, . . . ,m . The lemma is proved.
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Lemma 2.3. With notation as above, let (ai1, . . . , ain) ∈ Zn , i = 1, . . . ,m, and
T1, . . . , Tm , t1,l, . . . , tn,l ∈ k∗ for all l ∈ N such that (ta111,l . . . t

a1n
n,l , . . . , t

am1
1,l . . . tamn

n,l )→
(T1, . . . , Tm) when l tends to ∞ . Then there exist s1, . . . , sn ∈ k∗ such that
T1 = sa111 · · · sa1nn , · · · , Tm = sam1

1 · · · samn
n .

Proof. We fix an uniformizing element π of k and let vπ denote the corre-
sponding valuation: vπ(π) = 1. By the hypothesis, for l sufficiently large (we can
assume l ≥ 1), we have

a11vπ(t1,l) + · · ·+ a1nvπ(tn,l) = vπ(T1),

· · · · · ·

am1vπ(t1,l) + · · ·+ amnvπ(tn,l) = vπ(Tm).

We prove this lemma by induction on n . If n = 1, then vπ(t1,l) is constant, say
equals to c , for all l ≥ 1. Thus t1,l = πcu1,l , where u1,l ∈ Uv , the group of v -units
of k . Since k is a locally compact local field, the group Uv is compact. Hence
{t1,l} belong to the compact set πcUv . So we can choose a subsequence {t1,lq}∞q=1

of t1,l such that t1,lq → s1 6= 0. Then T1 = sa111 , · · · , Tm = sam1
1 and we are done.

Now we assume that the assertion is true for 1, 2, . . . , n− 1. We show that this is
also true for n . We consider the following cases.

Case 1. The system ( a11 · · · a1n

· · ·
am1 · · · amn

)( k1

. . .
kn

)
=

( 0
. . .
0

)

with the condition kj ∈ Z, , for all j = 1, . . . , n , has a unique solution kj = 0, for
all j = 1, . . . , n .
Then the system of equation above with the condition vπ(tj,l) ∈ Z (for all
j = 1, . . . , n), has a unique solution vπ(tj,l) = cj , for all l = 1, 2, . . . and c1, . . . , cn
are integers, hence the sequence tj,l belong to compact set πcjUv . As above,
since the group Uv of v -units is compact, we can choose a subsequence {lq}∞q=1

of {1, 2, · · · } such that tj,lq → sj ∈ k∗ for all j = 1, . . . , n . Then we have
tai11,lq

. . . tainn,lq → sai11 . . . sainn , for all i = 1, . . . ,m . Thus Ti = sai11 . . . sainn for all
i = 1, . . . ,m and we are done.

Case 2. There exist k1, · · · , kn ∈ Z such that not all equal zero and

( a11 · · · a1n

· · ·
am1 · · · amn

)( k1

. . .
kn

)
=

( 0
. . .
0

)
.
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Without loss of generality, we may assume that k1 6= 0. For each l = 1, 2, . . .
we modify (t1,l, . . . , tn,l) to (t′1,l, . . . , t

′
n,l) as follows. First there exists a unique

ql ∈ Z, rl ∈ N≥0, 0 ≤ rl < k1 , such that vπ(t1,l) = qlk1 + rl. Then we set

{ t′1,l = t1,lπ
−qlk1 ,

· · ·
t′n,l = tn,lπ

−qlkn .

Then 0 ≤ vπ(t′1,l) = rl ≤ k1 − 1, for all l = 1, 2, . . . and we have

t
′ai1
1,l . . . t

′ain
n,l = tai11,l . . . t

ain
n,l → Ti,

for all i = 1, . . . ,m . From 0 ≤ vπ(t′1,l) < k1 , and the fact that Uv is compact, it

follows that the sequence t′1,l belong to the compact set Uv ∪ πUv ∪ · · · ∪ πk1−1Uv .

It follows that we can choose a subsequence t′1,lq → s1 6= 0. Thus t
′ai2
2,lq

. . . t
′ain
n,lq
→

s−ai11 Ti, for all i = 1, . . . ,m . The induction hypothesis implies that there ex-
ist s2, . . . , sn ∈ k∗ satisfying s−ai11 Ti = sai22 . . . sainn , for all i = 1, . . . ,m . Thus
Ti = sai11 . . . sainn , for all i = 1, . . . ,m and si ∈ k∗ , hence the lemma.
The following lemma is trivial

Lemma 2.4. Let k be as above, (v1, . . . , vn) a basis of kn , a1,l, . . . , an,l ∈ k ,
for all l = 1, 2, . . . such that lim

l→∞
(a1,lv1 + · · · + an,lvn) = 0. Then for each i

belonging to {1, 2, . . . , n}, the sequence ai,l converges to 0 when l tends to ∞.

Let f : Gm → V be a morphism of algebraic varieties. If f can be extended
to a morhism f̃ : Ga → V , with f̃(0) = v , then we write f(t) → v while t → 0,
or lim

t→0
f(t) = v. Next we assume that T is a k -split torus.

Lemma 2.5. Assume that v ∈ V , v 6= 0 T is a k-split torus and the orbit
T.v is closed in the Zariski topology. Let χ1, . . . , χm ∈ X∗(T ) be the weights of
a representation ρ : T → GL(V ). Then there exist a1, . . . , am belonging to Z≥0

such that
∑m

i=1 aiχi = 0 and not all a1, . . . , am equal to 0.

Proof. We assume the contrary. Then there are no elements a1, . . . , am be-
longing to Z≥0 satisfying

∑m
i=1 aiχi = 0. Since T is split, we may assume that

T = Gn
m and set

χi = (ai1, . . . , ain) ∈ X∗(T ) (∼= Z× · · · × Z).

Then Lemma 2.2 shows that there exist b1, . . . , bn ∈ Z such that

( b1 · · · bn )

( a11 · · · am1

· · ·
a1n · · · amn

)
= ( c1 · · · cm )
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where ci > 0, for all i = 1, . . . ,m . We choose λ : Gm → T such that
λ : α 7→ diag(αb1 , . . . , αbn) then

λ(α)v =
m∑
i=1

diag(αb1 , . . . , αbn)vχi
.

Thus, we have

λ(α)v =
m∑
i=1

αb1ai1+···+bnainvχi
=

m∑
i=1

αcivχi
.

Since c1, . . . , cn ≥ 0 so we have lim
α→0

λ(α)v = 0. On the other hand, T.v is closed,

v 6= 0, so 0 ∈ Cl(T.v) = T.v , where we denote by Cl(.) the Zariski closure. Thus
0 /∈ Cl(λ(Gm).v), a contradiction. Therefore the assumption is false and we are
done.

The following fact is well-known.

Lemma 2.6. ([2]) Let ρ : T = Gn
m → GL(V ) be a representation defined over k .

Then all the weight spaces Vχ are defined over k .

3. Proof of Theorem. If part.

First we recall the following result due to Birkes, which implies quickly our asser-
tion.

Proposition 3.1. ([1], Proposition 9.10) Let k be an arbitrary field, G a nilpotent
k-group acting linearly on a finitely dimensional vector space V via a representation
ρ : G→ GL(V ), all defined over k. If v ∈ V (k), Y is a non-empty G-stable closed
subset of Cl(G.v)\Gv , then there exist an element y ∈ Y ∩V (k), a one-parameter
subgroup λ : Gm → G defined over k, such that λ(t).v → y while t→ 0.

Remark. It is the so-called Property A figured in [1, 12].

Assume that a nilpotent k -group G acts linearly on a k -vector space V . As-
sume also that v ∈ V (k) such that G(k).v is closed in the Hausdorff topology. We
assume the contrary that G.v is not closed in V . Then we set Y := Cl(G.v)\G.v 6=
∅. Clearly Y is a closed subset of Cl(G.v) which is also G-stable. By Birkes re-
sult, there exist y ∈ Y ∩ V (k), a one-parameter subgroup λ : Gm → G defined
over k , such that λ(t).v → y , t→ 0. Denote by Cl′ the closure in the Hausdorff
topology. Thus by this choice, y ∈ Cl′(λ(k∗).v) ⊂ Cl′(G(k).v) = G(k).v ⊂ G.v ,
since G(k)v is closed, which is a contradiction. This shows that G.v is closed as
required.

4. Proof of Theorem. Only if part.

The basic idea of the proof is as follows. First we consider some separate cases,
namely, when T is a split torus, anisotropic torus and then the arbitrary case of
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tori. The general case is then reduced naturally to the case of tori. We distinguish
the following cases.

A) T is a k -torus.
Case 1. T is a k -split torus.

We may assume that v is not equal to 0, and

χi = (ai1, . . . , ain) ∈ X∗(T ) (∼= Z× · · · × Z)

are the weights of representation ρ . By Lemma 2.5, since the orbit T.v closed in
the Zariski topology, there exist a1, . . . , am ∈ Z≥0 and not all equal to 0 such that∑m

i=1 aiχi = 0. This means that

( a1 · · · am )

( a11 · · · a1n

· · ·
am1 · · · amn

)
=

( 0
· · ·
0

)
.

Now we show that T (k).v is closed in Hausdorff topology. It means that if
(t1,l, . . . , tn,l)v = ta111,l . . . t

a1n
n,l vχ1 + · · · + tam1

1,l . . . tamn
n,l vχm → T1vχ1 + · · · + Tmvχm

then there exist t1, . . . , tn ∈ k∗ satisfying

T1 = ta111 . . . ta1nn , . . . , Tm = tam1
1 . . . tamn

n .

We know by Lemma 2.6 that Vχi
is defined over k . Since v ∈ V (k) then it

is easy to see that vχi
∈ V (k). Lemma 2.4 shows that tai11,l . . . t

ain
n,l → Ti for all

i = 1, . . . ,m . It follows from above that

T a11 . . . T amm = lim
l→∞

m∏
i=1

(tai11,l . . . t
ain
n,l )

ai = 1.

So we have Ti 6= 0, for all i = 1, . . . ,m . In summary, tai11,l . . . t
ain
n,l → Ti 6= 0,

i = 1, . . . ,m . Then Lemma 2.3 shows that there exist s1, . . . , sn ∈ k∗ such that

T1 = sa111 . . . sa1nn , . . . , Tm = sam1
1 . . . samn

n .

Thus T (k).v is closed in the Hausdorff topology.

Case 2. T is anisotropic k-torus.

Since T is k -anisotropic, it is well-known that T (k) is compact in the Haus-
dorff topology. The morphism ϕ : T → T.v, g 7→ g.v induces a continuous (with
respect to the Hausdorff topology) map ϕv : T (k)→ T (k).v . Thus T (k).v is also
compact in V (k), hence closed there.

Case 3. T is an arbitrary k-torus. In this case, we need to use the results proved
in Cases 1 and 2 above. Thus, by considering T as an almost direct product of
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an anisotropic subtorus and a split subtorus, we will reduce the assertion to one
of these cases. The difficulty consists of relating the group of k -points T (k) with
the product Ta(k)Ts(k). This will be achieved by using Galois and flat cohomology.

We may assume that T = Ta.Ts (almost direct product), where Ta (resp. Ts )
is the maximal k -anisotropic (resp. k -split) subtorus of T , which are non-trivial.
The scheme theoretic intersection F := Ta ∩ Ts is a finite k -subgroup scheme of
multiplicative type of T , which may not be reduced if characteristic of k is p > 0.
Assume that p > 0. It is well-known that we may decompose F into a direct prod-
uct F = F0×F1 , where F0 (resp. F1 ) is the p-part (resp. prime-to-p part) of F ,
all are defined over k (see e.g. [14]). Let G1 := Ta×Ts/F1 and let β : Ta×Ts → G1

be the corresponding projection. For any commutative k -algebra S consider the
map fS : Ta(S) × Ts(S) → T (S), (a, b) 7→ ab. It is clear that this way we obtain
a k -isogeny f : Ta × Ts → T with kernel k -isomorphic to F . Thus we have the
following purely inseparable k -isogeny γ : G1 → T and also the following exact
sequences of affine k -group schemes

1→ F1 → Ta × Ts
β→ G1 → 1,

1→ F → Ta × Ts
β′
→ T → 1.

Recall that a closed subgroup B of a topological group A is called cocompact if
the quotient space A/B with quotient topology is compact.

We need the following

Lemma 4.1. The subgroup β(Ta(k) × Ts(k)) is an open subgroup of finite in-
dex in G1(k) and the subgroup β′(Ta(k)×Ts(k)) is a cocompact subgroup of T (k).

Proof of Lemma 4.1. From the above setting we derive the following com-
mutative diagram with exact rows, where H1

flat(k,G) stands for flat cohomology
of G

F1(k)
α→ Ta(k)× Ts(k)

βk→ G1(k) → H1
flat(k, F1)

↓ ↓= ↓ γ

F0(k)× F1(k)
α′
→ Ta(k)× Ts(k)

β′
k→ T (k) → H1

flat(k, F )

where G1 := (Ta × Ts)/F1. On the one hand, in the case characteristic of k is
p > 0, F0 is a k -form of a product

∏
µpni , where µm denotes the finite group

scheme of m-th roots of unity, since F0 is of multiplicative type. In particular,
F0 is an infinitesimal (local) finite group scheme, and F0(k̄) = 1. On the other
hand, F1 has order prime to p , thus the flat cohomology group H1

flat(k, F1) is
isomorphic to Galois cohomology H1(k, F1) (see [14], Theorem 43), which is finite
(see [9], Chap. III, or [14], Proposition 79). We may equip these cohomology
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groups with the natural topology (see [9], Chap. III, or [14], Chap. VI). Also,
since βk is well-known to be an open map, it follows that Im(βk) is an open
subgroup of finite index in G1(k). Since H1(k, Ts) = 0, T (k)/Ts(k) ' (T/Ts)(k)
(topologically), which is compact, so T (k)/Ts(k) is compact. On the other hand,
the natural surjection T (k)/Ts(k)→ T (k)/(Ta(k)Ts(k)) is continuous, thus as the
continuous image of a compact, T (k)/Ta(k)Ts(k) is also compact as required.
We will need the following well-known and very useful result .

Lemma 4.2. ([6]) Let G be a locally compact topological group, H a closed sub-
group of G, and Ω is a compact and closed subset of the space G/H . Then there
exists a compact subset Ω′ ⊂ G such that the image of Ω′ in G/H via the projec-
tion G→ G/H is equal to Ω.

Now we proceed to show that if T.v is closed then so is T (k).v in V (k). Let (gn)
be a sequence in T (k) such that gn.v converges to an element x ∈ V (k). We need
to show that x ∈ T (k).v . One can show without difficulty that Ta.v and Ts.v are
closed in V . First we claim that Ta(k).Ts(k)v is closed in V (k). In fact, from the
split case, we know that Ts(k)v is closed in V (k). Let tn ∈ Ta(k), sn ∈ Ts(k)
be a sequence such that lim

n→∞
tnsn.v exists and equal w ∈ V (k). We show

that w ∈ Ta(k)Ts(k).v . Since Ta(k) is compact, we may choose a subsequence
of {tn} , denoted by the same symbol, such that lim

n→∞
tn = t ∈ Ta(k). Since

tnsnv → w, tn → t , we have tsn.v → w , i.e., snv → t−1w , thus the sequence
snv has a limit and this limit must belong to Ts(k)v , since the latter is closed.
Hence snv → sv ∈ Ts(k)v, s ∈ Ts(k), so sv = t−1w , or ts.v = w ∈ Ta(k)Ts(k)v as
required.

Next, since Ta(k)Ts(k) is a cocompact closed subgroup of T (k), and T (k)
is locally compact, by Lemma 4.2 there exists a compact subset C ⊂ T (k) such
that T (k) = CTa(k)Ts(k). Let gn = cnrn, where cn ∈ C, rn ∈ Ta(k)Ts(k). Since
C is compact and T (k) has countable basis of topology, from the sequence cn we
may take a subsequence converging in C , say, to c ∈ C . By renumbering, we
may assume that cn → c . Hence rn.v → c−1.x ∈ V (k). From the claim above,
c−1.x ∈ Ta(k)Ts(k).v, thus x ∈ T (k).v as required.
B) T is an arbitrary k -group of multiplicative type. Quite naturally, we reduce
to the case of tori by means of the following

Lemma 4.3. Let T ◦ be the connected component of the identity of T , which
is a k -torus. Then
1) T.v is closed if and only if T ◦.v is so (here T needs not be of multiplicative
type).
2) T (k).v is Hausdorff closed if and only if T ◦(k).v is so.

Proof. 1) We have a finite decomposition of T into disjoint union of cosets of
T ◦ , T = ∪1≤i≤ntiT

◦ . It is clear that if T ◦.v is closed, then so is T.v . Conversely,
let T.v be closed. The orbit T ◦.v is the image of T ◦ via projection T → T.v ,
and since T ◦ is open in T , so is T ◦.v in T.v . Then so is each orbit tiT

◦.v , being
homeomorphic to T ◦.v . Since T.v = ∪j∈JtjT ◦.v (disjoint union), where J is a
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subset of {1, . . . , n} , T ◦.v is the complement to an open subset in T.v , thus is
closed there. Since T.v is closed in V , so is T ◦.v .
2) Similarly, one direction (“if part”) is clear, since T ◦(k) is of finite index in
T (k). Assume that T (k).v is closed. By the proof of the “if part” of Theorem (see
Section 2), we know that then T.v is closed. By 1), T ◦.v is closed and by Part
A), T ◦(k).v is also Haudorff closed.

The proof of Lemma 4.3, thus of the Theorem therefore is complete.

Remark. As the referee pointed out, it will be interesting to investigate the
problem under consideration by making use of Luna slice theorem in characteristic
p , due to Barsdley - Richardson. We hope to come back to this problem in the
near future.

5. Some (counter-)examples

5.1. One may ask that if there should be a “general theorem”, which says that
if a constructible set X ⊂ V (defined over a field k complete with respect to a
non-trivial valuation of real rank 1) then X is Zariski closed in V if and only
if X(k) is Hausdorff closed in V (k). A particular case of X would be our orbit
G.v . However, in general, the closedness of G(k).v and that of (G.v)(k) are to-
tally different. Moreover, we give below a minimum example among solvable non-
commutative algebraic groups, for which (B.v)(k) and the relative orbit B(k).v
are Hausdorff closed, but the orbit B.v is not Zariski closed.

Example 5.2. 1) Let k be a field of characteristic 0, k̄ an algebraic closure
of k. Let B be a smooth affine solvable algebraic group of dimension 2, acting
regularly on an affine variety X, all defined over k, x ∈ X(k). If the stabilizer Bx

of x is an infinite subgroup of B, then the orbit B.x is closed.
2) Assume further that k is a local field of characteristic 0, G = SL2 , B the Borel
subgroup of G, consisting of upper triangular matrices. Consider the standard
representation of G by letting G act on the space V2 of homogeneous polynomials
in X,Y of degree 2 with coefficients in k̄ , considered as 3-dimensional k̄ -vector
space with the canonical basis {X2, XY, Y 2} . Then for v = (1, 0, 1) ∈ V2 , we have
a) In the Zariski topology, G.v is closed, and the stabilizer Gv is finite.
b) B.v = {(x, y, z) | 4xz = y2 + 4} \ {z = 0} is not Zariski closed;
c) B(k).v = {(a2 + b2, 2bd, d2) | ad = 1, a, b, c, d ∈ k} is closed in the Hausdorff
topology, where k is either R or a p-adic field, with p=2 or p ≡ 3 (mod. 4).
Moreover, if we set n := [k∗ : k∗2] , then we have the following decomposition
(B.v)(k) = ∪1≤i≤nei(B(k).v)), where ei are different representatives of cosets k∗

modulo k∗2 , thus (B.v)(k) is also closed in the Hausdorff topology.

(Recall that the representation considered in 5.2, 2), is equivalent to the adjoint
representation of G . Also, if k is a local field of characteristic 0, then in case 2)
of 5.2, the quotient group k∗/k∗2 is always finite.)

Proof. 1) By the proof of Lemma 4.3, part 1), we may assume that B is con-
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nected. We may assume next that B is neither unipotent, nor of multiplicative
type since otherwise the assertion is a partial case of well-known results. Let
B = T.Bu , where T is a maximal torus and Bu the unipotent radical of B . By
our assumption, Bu is infinite, thus dim T = dim Bu = 1. Since Bx is an infinite
solvable algebraic group, it has a semidirect decomposition Bx = S.R , where S
is a group of multiplicative type and R is the unipotent radical of Bx . After a
conjugation, we may assume that S ⊆ T . If R is non-trivial, then it is clear that
R = Bu . Therefore Bx is a normal subgroup of B , and the assertion is clear. If R
is trivial, then S is infinite, thus S = T . Therefore we have B.x = BuT.x = Bu.x ,
which is closed in X .
2) a) We take an embedding k ⊂ C and regard all groups as groups of points with
values in C

G = SL2 =

{(
a b
c d

) ∣∣∣∣∣ ad− bc = 1, a, b, c, d ∈ C

}
,

B =

{(
a b
0 d

) ∣∣∣∣∣ ad = 1, a, b, d ∈ C

}
.

The action on V2 gives rise to the following representation

ρ : SL2 −→ GL3,

ρ :

(
a b
c d

)
7→

 a2 ab b2

2ac ad+ bc 2bd
c2 cd d2

 .

One checks easily that G.v = {(x, y, z) | 4xz = y2 + 4} (so G.v is closed in the
Zariski topology) and that the stabilizer Gv of v in G is finite. Hence so is Bv ,
and by 1), the orbit B.v is closed.
b) We have

B.v = {(a2 + b2, 2bd, d2) | ad = 1}

= {(x, y, z) | 4xz = y2 + 4} \ {z = 0} .
We show that B.v is not closed in the Hausdorff (C)-topology. For all n ∈ Z ,
n 6= 0, we have (0, 2i, 1

n
) ∈ B.v . On the other hand, (0, 2i, 1

n
) → (0, 2i, 0) /∈ B.v .

So B.v is not closed in the Hausdorff (C)-topology, hence it is neither closed in
the Zariski topology.
The part c) is proved in a similar way and is left for the reader.

Remarks. 1) As it was also pointed out by the referee, this example shows that
even in characteristic 0, one should not expect for a close relationship between the
two types of “closedness” for non-reductive groups.
2) We can show that the same example works in characteristic p = 2. In fact, for
any p , the following example shows that one cannot hope for such a relationship
even for semisimple groups.

Example 5.3. Let p be a prime, k = Fq((T )), q = pr , G = SL2 , B the Borel sub-
group of G as in 5.2, and let ρ the representation of G into 2-dimensional k-vector
space V given by
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ρ : G = SL2 → GL2, g =

(
a b
c d

)
7→
(
ap bp

cp dp

)
, v = (1, T ) ∈ V (k) = k × k.

Then
1) G · v = V \ {(0, 0)} is open (and not closed) in the Zariski topology in V and
G(k) · v is closed in the Hausdorff topology in V (k).
2) B · v = {(x, y) ∈ V | y 6= 0} is open (and not closed) in the Zariski topology in
V and B(k) · v is closed in the Hausdorff topology in V (k).

The proof is a simple computation.
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