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1. Introduction

In 1992, S. Berman and R. Moody [7] introduced the notion of a Lie algebra graded
by an irreducible reduced finite root system. Their definition was motivated by a
construction appearing in the classification of finite dimensional simple Lie algebras
containing nonzero toral subalgebras [12]. The classification of root graded Lie
algebras in the sense of S. Berman and R. Moody was given, in part, by S. Bermen
and R. Moody themselves and was completed by G. Benkart and E. Zelmanov
[5] in 1996. They classified Lie algebras graded by an irreducible reduced finite
root system using a type-by-type approach; for each type X, the authors give a
recognition theorem for centerless Lie algebras graded by a root system of type
X. In 1996, E. Neher [11] generalized the notion of root graded Lie algebras by
switching from fields of characteristic zero to rings containing 1/6 and working
with locally finite root systems instead of finite root systems. Roughly speaking,
according to him, a Lie algebra L over a ring containing 1/6 is graded by a reduced
locally finite root system R if L is a spanQR-graded Lie algebra generated by
homogenous submodules of nonzero degrees and that for any nonzero root α ∈ R,
there are homogenous elements e and f of degrees α and −α respectively such
that [e, f ] acts diagonally on L. He realized root graded Lie algebras for reduced
types other than F4, G2 and E8 as central extensions of Tits-Kantor-Koecher
algebras of certain Jordan pairs. Finally in 2002, B. Allison, G. Benkart and Y.
Gao [3] defined a Lie algebra graded by an irreducible finite root system of type
BC and studied root graded Lie algebras of type BCn for n ≥ 2. In 2003, G.
Benkart and O. Smirnov [6] studied Lie algebras graded by a finite root system of
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type BC1 and finalized the classification of Lie algebras graded by an irreducible
finite root system.

A Lie algebra L graded by an irreducible finite root system R has a weight
space decomposition with respect to a splitting Cartan subalgebra of a finite
dimensional split simple Lie subalgebra g of L, whose set of weights is contained
in R. This feature allows us to decompose L as L =M1 ⊕M2 in which M1 is
a direct sum of finite dimensional irreducible nontrivial g-submodules and M2 is
a trivial g-submodule of L. One can derive a specific vector space b from the g-
module structure of M1. This vector space is equipped with an algebraic structure
which is induced by the Lie algebraic structure of L. Moreover, the Lie algebra L
can be reconstructed from the algebra b in a prescribed way; see [2] and [3]. This
construction led to finding a finite presentation for the universal central extension
of a Lie torus [13] of some finite types; see [14] and [4]. This motivates us to
generalize this construction for Lie algebras graded by infinite root systems.

We give a complete description of the structure of root graded Lie algebras.
We fix an infinite irreducible locally finite root system R and show that a Lie
algebra L graded by R can be completely described in terms of the structure of
some known algebraic features derived from the structure of L. More precisely,
depending on the type of R, we consider a quadruple c so called a coordinate
quadruple. We next correspond to c, a specific algebra bc and a specific Lie algebra
{bc, bc}. Then for each subspace K of the center of {bc, bc} satisfying a certain
property called the uniform property, we define a Lie algebra L(bc,K) and show
that it is a Lie algebra graded by R. Conversely, given a Lie algebra L graded by
R, we prove that L can be decomposed as M1 ⊕M2 where M1 is a direct sum
of certain irreducible nontrivial G -submodules for a locally finite spilt simple Lie
subalgebra G of L and M2 is a specific subalgebra of L. We derive a quadruple c
from the G -module structure of M1 and show that it is a coordinate quadruple.
We also prove that there is a subspace K of the center of {bc, bc} satisfying the
uniform property such that M2 is isomorphic to the quotient algebra {bc, bc}/K
and moreover L is isomorphic to L(bc,K).

In the case that the root system R is reduced, our method also suggests
another approach to characterize Lie algebras graded by R compared with what
offered by E. Neher [11].

The outline of this work is as follows: In the first section, we gather some
preliminaries which fill in the background for the readers. In the second section,
we compare the structure of a Lie algebra graded by a finite root system with
the structure of its root graded subalgebras. Regarding the results of the second
section, we devote the third section to the main result of the work, namely, we
study the structure of Lie algebras graded by infinite locally finite root systems.

The author wishes to thank the hospitality of Mathematics and Statistics
Department, University of Ottawa, where some parts of this work were carried
out. The author also would like to express her sincere gratitude to Professor Saeid
Azam and Professor Erhard Neher for some fruitful discussions.
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2. Preliminaries

Throughout this work, N denotes the set of nonnegative integers and F is a field of
characteristic zero. Unless otherwise mentioned, all vector spaces are considered
over F. We denote the dual space of a vector space V by V ∗. We also denote
by End(V ), the vector space of all linear endomorphisms on V. For a linear
transformation T ∈ End(V ), if the trace of T is defined, we denote it by tr(T ).
Also for a nonempty set S, by id

S
(or id if there is no confusion), we mean the

identity map on S and by |S|, we mean the cardinality of S. Finally for an index
set I, by a conventional notation, we take Ī := {̄i | i ∈ I} to be a disjoint copy of
I and for each subset J of I, by J̄ , we mean the subset of Ī corresponding to J.

2.1. Locally Finite Split Simple Lie Algebras. In this subsection, we recall
the structure of infinite dimensional locally finite split simple Lie algebras from
[10] and state some facts which play key roles in this work. Let us start with the
following definition.

Definition 2.1. Let H be a Lie algebra. We say an H-module M has a weight
space decomposition with respect to H, if

M = ⊕α∈H∗Mα whereMα := {x ∈M | h · x = α(h)x; ∀ h ∈ H}

for all α ∈ H∗. The set R := {α ∈ H∗ | Mα 6= {0}} is called the set of weights
of M (with respect to H). For α ∈ R, Mα is called a weight space, and any
element of Mα is called a weight vector of weight α. If a Lie algebra L has a
weight space decomposition with respect to a nontrivial subalgebra H of L via
the adjoint representation, H is called a split toral subalgebra. The set of weights of
L is called the root system of L with respect to H, and the corresponding weight
spaces are called root spaces of L. A Lie algebra L is called split if it contains a
splitting Cartan subalgebra, that is a split toral subalgebra H of L with L0 = H.

The root system of a locally finite split simple Lie algebra with respect to
a splitting Cartan subalgebra is a reduced irreducible locally finite root system in
the following sense (see [8] and [10]):

Definition 2.2. [9] Let U be a nontrivial vector space and R be a subset of
U . The subset R is said to be a locally finite root system in U of rank dim(U) if
the followings are satisfied:

(i) R is locally finite, contains zero and spans U .
(ii) For every α ∈ R× := R \ {0}, there exists α̌ ∈ U∗ such that α̌(α) = 2

and sα(β) ∈ R for α, β ∈ R where sα : U −→ U maps u ∈ U to u − α̌(u)α. We
set by convention 0̌ to be zero.

(iii) α̌(β) ∈ Z, for α, β ∈ R.
Set Rsdiv := (R \ {α ∈ R | 2α ∈ R}) ∪ {0} and call it the semi-divisible

subsystem of R. The root system R is called reduced if R = Rsdiv.

Suppose that R is a locally finite root system. A nonempty subset S of R
is said to be a subsystem of R if S contains zero and sα(β) ∈ S for α, β ∈ S \{0}.
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A subsystem S of R is called full if spanFS ∩ R = S. Following [9, §2.6], we
say two nonzero roots α, β of a subset S of R are connected in S if there
exist finitely many roots α1 = α, α2, . . . , αn = β in S such that α̌i+1(αi) 6= 0,
1 ≤ i ≤ n− 1. Connectedness in R× defines an equivalence relation on R× and so
R× is the disjoint union of its equivalence classes called connected components of
R. A nonempty subset X of R is called irreducible, if each two nonzero elements
x, y ∈ X are connected in X and it is called closed if (X +X)∩R ⊆ X. It is easy
to see that if X is a connected component of a locally finite root system R, then
X ∪ {0} is a closed subsystem of R.

For the locally finite root system R, take {Rλ | λ ∈ Γ} to be the class of all
finite subsystems of R, and say λ 4 µ (λ, µ ∈ Γ) if Rλ is a subsystem of Rµ, then
(Γ,4) is a directed set and R is the direct union of {Rλ | λ ∈ Γ}. Furthermore, if
R is irreducible, it is the direct union of its irreducible finite subsystems; see [9].

Two locally finite root systems (R,U) and (S,V) are said to be isomorphic
if there is a linear transformation f : U −→ V such that f(R) = S.

Suppose that I is a nonempty index set and U := ⊕i∈IFεi is the free F-
module over the set I. Define the form

(·, ·) : U × U −→ F
(εi, εj) = δi,j, for i, j ∈ I

and set
ȦI := {εi − εj | i, j ∈ I},
DI := ȦI ∪ {±(εi + εj) | i, j ∈ I, i 6= j},
BI := DI ∪ {±εi | i ∈ I},
CI := DI ∪ {±2εi | i ∈ I},
BCI := BI ∪ CI .

(1)

One can see that these are irreducible locally finite root systems in their F−span’s
which we refer to as type A,D,B,C and BC respectively. Moreover every irre-
ducible locally finite root system of infinite rank is isomorphic to one of these root
systems (see [9, §4.14, §8]). Now we suppose R is an irreducible locally finite root
system as above and note that (α, α) ∈ N for all α ∈ R. This allows us to define

Rsh := {α ∈ R× | (α, α) ≤ (β, β); for all β ∈ R},
Rex := R ∩ 2Rsh,
Rlg := R× \ (Rsh ∪Rex).

The elements of Rsh (resp. Rlg, Rex ) are called short roots (resp. long roots,
extra-long roots) of R .

A locally finite split simple Lie algebra is said to be of type A,B,C or D if its
corresponding root system with respect to a splitting Cartan subalgebra is of type
A,B,C or D respectively. In what follows, we recall from [10] the classification
of infinite dimensional locally finite split simple Lie algebras. Suppose that J is
an index set and V := VJ is a vector space with a fixed basis {vj | j ∈ J}. One
knows that gl(V) := End(V) together with

[·, ·] : gl(V)× gl(V) −→ gl(V); (X, Y ) 7→ XY − Y X; X, Y ∈ gl(V)
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is a Lie algebra. Now for j, k ∈ J, define

ej,k : V −→ V ; vi 7→ δk,ivj, (i ∈ J), (2)

then gl(J) := spanF{ej,k | j, k ∈ J} is a Lie subalgebra of gl(V).

Lemma 2.3 (Classical Lie algebras of type A). Suppose that I is a nonempty
index set of cardinality greater than 1, I0 is a fixed subset of I with |I0| > 1 and
V is a vector space with a basis {vi | i ∈ I}. Take Λ to be an index set containing
0 and {Iλ | λ ∈ Λ} to be the class of all finite subsets of I containing I0. Set

G := sl(I) := {φ ∈ gl(I) | tr(φ) = 0},

and for λ ∈ Λ, take

G
Iλ

:= Gλ := G ∩ spanF{er,s | r, s ∈ Iλ}.

Then sl(I) is a locally finite split simple Lie subalgebra of gl(I) with splitting
Cartan subalgebra H := span{ei,i − ej,j | i, j ∈ I} and corresponding root system
isomorphic to ȦI . Moreover, for i, j ∈ I with i 6= j, we have

Gεi−εj = Fei,j.

Also for each λ ∈ Λ, Gλ is a finite dimensional split simple Lie subalgebra of
G with splitting Cartan subalgebra Hλ := H ∩ Gλ and G is the direct union of
{Gλ | λ ∈ Λ}.

In the following lemma, we see that locally finite split simple Lie algebras of
type B can be described in terms of derivations of Clifford Jordan algebras which
are defined as following:

Definition 2.4 ([13]). Suppose that A is a unital commutative associative
algebra over F and W is a unitary A-module. Suppose that g :W ×W −→ A is
a symmetric A-bilinear form and set J := J (g,W) := A⊕W . The vector space
J together with the following multiplication

(a1 + w1)(a2 + w2) = a1a2 + g(w1, w2) + a1w2 + a2w1

for a1, a2 ∈ A and w1, w2 ∈ W is a Jordan algebra called a Clifford Jordan
algebra. For a, b ∈ J , define Da,b := −[La,Lb] := LbLa − LaLb where La,Lb are
left multiplications by a and b respectively. For a subspace V of J , set DV,V to
be the subspace of End(J ) spanned by Da,b for a, b ∈ V. One can see that for
w1, w2 ∈ W , Dw1,w2 can be identified with Dw1,w2|W , the restriction of Dw1,w2 to
W . This allows us to consider DW,W as a subalgebra of gl(W).

Lemma 2.5 (Classical Lie algebras of type B ). Suppose that I is a nonempty
index set. Take J := {0} ] I ] Ī and consider the vector space V := VJ as before.
Define the bilinear form (·, ·) on V by

(vj, vk̄) := (vk̄, vj) := 2δj,k, (v0, v0) := 2,
(vj, vk) := (vj, v0) := (v0, vj) := (v0, vj̄) := (vj̄, v0) := (vj̄, vk̄) := 0

(3)
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for j, k ∈ I and set

G := oB(I) := {φ ∈ gl(J) | (φ(v), w) = −(v, φ(w)), for all v, w ∈ V}.

Then we have the followings:

(i) G is a locally finite split simple Lie subalgebra of gl(J) with splitting
Cartan subalgebra H := spanF{hi := ei,i − eī,̄i | i ∈ I} and corresponding root
system isomorphic to BI . Moreover, for i, j ∈ J with i 6= j, we have

Gεi−εj = F(ei,j − ej̄ ,̄i), Gεi+εj = F(ei,j̄ − ej,̄i), G−εi−εj = F(eī,j − ej̄,i),
Gεi = F(ei,0 − e0,̄i), G−εi = F(eī,0 − e0,i).

(ii) For the Clifford Jordan algebra J ((·, ·),V), we have G = DV,V .

(iii) For a fixed subset I0 of I, take Λ to be an index set containing 0 such
that {Iλ | λ ∈ Λ} is the class of all finite subsets of I containing I0. For each
λ ∈ Λ, set

G
Iλ

:= Gλ := G ∩ spanF{er,s | r, s ∈ {0} ∪ Iλ ∪ Īλ}. (4)

Then Gλ (λ ∈ Λ) is a finite dimensional split simple Lie subalgebra of G of type
B, with splitting Cartan subalgebra Hλ := H ∩ Gλ and G is the direct union of
{Gλ | λ ∈ Λ}.

Lemma 2.6 (Classical Lie algebras of type D). Suppose that I is a nonempty
index set and I0 is a fixed subset of I. Set J := I] Ī and take {Iλ | λ ∈ Λ}, where
Λ is an index set containing 0, to be the class of all finite subsets of I containing
I0. Define the bilinear form (·, ·) on V := VJ by

(vj, vk̄) := (vk̄, vj) := 2δj,k, (vj, vk) := (vj̄, vk̄) := 0; (j, k ∈ I), (5)

and set

G := oD(I) := {φ ∈ gl(J) | (φ(v), w) = −(v, φ(w)), for all v, w ∈ V},
H := spanF{hi := ei,i − eī,̄i | i ∈ I}.

Also for λ ∈ Λ, take

G
Iλ

:= Gλ := G ∩ spanF{er,s | r, s ∈ Iλ ∪ Īλ}.

Then G is a locally finite split simple Lie subalgebra of gl(J) with splitting Cartan
subalgebra H and corresponding root system isomorphic to DI . Moreover for i, j ∈
J with i 6= j, we have

Gεi−εj = F(ei,j − ej̄ ,̄i), Gεi+εj = F(ei,j̄ − ej,̄i), G−εi−εj = F(eī,j − ej̄,i).

Also for each λ ∈ Λ, Gλ is a finite dimensional split simple Lie subalgebra of G, of
type D, with splitting Cartan subalgebra Hλ := H∩Gλ, and G is the direct union
of {Gλ | λ ∈ Λ}.

Lemma 2.7 (Classical Lie algebras of type C ). Suppose that I is a nonempty
index set and J := I ] Ī . Consider the bilinear form (·, ·) on V := VJ defined by

(vj, vk̄) := −(vk̄, vj) := 2δj,k, (vj, vk) := 0, (vj̄, vk̄) := 0; (j, k ∈ I), (6)
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and set

G := sp(I) := {φ ∈ gl(J) | (φ(v), w) = −(v, φ(w)), for all v, w ∈ V}.

Also for a fixed subset I0 of I, take {Iλ | λ ∈ Λ} to be the class of all finite subsets
of I containing I0, in which Λ is an index set containing 0, and for each λ ∈ Λ,
set

G
Iλ

:= Gλ := G ∩ span{er,s | r, s ∈ Iλ ∪ Īλ}. (7)

Then G is a locally finite split simple Lie subalgebra of gl(J) with splitting Cartan
subalgebra H := spanF{hi := ei,i − eī,̄i | i ∈ I}. Moreover, for i, j ∈ I with i 6= j,
we have

Gεi−εj = F(ei,j − ej̄ ,̄i), Gεi+εj = F(ei,j̄ + ej,̄i), G−εi−εj = F(eī,j + ej̄,i),
G2εi = Fei,̄i, G−2εi = Feī,i.

Also for λ ∈ Λ, Gλ is a finite dimensional split simple Lie subalgebra of type
C, with splitting Cartan subalgebra Hλ := H ∩ Gλ, and G is the direct union of
{Gλ | λ ∈ Λ}.

Proposition 2.8. (i)[10, Theorem VI.7] Suppose that I is an infinite index
set, then oB(I) is isomorphic to oD(I). Moreover, if G is an infinite dimensional
locally finite split simple Lie algebra, then G is isomorphic to exactly one of the
Lie algebras sl(I), oB(I) or sp(I) for some infinite index set I.

(ii)[10, Corollary VI.8] Suppose that I is an infinite index set, then the Lie
algebras sl(I) and sp(I) have one and oB(I) has two conjugacy classes of splitting
Cartan subalgebras under the group of automorphisms of the Lie algebra.

Lemma 2.9. Suppose G is a locally finite split simple Lie algebra with a splitting
Cartan subalgebra H. Assume R ⊆ H∗ is an irreducible locally finite root system
and G =

∑
α∈Rsdiv Gα is the root space decomposition of G with respect to H.

Suppose that S is an irreducible closed subsystem of R and set g :=
∑

α∈S×sdiv
Gα⊕∑

α∈S×sdiv
[Gα,G−α] as well as h := H ∩ g, then the restriction of

π : H∗ −→ h∗; f 7→ f |h, f ∈ H∗

to S is injective. Identify α ∈ S with π(α) via π, then g is a locally finite split
simple Lie subalgebra of G with splitting Cartan subalgebra h and corresponding
root system Ssdiv.

Proof. We first claim that

if α, β ∈ S and α− β 6∈ R, then there is
h ∈ h such that α(h) > 0 and β(h) ≤ 0.

(8)

To prove this, we note that since α−β 6∈ R, we have α 6= 0 and β 6= 0. Moreover,
it follows from the theory of locally finite root systems that β − 2α 6∈ R and
α− 2β 6∈ R, also if 2α ∈ R or 2β ∈ R, then 2α− 2β 6∈ R. Therefore setting

α′ :=

{
α if 2α 6∈ R
2α if 2α ∈ R, and β′ :=

{
β if 2β 6∈ R
2β if 2β ∈ R,
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we have α′, β′ ∈ S×sdiv and α′ − β′ 6∈ R. Next we fix e ∈ Gα′ and f ∈ G−α′ such
that (e, h := [e, f ], f) is an sl2 -triple. Since α′ − β′ 6∈ Rsdiv, one knows from sl2 -
module theory that β′(h) ≤ 0 while α′(h) = 2 > 0. Therefore h ∈ [Gα′ ,G−α′ ] ⊆ h,
α(h) > 0 and β(h) ≤ 0. This completes the proof of the claim. Now suppose
α, β ∈ S with π(α) = π(β). We must show α = β. We prove this through the
following three cases:

Case 1. α, β ∈ Ssdiv : If γ := α − β ∈ R×, then since S is a closed

subsystem of R and Ssdiv is a closed subsystem of S, we get γ ∈ S×sdiv. Thus
there is t ∈ [Gγ,G−γ] ⊆ h with γ(t) = 2, so (α − β)(t) = 2 which contradicts the
fact that α |h= β |h . Therefore α − β 6∈ R×. Now if α − β 6= 0, then α − β 6∈ R
and so using (8), one finds h ∈ h with α(h) > 0 and β(h) ≤ 0. This is again a
contradiction. Therefore α = β.

Case 2. α, β 6∈ Ssdiv : In this case 2α, 2β ∈ Ssdiv and so by Case 1, 2α = 2β
which in turn implies that α = β.

Case 3. α ∈ Ssdiv, β 6∈ Ssdiv : If α−β 6∈ R, then by (8), there is h ∈ h such
that α(h) > 0 and β(h) ≤ 0 which contradicts the fact that π(α) = π(β). Also
if α = 2β, then since α ∈ S×sdiv, there is h ∈ [Gα,G−α] ⊆ h with α(h) = 2. Thus
α(h) 6= β(h) which is again a contradiction. Therefore α − β ∈ R and α 6= 2β.
Now if α−β 6= 0, we get that α−β ∈ Rsh, α ∈ Rlg, β ∈ Rsh, γ := α− 2β ∈ Rlg,
α + γ, α − γ ∈ Rex and α + 2γ, α − 2γ 6∈ R. Now since γ ∈ S×sdiv, there is
h ∈ [Gγ,G−γ] ⊆ h with γ(h) = 2. Also since α + 2γ, α − 2γ 6∈ R, one concludes
form sl2 -module theory that α(h) = 0. So we have β(h) = α(h) = 0. But this
gives that 2 = γ(h) = (α − 2β)(h) = 0, a contradiction. Thus we have α = β.
This completes the proof of the first assertion.

For the last assertion, we note that S is a closed subsystem of R and Ssdiv
is a closed subsystem of S, so it is easily seen that g is a subalgebra of G. This
together with the fact that π|S is injective completes the proof.

Definition 2.10. Take G, Λ, Gλ, and Hλ (λ ∈ Λ) to be as in one of Lemmas
2.3, 2.5, 2.6 and 2.7. For λ, µ ∈ Λ, we say λ 4 µ if Gλ is a subalgebra of Gµ.
Let χ be a representation of G in a vector space M. We say M is a direct limit
G -module with directed system {Mλ | λ ∈ Λ} if

• for λ ∈ Λ, Mλ is a finite dimensional subspace of M and for all x ∈ Gλ,
Mλ is invariant under χ(x),

• for λ ∈ Λ, χ |Gλ defines a nontrivial finite dimensional irreducible Gλ -module
inMλ having a weight space decomposition with respect to Hλ whose weight
spaces corresponding to nonzero weights are one dimensional,

• for λ, µ ∈ Λ with λ 4 µ, Mλ ⊆Mµ ⊆M and as a vector space, M is the
direct union of {Mλ | λ ∈ Λ},

• for λ, µ ∈ Λ with λ 4 µ, the set of weights of Gλ -module Mλ is contained
in the set of weights of Gµ -module Mµ restricted to Hλ and (Mλ)p|

Hλ
=

(Mµ)p for each weight p of Mµ for which p|
Hλ

is a nonzero weight of Mλ.
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Using standard techniques, one can verify the following propositions:

Proposition 2.11. Consider G, Λ, Gλ and Hλ (λ ∈ Λ) as in Definition 2.10.
Suppose that M is a direct limit G -module with directed system {Mλ | λ ∈ Λ}.
Then we have the followings:

(i) M is an irreducible G -module.

(ii) If W is another direct limit G -module with directed system
{Wλ | λ ∈ Λ}, and for each λ ∈ Λ, Gλ -modules Mλ and Wλ are isomorphic,
then as two G -modules, M and W are isomorphic.

Proposition 2.12. Suppose that I is a nonempty index set.

(a) Take G := oB(I) and use the same notations as in Lemma 2.5. Define

π : G −→ End(V); π(φ)(v) = φ(v); φ ∈ G, v ∈ V ,

then

(i) π is an irreducible representation of G in V equipped with a weight
space decomposition with respect to H whose set of weights is {0,±εi | i ∈ I} with
V0 = Fv0, Vεi = Fvi and V−εi = Fvī for i ∈ I,

(ii) for each λ ∈ Λ, set

V
Iλ

:= Vλ := spanF{vr | r ∈ {0} ∪ Iλ ∪ Īλ}, (9)

then V is a direct limit G -module with directed system {Vλ | λ ∈ Λ}.
(b) Use the same notations as in Lemma 2.7 and take G := sp(I).

(i) Define

π1 : G −→ End(V); π(φ)(v) := φ(v); φ ∈ G, v ∈ V .

Then π1 is an irreducible representation of G in V equipped with a weight space
decomposition with respect to H whose set of weights is {±εi | i ∈ I} with
Vεi = Fvi and V−εi = Fvī for i ∈ I. Also for J := I ∪ Ī and

S := {φ ∈ gl(J) | tr(φ) = 0, (φ(v), w) = (v, φ(w)), for all v, w ∈ V}, (10)

we have that

π2 : G −→ End(S); π2(X)(Y ) := [X, Y ]; X ∈ G, Y ∈ S

is an irreducible representation of G in S equipped with a weight space decomposi-
tion with respect to H whose set of weights is {0,±(εi ± εj) | i, j ∈ I, i 6= j} with
S0 = spanF{er,r + er̄,r̄ − 1

|Iλ|
∑

i∈Iλ(ei,i + eī,̄i) | λ ∈ Λ, r ∈ Iλ}, Sεi+εj = F(ei,j̄ − ej,̄i),
S−εi−εj = F(eī,j − ej̄,i) and Sεi−εj = F(ei,j + ej̄ ,̄i) (i, j ∈ I, i 6= j ).

(ii) For λ ∈ Λ, set

V
Iλ

:= Vλ := spanF{vr | r ∈ Iλ ∪ Īλ},
S
Iλ

:= Sλ := S ∩ spanF{er,s | r, s ∈ Iλ ∪ Īλ}.
(11)

Then V and S are direct limit G -modules with directed systems {Vλ | λ ∈ Λ} and
{Sλ | λ ∈ Λ} respectively.
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2.2. Finite Dimensional Case. In this subsection, we state a proposition on
representation theory of finite dimensional split simple Lie algebras. This propo-
sition is an essential tool for the proof of our results in the next section. We start
with an elementary but important fact about finite dimensional representations of
a finite dimensional split semisimple Lie algebra.

Lemma 2.13. Suppose that G is a finite dimensional split semisimple Lie
algebra with a splitting Cartan subalgebra H and the root system R. Let V be
a finite dimensional G -module equipped with a weight space decomposition with
respect to H. Take Π to be the set of weights of V . If α ∈ R× and λ ∈ Π are such
that α+λ ∈ Π, then Gα · Vλ 6= {0}. In particular if Vλ+α is one dimensional, then
Gα · Vλ = Vλ+α.

Proof. Take e ∈ Gα and f ∈ G−α to be such that (e, h := [e, f ], f) is an sl2 -
triple and define s := spanF{e, h, f}. Set W :=

∑∞
k=−∞ Vλ+kα, then W is a finite

dimensional s-submodule and so by Weyl theorem, it is decomposed into finite
dimensional irreducible s-submodules, say W = ⊕ni=1Wi where n is a positive
integer and Wi, 1 ≤ i ≤ n, is a finite dimensional irreducible s-module. We note
that the set of weights of W with respect to Fh is

Π′ = {λ(h) + 2k | k ∈ Z and λ+ kα ∈ Π}
and that for k ∈ Z with λ + kα ∈ Π, Wλ(h)+2k = Vλ+kα. Now as λ, λ + α ∈ Π,
we have λ(h), λ(h) + 2 ∈ Π′ and so by sl2 -module theory, there is 1 ≤ i ≤ n such
that λ(h), λ(h) + 2 are weights for Wi. Now again using sl2 -module theory, we
get that

0 6= e · (Wi)λ(h) ⊆ e · Wλ(h) = e · Vλ ⊆ Gα · Vλ

showing that Gα · Vλ 6= {0}. This completes the proof.

Lemma 2.14. Suppose that {ei, fi, hi | 1 ≤ i ≤ n} is a set of Chevalley
generators for a finite dimensional split simple Lie algebra G and V is a G -module
equipped with a weight space decomposition with respect to the Cartan subalgebra
H := span{hi | 1 ≤ i ≤ n}. Let v be a weight vector, m be a positive integer and
1 ≤ i, j1, . . . , jm ≤ n. Let the set {k ∈ {1, . . . ,m} | jk = i} be a nonempty set
and k1 < · · · < kp be such that {k ∈ {1, . . . ,m} | jk = i} = {k1, . . . , kp}. Then if
fi · v = 0, we have

fi · ejm · · · · · ej1 · v ∈
p∑
t=1

Fejm · · · · ejkp · · · · · êjkt · · · · · ejk1 · · · · · ej1 · v,

in which ”̂ ” means omission.

Proof. Using induction on p, we are done.

Proposition 2.15. Let G1 be a finite dimensional split simple Lie algebra with a
splitting Cartan subalgebra H1. Assume R ⊆ H∗1 is an irreducible finite root system
and G1 =

∑
α∈(R1)sdiv

(G1)α is the root space decomposition of G1 with respect to H1.
Suppose that R2 is an irreducible full subsystem of R1 of rank greater that 1 and
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set G2 :=
∑

α∈(R2)×sdiv
(G1)α ⊕

∑
α∈(R2)×sdiv

[(G1)α, (G1)−α] as well as H2 := H1 ∩ G2.

For i = 1, 2, assume Vi is a Gi -module equipped with a weight space decomposition
with respect to Hi and take Λi (i = 1, 2) to be the set of wights of Vi with respect
to Hi. Suppose that

(i) R1 and R2 are of the same type X 6= G2, F4, E6,7,8 ,

(ii) Λ1 ⊆ R1 and Λ2 ⊆ {α|H2
| α ∈ R2},

(iii) V2 ⊆ V1 with (V2)α|H2
⊆ (V1)α, for α ∈ {β ∈ R2 | β|H2 ∈ Λ2} \ {0}.

Let W be a nontrivial finite dimensional irreducible G2 -submodule of V2

and take U to be the G1 -submodule of V1 generated by W , then U is a finite
dimensional irreducible G1 -module equipped with a weight space decomposition
with respect to H1 whose set of nonzero weights is (R1)sh, (resp. (R1)×sdiv, or
((R1)sdiv)sh ) if the set of nonzero weights of W is the set of elements of (R2)sh
(resp. (R2)×sdiv, or ((R2)sdiv)sh ) restricted to H2.

Proof. Take n := n1 and ` := n2 to be the rank of R1 and R2 respectively.
Using Lemma 2.9, we identify β ∈ R2 with β|H2 . Also without loss of generality,
we assume R1, R2 and bases ∆1,∆2 for (R1)sdiv and (R2)sdiv respectively, are as
in the following tables:

Type Rk(k = 1, 2)

A {±(εi − εj) | 1 ≤ i < j ≤ nk + 1} ∪ {0}, nk ≥ 2

B {±εi,±(εi ± εj) | 1 ≤ i < j ≤ nk} ∪ {0}, nk ≥ 2

C {±2εi,±(εi ± εj) | 1 ≤ i < j ≤ nk} ∪ {0}, nk ≥ 3

D {±(εi ± εj) | 1 ≤ i < j ≤ nk} ∪ {0}, nk ≥ 4

BC {±εi,±(εi ± εj) | 1 ≤ i, j ≤ nk}, nk ≥ 2

Type ∆k(k = 1, 2)

A {αi := εi+1 − εi | 1 ≤ i ≤ nk}
B {α1 := ε1, αi := εi − εi−1 | 2 ≤ i ≤ nk}
C {α1 := 2ε1, αi := εi − εi−1 | 2 ≤ i ≤ nk}
D {α1 := ε1 + ε2, αi := εi − εi−1 | 2 ≤ i ≤ nk}
BC {α1 := 2ε1, αi := εi − εi−1 | 2 ≤ i ≤ nk}

Suppose that W is of highest pair (v, α) with respect to ∆2. Since the set
of weights of W is permuted by the Weyl group of R2, one gets that α = α2

∗ for
∗ ∈ {sh, lg, ex} where for i = 1, 2, αish (resp. αilg, or αiex ) denotes the highest
short (resp. long, or extra long) root of Ri with respect to ∆i. Next suppose that
{ei, fi, hi | 1 ≤ i ≤ n} is a set of Chevalley generators for G1 with respect to ∆1,
then {ei, fi, hi | 1 ≤ i ≤ `} is a set of Chevalley generators for G2 with respect to
∆2. Now as U is a G1 -submodule of V1 generated by v, we have

U =
∑
t,s∈N

F(fit · · · · · fi1 · ejs · · · · · ej1 · v) (12)

where i1, . . . , it, j1, . . . , js ∈ {1, . . . , n}. This implies that U is finite dimensional
as Λ1 is a subset of the finite root system R1. So there are a positive integer
p and irreducible finite dimensional G1 -submodules Uj (1 ≤ j ≤ p) of U such
that U = ⊕pj=1Uj. But we know that v generates the G1 -submodule U , and that
v ∈ U ∩ (V2)α ⊆ U ∩ (V1)α = Uα = ⊕pj=1(Uj)α, so
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for any 1 ≤ j ≤ p, there is a nonzero
element uj ∈ (Uj)α such that v =∑p

j=1 uj .
(13)

This in particular implies that each Uj (1 ≤ j ≤ p) is a nontrivial irreducible
G1 -module. But we know that for 1 ≤ j ≤ p, the set of weights of Uj is a subset
of R1, and that it is permuted by the Weyl group of R1, so the highest weight
of Uj is α1

∗ for ∗ = sh, lg, ex. Therefore using the finite dimensional theory, one
knows that

the weight spaces of Uj (1 ≤ j ≤ p ) with respect to H1

corresponding to nonzero weights are one dimensional.
(14)

Now we are ready to proceed with the proof in the following three steps:

• Step 1. Ut (1 ≤ t ≤ p) is a finite dimensional irreducible G1 -module of
highest weight α1

∗ if α = α2
∗ for ∗ = sh, lg, ex.

• Step 2. dim(Uα) = 1,

• Step 3. p = 1.

Step 1: We use a case-by-case argument to prove the desired point. We note that
there is nothing to show if R1 is of type A or D, and continue as following:

Type B : One can see that in this case, α1
sh = εn, α

2
sh = ε`, α

1
lg = εn+ εn−1

and α2
lg = ε`+ε`−1. We first assume α = α2

sh and show that the highest weight of Ut
is the highest short root of R1 . For this, it is enough to show that no long root is a
weight for Ut. Suppose to the contrary that the set of weights of Ut contains a long
root or equivalently contains all long roots. Setting β := ε`−1, we get that α+β is
a long root of R1 and so α+ β is a weight for Ut. Now fix x ∈ (G2)β = (G1)β and
note that α + β is a weight for Ut. Applying Lemma 2.13 together with (13) and
(14), we have x·ut 6= 0. This gives that 0 6=

∑p
j=1 x·uj = x·v ∈ (G2)β ·Wα ⊆ Wα+β

which is a contradiction as α + β is a long root and cannot be a weight for W .
Therefore Ut has no long root as a weight and so we are done in the case that
α = α2

sh . Next suppose α = α2
lg and note that by (13), ut is a weight vector for

Ut of weight α. Since α is a long root, the set of weights of Ut contains all long
roots and so the highest long root is the highest weight of Ut.

Type C : In this case, we have α1
sh = εn−1 + εn, α

2
sh = ε`−1 + ε`, α

1
lg = 2εn

and α2
lg = 2ε`. Setting β := ε`−1 − ε`, we get α2

sh + β ∈ (R1)lg. Now using the
same argument as in Type B, we are done.

Type BC : In this case, we have α1
sh = εn, α

2
sh = ε`, α

1
lg = εn−1 + εn,

α2
lg = ε`−1 + ε`, α

1
ex = 2εn and α2

ex = 2ε`. One can also easily see that

{γ + β | γ ∈ (R1)sh, β ∈ (R1)lg ∪ (R1)ex} ∩R1 ⊆ (R1)sh.

This together with (12), (13) and the fact that ∆1 ⊆ (R1)ex ∪ (R1)lg proves the
claim stated in Step 1 in the case that α = α2

sh. Now suppose that α = α2
lg. Setting
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β := ε`−1− ε`, we get that α+β is an extra long root. Now we are done using the
same argument as in Type B. Next suppose α = α2

ex, then by (13), ut is a weight
vector of weight α which is an extra long root. Therefore any extra long root is a
weight for Ut and so the highest weight of Ut is α1

ex. This completes the proof of
Step 1.

Step 2: We first note that depending on the type of R2, α is one of ε`, 2ε`, ε`+ε`−1

or ε`+1− ε1. If α = ε` + ε`−1, then either R2 is of type B or D and by Step 1, the
set of nonzero weights of U coincides with R×, or R is of type C or BC and the
set of nonzero weights of U coincides with (Rsdiv)sh. In both cases, using induction
on r ∈ N \ {0}, one can see that

if 1 ≤ m1, . . . ,mr ≤ n and for each 1 ≤ p ≤ r, αmp +
· · · + αm1 + α is a weight for U , then {m1, . . . ,mr} ⊆
{`, . . . , n} and αmr + · · · + αm1 + α = εq + εq′ for some
`− 1 ≤ q 6= q′ ≤ n.

(15)

Also for α = ε`+1 − ε1, ε`, 2ε`, one can see that

if r is a positive integer and 1 ≤ m1, . . . ,mr ≤ n
are such that for each 1 ≤ p ≤ r, αmp + · · · +
αm1 + α is a weight for U , then {m1, . . . ,mr} ⊆
{`+ 1, . . . , n}.

(16)

Now suppose that 0 6= u ∈ Uα, we shall show that u is a scalar multiple of
v. Since u ∈ U , by (12), u is written as a linear combination of weight vectors of
the form fit · · · · · fi1 · ejs · · · · · ej1 · v, t, s ∈ N, 1 ≤ i1, . . . , it, j1, . . . , js ≤ n. So
without loss of generality, we suppose

u = fit · · · · · fi1 · ejs · · · · · ej1 · v

where t, s ∈ N, and 1 ≤ i1, . . . , it, j1, . . . , js ≤ n. Since u is of weight α, we get
that α + αj1 + · · ·+ αjs − αi1 − · · · − αit = α. This implies that

s = t and (j1, . . . , js) = (σ(i1), . . . , σ(it)) (17)

for a permutation σ of {i1, . . . , it}. We note that α is an element of R+
2 and so

it is written as a linear combination of {αi | 1 ≤ i ≤ `} with nonnegative rational
coefficients not all equal to zero. Now since {αi | 1 ≤ i ≤ n} is a base of (R1)sdiv,
α − αj (` + 1 ≤ j ≤ n) is not a root of R1 and so it is not an element of Λ1.
Therefore

fj · v = 0, `+ 1 ≤ j ≤ n. (18)

Now this implies that

fj · ej · v = ej · fj · v − hj · v = 0− hj · v ∈ Fv,
(`+ 1 ≤ j ≤ n).

(19)

We also note that as v is a highest vector of G2 -module W , ej ·v = 0 for 1 ≤ j ≤ `.
Therefore one gets that

j1 ∈ {`+ 1, . . . , n} provided that s 6= 0. (20)
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Now we are ready to prove that u is a scalar multiple of v. If s = 0, there
is nothing to prove. So we suppose s ≥ 1 and use induction on s to prove. If
s = 1, we get the result appealing (17), (20) and (19). Now suppose s > 1. If
α = ε` + ε`−1, then using (15) together with (17), we get that i1 ∈ {`, . . . , n}.
This together with (18) and the fact that 2ε`−1 is not a weight for U , implies
that fi1 · v = 0. Next take 1 ≤ k1 < . . . < kr ≤ s to be the only indices with
jk1 = · · · = jkr = i1 and use Lemma 2.14 to get

fit · · · · ·fi1 ·ejs · · · · ·ej1 ·v ∈
r∑
q=1

Ffit · · · · ·fi2 ·ejs · · · · ejkr · · · · · êjkq · · · · ·ejk1 · · · · ·ej1 ·v.

Now induction hypothesis completes the proof of this step in the case that α =
ε`−1 + ε`. Next suppose α ∈ {ε`, 2ε`, ε`+1− ε1}, then using (16) together with (17),
(18), Lemma 2.14 and the same argument as before, we get the result.

Step 3: It is immediate using Step 2 together with (13).

3. Lie algebras graded by a finite root system

The structure of Lie algebras graded by an irreducible finite root system has been
studied in [7], [5], [2], [11], [3] and [6]. A Lie algebra L graded by an irreducible
finite root system R contains a finite dimensional split simple Lie algebra G and
with respect to a splitting Cartan subalgebra, it is equipped with a weight space
decomposition whose set of weights is contained in R. This feature allows us
to decompose L into finite dimensional irreducible G -submodules whose set of
nonzero weights is Rsh, R

×
sdiv or (Rsdiv)sh. Collecting the components of the same

highest weight results in the decomposition

L = (G ⊗ A)⊕ (S ⊗ B)⊕ (V ⊗ C)⊕D (21)

in which D is a trivial submodule of L and S (resp. V ) is the finite dimensional
irreducible G -module whose set of nonzero weights is (Rsdiv)sh (resp. Rsh ). The
Lie algebraic structure on L induces an algebraic structure on b := A ⊕ B ⊕ C
which we refer to as the coordinate algebra of L. The Lie bracket on L can be
recovered using the ingredients involved in describing the product defined on the
algebra b. In this section, we have a comparison view on the coordinate algebras
of root graded subalgebras of L. We devote this section to two subsections. In
the first subsection, we illustrate the structure of a specific Lie algebra which
we shall frequently use in the sequel of the paper. In the second subsection, we
consider a Lie algebra L graded by an irreducible finite root system R and for a
full irreducible subsystem S of R which is of the same type as R, we take LS to
be the Lie subalgebra of L generated by homogeneous spaces in correspondence
to S×. We show that the coordinate algebra of the Lie subalgebra LS , which is an
algebra graded by S, does not depend on S. In fact, we prove that the coordinate
algebra of LS coincides with the coordinate algebra of L. Moreover, we describe
the Lie bracket on L in terms of the ingredients involved in describing the Lie
bracket on LS with respect to its coordinate algebra. Our method is based on a
type-by-type approach. Since the proofs for different types are quite similar, we
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go through the proofs in details for type BC and for other types, we just report
the results and leave the proofs to the readers. In the sequel of the paper, if
h : X −→ Y is a map and x ∈ X, we sometimes denote by xh, the image of x
under h.

3.1. A Specific Lie Algebra. By a star algebra (A, ?), we mean an algebra
A together with a self-inverting antiautomorphism ? which is referred to as an
involution.

We call a quadruple (a, ∗, C, f), a coordinate quadruple if one of the follow-
ings holds:

• (Type A) a is a unital associative algebra, ∗ = ida, C = {0} and
f : C × C −→ a is the zero map.

• (Type B ) a = A⊕ B where A is a unital commutative associative algebra
and B is a unital associative A-module equipped with a symmetric bilin-
ear form and a is the corresponding Clifford Jordan algebra, ∗ is a linear
transformation fixing the elements of A and skew fixing the elements of B,
C = {0} and f : C × C −→ a is the zero map.

• (Type C ) a is a unital associative algebra, ∗ is an involution on a, C = {0}
and f : C × C −→ a is the zero map.

• (Type D) a is a unital commutative associative algebra ∗ = ida, C = {0}
and f : C × C −→ a is the zero map.

• (Type BC ) a is a unital associative algebra, ∗ is an involution on a, C is a
unital associative a-module and f : C × C −→ a is a skew-hermitian form.

Suppose that q := (a, ∗, C, f) is a coordinate quadruple. Denote by A
and B, the fixed and the skew fixed points of a under ∗, respectively. Set
b := b(a, ∗, C, f) := a⊕ C and define

· : b× b −→ b
(α1 + c1, α2 + c2) 7→ (α1 · α2) + f(c1, c2) + α1 · c2 + α∗2 · c1,

(22)

for α1, α2 ∈ a and c1, c2 ∈ C. Also for β, β′ ∈ b, set

β ◦ β′ := β · β′ + β′ · β and [β, β′] := β · β′ − β′ · β, (23)

and for c, c′ ∈ C, define

� : C × C −→ A, (c, c′) 7→ f(c,c′)−f(c′,c)
2

; c, c′ ∈ C,

♥ : C × C −→ B, (c, c′) 7→ f(c,c′)+f(c′,c)
2

; c, c′ ∈ C.
(24)

Now suppose that ` is a positive integer and for α, α′ ∈ a and c, c′ ∈ C,
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consider the following endomorphisms

d`,bα,α′ : b −→ b,

β 7→



1
`+1

[[α, α′], β] q is of type A, β ∈ b,

α′(αβ)− α(α′β) q is of type B, β ∈ b,

1
4`

[[α, α′] + [α∗, α′∗], β] q is of type C or BC, β ∈ a,

1
4`

([α, α′] + [α∗, α′∗]) · β q is of type C or BC, β ∈ C,
0 q is of type D, β ∈ b,

d`,bc,c′ : b −→ b,

β 7→


−1
2`

[c♥c′, β] q is of type BC, β ∈ a,

−1
2`

(c♥c′) · β − 1
2
(f(β, c′) · c+ f(β, c) · c′) q is of type BC, β ∈ C,

0 otherwise,

d`,bα,c := d`,bc,α := 0,

d`,bα+c,α′+c′ := d`,bα,α′ + d`,bc,c′ .
(25)

One can see that for β, β′ ∈ b, d`,bβ,β′ ∈ Der(b). Next take K to be a subspace of
b⊗ b spanned by

α⊗ c, c⊗ α, a⊗ b,
α⊗ α′ + α′ ⊗ α, c⊗ c′ − c′ ⊗ c,
(α · α′)⊗ α′′ + (α′′ · α)⊗ α′ + (α′ · α′′)⊗ α,
f(c, c′)⊗ α + (α∗ · c′)⊗ c− (α · c)⊗ c′

for α, α′, α′′ ∈ a, a ∈ A, b ∈ B, and c, c′ ∈ C. Then (b ⊗ b)/K is a Lie algebra
under the following Lie bracket

[(β1⊗β2)+K, (β′1⊗β′2)+K]` := ((d`,bβ1,β2(β
′
1)⊗β′2)+K)+(β′1⊗d

`,b
β1,β2

(β′2))+K) (26)

for β1, β2, β
′
1, β

′
2 ∈ b (see [3, Proposition 5.23] and [2]). We denote this Lie algebra

by {b, b}` (or {b, b} if there is no confusion) and for β1, β2 ∈ b, we denote
(β1⊗β2) +K by {β1, β2}` (or {β1, β2} if there is no confusion). We recall the full
skew-dihedral homology group

HF (b) := {
n∑
i=1

{βi, β′i}` ∈ {b, b}` |
n∑
i=1

d`,bβi,β′i
= 0}

of b (with respect to `) from [3] and [2] and note that it is a subset of the center
of {b, b}`. For β1 = a1 + b1 + c1 ∈ b and β2 = a2 + b2 + c2 ∈ b with a1, a2 ∈ A,
b1, b2 ∈ B and c1, c2 ∈ C, set

β∗
β1,β2

:= [a1, a2] + [b1, b2]− c1♥c2. (27)

We say a subset K of the full skew-dihedral homology group of b satisfies the
“uniform property on b” if for β1, β

′
1, . . . , βn, β

′
n ∈ b,

∑n
i=1{βi, β′i}` ∈ K implies

that
∑n

i=1 β
∗
βi,β′i

= 0.
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Remark 3.1. Suppose that `, `′ are two positive integers. If K is a subset of
the full skew-dihedral homology group of b(a, ∗, C, f) with respect to ` satisfying
the uniform property on b(a, ∗, C, f), then it is a subset of the full skew-dihedral
homology group of b(a, ∗, C, f) with respect to `′ satisfying the uniform property
on b(a, ∗, C, f). In other words, the uniform property on b(a, ∗, C, f) dose not
depend on `.

3.2. Root Graded Lie Algebras. In this work, we study root graded Lie
algebras in the following sense:

Definition 3.2. Suppose that R is an irreducible locally finite root system. We
say a Lie algebra L is R-graded or (graded by R) with grading pair (G,H) if the
followings are satisfied:

i) G is a locally finite split simple Lie subalgebra of L with splitting Cartan
subalgebra H and corresponding root system Rsdiv.

ii) L has a weight space decomposition L = ⊕α∈RLα with respect to H via
the adjoint representation.

iii) L0 =
∑

α∈R× [Lα,L−α].

The following lemma easily follows from Lemma 2.9.

Lemma 3.3. Suppose that R is an irreducible locally finite root system and L
is a Lie algebra graded by R with grading pair (G,H). Let S be an irreducible full
subsystem of R and set

LS :=
∑
α∈S×

Lα ⊕
∑
α∈S×

[Lα,L−α],

GS :=
∑

α∈S×sdiv

Gα ⊕
∑

α∈S×sdiv

[Gα,G−α].
(28)

Then LS is an S -graded Lie subalgebra of L with grading pair (GS ,HS
:= H∩GS).

Before going through the main body of this subsection, we want to fix a
notation. If X is a subspace of a vector space V1 and Y is a subspace of a vector
space V2, by a conventional notation, we take X⊗̇Y to be the vector subspace of
V1 ⊗ V2 spanned by x⊗ y for x ∈ X and y ∈ Y.

3.0.1. Type BC

We first mention that in what follows, we introduce various notations which we
use freely throughout the text without specific mention. Suppose that I is a
nonempty index set of cardinality mn := n > 3 and I0 is a nonempty subset of
I of cardinality m` := ` > 3. Take V := Vn to be a vector space with a basis
{vi | i ∈ I ∪ Ī} equipped with a nondegenerate symmetric bilinear form (·, ·) as in
(6). Set G := Gn := sp(I) and take S := Sn to be as in (10). Consider (11), (7)
and set

V` := V
I0
, G` := G

I0
, S` := S

I0
.
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We take IdV to be the identity map on V and define the linear endomor-
phism Id

V`
on V by

Id
V`

: V −→ V
vi 7→ vi, vī 7→ vī, vj 7→ 0, vj̄ 7→ 0; (i ∈ I0, j ∈ I \ I0).

Also for λ = `, n and x, y ∈ Gλ ∪ Sλ, set

x ◦λ y := xy + yx− (1/mλ)tr(xy)Id
Vλ
. (29)

Next for u, v ∈ V , define

[u, v] : V −→ V ; w 7→ 1
2
((v, w)u+ (w, u)v) + 1

2`
(u, v)Id

V`
(w); w ∈ V ,

u ◦ v : V −→ V ; w 7→ 1
2
((v, w)u+ (u,w)v); w ∈ V ,

[u, v]n : V −→ V ; w 7→ 1
2
((v, w)u+ (w, u)v) + 1

2n
(u, v)IdV (w); w ∈ V .

(30)

One can easily see that up to isomorphism

G` = span{u ◦ v | u, v ∈ V`}, S` = span{[u, v] | u, v ∈ V`},
Gn = span{u ◦ v | u, v ∈ Vn}, Sn = span{[u, v]n | u, v ∈ Vn}.

Suppose that R is an irreducible finite root system of type BCI and S is
the irreducible full subsystem of R of type BCI0 . Suppose that L is an R-graded
Lie algebra with grading pair (G,H) and take LS , GS and HS

to be as in Lemma
3.3. To simplicity of the notations, we set

Ln := L, L` := LS , [u, v]` := [u, v]; (u, v ∈ V) (31)

and note that GS = G`. One knows that as a G` -module, L` can be decomposed
into finite dimensional G` -submodules, each of which is an irreducible G` -module
with highest weight contained in S. Take

L` = LS =
⊕
i∈I0

gi ⊕
⊕
j∈J0

sj ⊕
⊕
t∈T0

Vt ⊕ E (32)

to be the decomposition of L` into finite dimensional irreducible G` -modules in
which I0,J0, T0 are (possibly empty) index sets and for i ∈ I0, j ∈ J0, and t ∈ T0,
gi is isomorphic to G`, sj is isomorphic to S`, Vt is isomorphic to V` and E is a
trivial G` -submodule.

Lemma 3.4. Use the notation as in the text and consider L = Ln as a G -
module. Then there exist index sets I, J , T with I0 ⊆ I,J0 ⊆ J , T0 ⊆ T , and
a class {Dn,Gi,Sj,Vt | i ∈ I, j ∈ J , t ∈ T } of finite dimensional G -submodules of
L such that

• Dn is a trivial G -module, Gi is isomorphic to G, Sj is isomorphic to S, and
Vt is isomorphic to V , for i ∈ I, j ∈ J , t ∈ T ,
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• gi ⊆ Gi, sj ⊆ Sj, Vt ⊆ Vt (i ∈ I0, j ∈ J0, t ∈ T0 ),

• Ln = L =
⊕

i∈I Gi ⊕
⊕

j∈J Sj ⊕
⊕

t∈T Vt ⊕Dn.

We make a convention that we refer to

(I,J , T , {gi}, {Gi}, {sj}, {Sj}, {Vt}, {Vt}, E,Dn) (33)

as an (R, S)−datum for the pair (Ln,L`).

Proof. For i ∈ I0, by Proposition 2.15, the G -submodule Gi of L generated
by gi is a finite dimensional G -module isomorphic to G. For α ∈ S×sdiv and
0 6= x ∈ (gi)α ⊆ Lα, we have x ∈ Lα ∩ gi ⊆ Lα ∩ Gi = (Gi)α. Now as
dim(Gi)α = dim(gi)α = 1, we get

(gi)α = (Gi)α; α ∈ S×sdiv. (34)

Claim 1. The sum
∑

i∈I0 Gi is a direct sum: Suppose that i0, i1, . . . , in are distinct
elements of I0 and 0 6= x ∈ Gi0∩

∑n
t=1 Git . Then as Gi0 is an irreducible G -module,

we get that

Gi0 ⊆
n∑
t=1

Git .

This together with (34) implies that for α ∈ S×sdiv ⊆ R×sdiv,

(gi0)α = (Gi0)α ⊆
n∑
t=1

(Git)α =
n∑
t=1

(git)α

which contradicts the fact that
∑

i∈I0 gi is direct. This completes the proof of
Claim 1.

Now for j ∈ J0 and t ∈ T0, take Sj and Vt to be the finite dimensional
irreducible G -submodules of L generated by sj and Vt respectively. Using the
same argument as above, one can see that the summations

∑
j∈J0 Sj and

∑
t∈T0 Vt

are direct. Set

G(n) := ⊕i∈I0Gi, S(n) := ⊕j∈J0Sj, V(n) := ⊕t∈T0Vt.

We note that G(n) (resp. S(n) and V(n)) is a G -submodule of L whose set of
weights is Rsdiv (resp. Rlg ∪ {0} and Rsh ).

Claim 2. For α ∈ Rlg, x ∈ G(n)α, and y ∈ S(n)α, we have x + y = 0 if
and only if x = y = 0 : Suppose that x + y = 0. Since x ∈ G(n)α =

∑
i∈I0(Gi)α,

we get x =
∑

i∈I0 xi with finitely many nonzero terms xi ∈ (Gi)α, for i ∈ I0.
Similarly y =

∑
j∈J0 yj with finitely many nonzero terms yj ∈ (Sj)α, for j ∈ J0.

Now we recall that `, n > 3 and R, S are root systems of type BCn and BC`
respectively. This allows us to pick β1, β2 ∈ Rlg such that β := α + β1 + β2 ∈ Slg
and α + β1 ∈ Rlg. Fix a1 ∈ Gβ1 and a2 ∈ Gβ2 . Using Lemma 2.13, we get that

if xi (i ∈ I0) is nonzero, then a2 ·a1 ·xi is a nonzero
element of (Gi)β = (gi)β and similarly if j ∈ J0

and yj 6= 0, a2 · a1 · yj is a nonzero element of
(Sj)β = (sj)β.

(35)
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Now since x + y = 0, we get that
∑

i∈I0 xi = −
∑

j∈J0 yj which in turn implies
that

∑
i∈I0 a2 ·a1 ·xi = −

∑
j∈J0 a2 ·a1 ·yj. But the right hand side is an element of

⊕j∈J0(sj)β and the left hand side is an element of ⊕i∈I0(gi)β. Therefore a2 ·a1 ·xi =
0 and a2 · a1 · yj = 0 for i ∈ I0 and j ∈ J0. This together with (35) implies that
for i ∈ I0 and j ∈ J0, xi = 0 and yj = 0. This completes the proof of Claim 2.

Claim 3. For x ∈ G(n)0 and y ∈ S(n)0, x + y = 0 if and only if
x = y = 0 : Suppose that x + y = 0 and x 6= 0. Since G(n)0 =

∑
i∈I0(Gi)0,

we have x =
∑

i∈I0 xi with finitely many nonzero terms xi ∈ (Gi)0, i ∈ I0. Fix
t ∈ I0 such that xt 6= 0. Since xt is a nonzero element of the irreducible nontrivial
G -module Gt, there is α ∈ R× and 0 6= a ∈ Gα such that a · xt 6= 0. We note that
x ∈ G(n)0 and y ∈ S(n)0, therefore we have a · x ∈ G(n)α and a · y ∈ S(n)α. Now
as 0 = a · x+ a · y, Claim 2 together with the fact that the set of weights of S(n)
is Rlg ∪{0} implies that a ·x = 0 and a · y = 0. So

∑
i∈I0 a ·xi = 0. But by Claim

1,
∑

i∈I0 Gi is a direct sum, so a ·xt = 0 which is a contradiction. Therefore x = 0
and so y = 0 as well. This completes the proof of Claim 3.

Claim 4. The sum G(n) + S(n) + V(n) is a direct sum: Suppose that
x ∈ G(n), y ∈ S(n) and z ∈ V(n) are such that x + y + z = 0. We have

x =
∑

α∈Rsdiv

xα with xα ∈ G(n)α ⊆ Lα for α ∈ Rsdiv, y =
∑

α∈Rlg∪{0}

yα with

yα ∈ S(n)α ⊆ Lα for α ∈ Rlg ∪ {0}, and z =
∑
α∈Rsh

zα with zα ∈ V(n)α ⊆ Lα for

α ∈ Rsh. Therefore one gets that

x0 + y0 = 0, zα = 0, xβ + yβ = 0, xγ = 0;
(α ∈ Rsh, β ∈ Rlg, γ ∈ Rex).

Now using Claims 2,3, we are done

To complete the proof, we note that as a G -module, L can be decomposed
into finite dimensional irreducible G -submodules with the set of weights contained
in R. Now as

⊕
i∈I0 Gi ⊕

⊕
j∈J0 Sj ⊕

⊕
t∈T0 Vt is a submodule of L, one can find

index sets I,J , T with

I0 ⊆ I, J0 ⊆ J , T0 ⊆ T

and a class {Dn,Gi,Sj,Vt | i ∈ I\I0, j ∈ J \J0, t ∈ T \T0} of finite dimensional G -
submodules such that Dn is a trivial G -module, Gi is isomorphic to G (i ∈ I \I0),
Sj is isomorphic to S (j ∈ J \ J0 ), Vt is isomorphic to V (t ∈ T \ T0) and

L = (
⊕
i∈I0

Gi ⊕
⊕
j∈J0

Sj ⊕
⊕
t∈T0

Vt)⊕ (
⊕
i∈I\I0

Gi ⊕
⊕

j∈J\J0

Sj ⊕
⊕
t∈T \T0

Vt ⊕Dn)

=
⊕
i∈I

Gi ⊕
⊕
j∈J

Sj ⊕
⊕
t∈T

Vt ⊕Dn.

This completes the proof.

From now on, we use the data appearing in the (R, S)−datum (33). We
take An to be a vector space with a basis {ai | i ∈ I}, Bn to be a vector space
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with a basis {bj | j ∈ J } and Cn to be a vector space with a basis {ct | t ∈ T }.
Then as a (G =)Gn -module, Ln = L can be identified with

(Gn ⊗An)⊕ (Sn ⊗ Bn)⊕ (Vn ⊗ Cn)⊕Dn. (36)

Take
ϕ : L −→ (Gn ⊗An)⊕ (Sn ⊗ Bn)⊕ (Vn ⊗ Cn)⊕Dn (37)

to be the canonical identification. Next define A` to be the vector subspace of
An spanned by {ai | i ∈ I0}, B` to be the vector subspace of Bn spanned by
{bj | j ∈ J0} and C` to be the vector subspace of Cn spanned by {ct | t ∈ T0}.
Then it follows from (32) that as a G` -module, L` = LS can be identified with

(G`⊗̇A`)⊕ (S`⊗̇B`)⊕ (V`⊗̇C`)⊕D` (38)

where D` := ϕ(E). In what follows using [3, Thm. 2.48], for µ = `, n, we
give the algebraical structure of Lµ in terms of the ingredients involved in the
decomposition of Lµ into finite dimensional irreducible Gµ -modules. Set aµ :=
Aµ ⊕ Bµ. Then there are a bilinear map ·µ : aµ × aµ −→ aµ and a linear map
∗µ : aµ −→ aµ such that (aµ, ·µ) is a unital associative algebra and ∗µ is an
involution on aµ with ∗µ -fixed points Aµ and ∗µ -skew fixed points Bµ. Also
there is a bilinear map ·µ : aµ × Cµ −→ Cµ such that (Cµ, ·µ) is a left unital
associative aµ -module equipped with a skew-hermitian form fµ : Cµ × Cµ −→ aµ.
Take bµ := b(aµ, ∗µ, Cµ, fµ) to be defined as in Subsection 3 and set ·µ, ◦µ, [·, ·]µ,
�µ and ♥µ to be the corresponding features as ·, ◦, [·, ·], � and ♥ defined in

Subsection 3. Also for β, β′ ∈ bµ, set dµβ,β′ := d
µ,bµ
β,β′ . By [3, Theorems 2.48, 5.34],

Dµ is a subalgebra of Lµ and there is a subspace Kµ of the full skew-dihedral
homology group

HF (bµ) = {
∑
i

{βi, β′i}µ |
∑
i

dµβi,β′i
= 0}

of bµ with respect to µ such that Dµ is isomorphic to the quotient algebra
{bµ, bµ}µ/Kµ. For β1, β2, take 〈β1, β2〉µ to be the element of Dµ corresponding
to {β1, β2}µ + Kµ , then one has 〈Aµ,Bµ〉µ = 〈Aµ, Cµ〉µ = 〈Bµ, Cµ〉µ = {0} and
Dµ = 〈Aµ,Aµ〉µ + 〈Bµ,Bµ〉µ + 〈Cµ, Cµ〉µ. Moreover, the Lie bracket on Lµ is given
by

[x⊗ a, y ⊗ a′] = [x, y]⊗ 1
2
(a ◦µ a′) + (x ◦µ y)⊗ 1

2
[a, a′]µ + tr(xy)〈a, a′〉µ,

[x⊗ a, s⊗ b] = (x ◦µ s)⊗ 1
2
[a, b]µ + [x, s]⊗ 1

2
(a ◦µ b) = −[s⊗ b, x⊗ a],

[s⊗ b, t⊗ b′] = [s, t]⊗ 1
2
(b ◦µ b′) + (s ◦µ t)⊗ 1

2
[b, b′]µ + tr(st)〈b, b′〉µ,

[x⊗ a, u⊗ c] = xu⊗ a ·µ c = −[u⊗ c, x⊗ a],

[s⊗ b, u⊗ c] = su⊗ b ·µ c = −[u⊗ c, s⊗ b],
[u⊗ c, v ⊗ c′] = (u ◦ v)⊗ (c �µ c′) + [u, v]µ ⊗ (c♥µc

′) + (u, v)〈c, c′〉µ,
[〈β, β′〉µ, x⊗ a] = x⊗ dµβ,β′(a) = −[x⊗ a, 〈β, β′〉µ],

[〈β, β′〉µ, s⊗ b] = s⊗ dµβ,β′(b) = −[s⊗ b, 〈β, β′〉µ],

[〈β, β′〉µ, u⊗ c] = u⊗ dµβ,β′(c) = −[u⊗ c, 〈β, β′〉µ],

[〈β1, β2〉µ, 〈β′1, β′2〉µ] = 〈dµβ1,β2(β
′
1), β′2〉µ + 〈β′1, d

µ
β1,β2

(β′2)〉µ,

(39)

for x, y ∈ Gµ, s, t ∈ Sµ, u, v ∈ Vµ, a, a′ ∈ Aµ, b, b′ ∈ Bµ, c, c′ ∈ Cµ and β, β′ ∈ bµ.
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Lemma 3.5. We have I = I0, J = J0 and T = T0.

Proof. It follows from (39), (36) and (38) that

(Ln)α = Lα =


Vnα⊗̇Cn if α ∈ Rsh

(Gnα⊗̇An)⊕ (Snα⊗̇Bn) if α ∈ Rlg

Gnα⊗̇An if α ∈ Rex

and

(L`)α = (LS)α =


(V`)α⊗̇C` if α ∈ Ssh
(G`α⊗̇A`)⊕ (S`α⊗̇B`) if α ∈ Slg
G`α⊗̇A` if α ∈ Sex.

Now fix α ∈ Sex, then

(G`)α⊗̇A` = (LS)α = Lα = Gnα⊗̇An.

This together with the fact that G`α = Gnα is a one dimensional vector space, implies
that the vector space A` equals the vector space An. In particular, we get I = I0.
Next fix α ∈ Ssh, then we have

V`α⊗̇C` = LSα = Lα = Vnα⊗̇Cn.

This as above, implies that T = T0. Finally fix α ∈ Slg, then

(G`α⊗̇A`)⊕ (S`α⊗̇B`) = LSα = Lα = (Gnα⊗̇An)⊕ (Snα⊗̇Bn).

Now as S`α = Snα is a one dimensional vector space, G`α = Gnα, B` ⊆ Bn and A` =
An, we get that the two vector spaces B` and Bn are equal and so J = J0.

As we have already seen, on the vector space level, we have

A` = An, B` = Bn, C` = Cn

which in turn implies that the vector space b` equals the vector space bn. In the
following lemma, we show, in addition, that the algebras b` and bn have the same
algebraic structure.

Lemma 3.6. The algebraic structure of bn coincides with the algebraic structure
of b`.

Proof. Using Lemma 3.5, we set

A := A` = An, B := B` = Bn, C := C` = Cn. (40)

Suppose that i, j, k are distinct elements of I0. Take x := ei,j − ej̄ ,̄i ∈ G`,
y := ej,k − ek̄,j̄ ∈ G` and assume a, a′ ∈ A, then by (39), one has

[x, y]⊗ 1

2
(a ◦n a′) + (x ◦n y)⊗ 1

2
[a, a′]n = [x⊗ a, y ⊗ a′]

= [x, y]⊗ 1

2
(a ◦` a′) + (x ◦` y)⊗ 1

2
[a, a′]`.
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This in turn implies that

[x, y]⊗ (
1

2
(a ◦n a′)−

1

2
(a ◦` a′)) = (x ◦n y)⊗ (

1

2
[a, a′]` −

1

2
[a, a′]n),

but the left hand side is an element of G⊗A and the right hand side is an element
of S ⊗ B. Therefore as [x, y] 6= 0 and x ◦n y 6= 0, we get that

1

2
[a, a′]` −

1

2
[a, a′]n = 0 and

1

2
(a ◦n a′)−

1

2
(a ◦` a′) = 0.

This now implies that
a ·` a′ = a ·n a′; a, a′ ∈ A. (41)

Next take i and j to be two distinct elements of I0. Set s := ei,j + ej̄ ,̄i ∈ S`
and x := ej,j̄ ∈ G`, then using the same argument as above, we have

1

2
[a, b]` −

1

2
[a, b]n = 0 and

1

2
(a ◦n b)−

1

2
(a ◦` b) = 0

for a ∈ A and b ∈ B. This in particular gives that

a ·` b = a ·n b and b ·` a = b ·n a; (a ∈ A, b ∈ B). (42)

Finally, for distinct fixed elements i, j, k of I0, set s := ei,j̄ − ej,̄i, t =
eī,k−ek̄,i ∈ S`. Then using an analogous argument as before, we have b ·` b′ = b ·n b′
for b, b′ ∈ B. This together with (41) and (42) implies that

a` = an (as two algebras). (43)

Now take x ∈ G`, s ∈ S` and u, v ∈ V` to be such that xu 6= 0 and sv 6= 0.
Then for a ∈ A, b ∈ B and c ∈ C, we get using (39) that

xu⊗ a ·` c = [x⊗ a, u⊗ c] = xu⊗ a ·n c,
sv ⊗ b ·` c = [s⊗ b, v ⊗ c] = sv ⊗ b ·n c.

This implies that
a ·` c = a ·n c and b ·` c = b ·n c

for a ∈ A, b ∈ B and c ∈ C. Therefore we have

C` = Cn (as two an -modules). (44)

Now we are done thanks to (43) and (44).

To continue, regarding Lemma 3.6, we set

a := an = a` and b := b` = bn.

Also for β, β′ ∈ b, we take

β · β′ := β ·n β′ = β ·` β′,
[β, β′] := β · β′ − β′ · β,
β ◦ β′ := β · β′ + β′ · β.

(45)
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Lemma 3.7. For a, a′ ∈ A and b, b′ ∈ B, we have

〈a, a′〉n = (−1
`
Id
V`

+ 1
n
IdV )⊗ 1

2
[a, a′]) + 〈a, a′〉`,

〈b, b′〉n = (−1
`
Id
V`

+ 1
n
IdV )⊗ 1

2
[b, b′]) + 〈b, b′〉`.

Also for c, c′ ∈ C, f`(c, c′) = fn(c, c′), c �` c′ = c �n c′ and c♥`c
′ = c♥nc

′.
Moreover, we have

〈c, c′〉n = ((
1

`
Id
V`
− 1

n
IdV )⊗ 1

2
(c♥nc

′)) + 〈c, c′〉`

= ((
1

`
Id
V`
− 1

n
IdV )⊗ 1

2
(c♥`c

′)) + 〈c, c′〉`.

Proof. Fix x, y ∈ G` such that tr(xy) 6= 0. For a, a′ ∈ A, consider (45) and use
(39) to get

([x, y]⊗ 1

2
(a ◦ a′)) + ((x ◦n y)⊗ 1

2
[a, a′]) + tr(xy)〈a, a′〉n

= [x⊗ a, y ⊗ a′]

= ([x, y]⊗ 1

2
(a ◦ a′)) + ((x ◦` y)⊗ 1

2
[a, a′]) + tr(xy)〈a, a′〉`.

This gives that

(
tr(xy)

n
IdV ⊗

1

2
[a, a′])− tr(xy)〈a, a′〉n = (

tr(xy)

`
Id
V`
⊗ 1

2
[a, a′])− tr(xy)〈a, a′〉`.

Therefore we have

〈a, a′〉n = (
−1

`
Id
V`

+
1

n
IdV )⊗ 1

2
[a, a′]) + 〈a, a′〉`; (a, a′ ∈ A). (46)

Similarly, one can get the second equality in the statement. Now suppose
that i and j are two distinct elements of I0. Take u := vi and v := vj̄, then
(u, v) = 0 and so [u, v]n = [u, v]. Therefore for all c, c′ ∈ C, by (39), we have

(u ◦ v)⊗ (c �n c′) + [u, v]⊗ (c♥nc
′) = [u⊗ c, v ⊗ c′]

= (u ◦ v)⊗ (c �` c′) + [u, v]⊗ c♥`c′.

But one knows that u ◦ v ∈ G, [u, v] is a nonzero element of S, c �` c′, c �n c′ ∈ A
and c♥`c

′, c♥nc
′ ∈ B, so we get that

c � c′ := c �` c′ = c �n c′ and c♥c′ := c♥`c
′ = c♥nc

′; (c, c′ ∈ C). (47)

This implies that

f(c, c′) := f`(c, c
′) = fn(c, c′); (c, c′ ∈ C). (48)

Now using the same argument as before, we get the last equality.
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Corollary 3.8. Let ` < n and suppose that t is a positive integer, ai, a
′
i ∈ A,

bi, b
′
i ∈ B and ci, c

′
i ∈ C for 1 ≤ i ≤ t. Then

∑t
i=1(〈ai, a′i〉` + 〈bi, b′i〉` + 〈ci, c′i〉`) = 0

if and only if

t∑
i=1

([ai, a
′
i] + [bi, b

′
i]− ci♥c′i) = 0 and

t∑
i=1

(〈ai, a′i〉n + 〈bi, b′i〉n + 〈ci, c′i〉n) = 0.

Proof. By Lemma 3.7, we have

t∑
i=1

(〈ai, a′i〉` + 〈bi, b′i〉` + 〈ci, c′i〉`) =

t∑
i=1

(〈ai, a′i〉n + 〈bi, b′i〉n + 〈ci, c′i〉n)−

(
−1

`
Id
V`

+
1

n
IdV )⊗ 1

2

t∑
i=1

([ai, a
′
i] + [bi, b

′
i]− ci♥c′i).

Now as
∑t

i=1(〈ai, a′i〉n + 〈bi, b′i〉n + 〈ci, c′i〉n) ∈ Dn and
(−1
`
Id
V`

+ 1
n
IdV )⊗ 1

2

∑t
i=1([ai, a

′
i] + [bi, b

′
i]− ci♥c′i) ∈ S ⊗ B,

we are done.

Remark 3.9. Consider the decomposition (32) for LS = L` into finite dimen-
sional irreducible G` -submodules and the decomposition of L = Ln into finite
dimensional irreducible G -submodules as in Lemma 3.4, then contemplating the
identification (37), we have, using Lemma 3.7, that

L = (
⊕
i∈I

Gi ⊕
⊕
j∈J

Sj ⊕
⊕
t∈T

Vt) + E.

Moreover, setting 〈β, β′〉n := ϕ−1(〈β, β′〉n) and 〈β, β′〉` := ϕ−1(〈β, β′〉`) for β, β′ ∈
b, we get that {〈β, β′〉n | β, β′ ∈ b} spans Dn and that {〈β, β′〉` | β, β′ ∈ b} spans
E. Furthermore, thanks to Corollary 3.8, for t ∈ N \ {0}, ai, a′i ∈ A, bi, b′i ∈ B
and ci, c

′
i ∈ C (1 ≤ i ≤ t),

∑t
i=1(〈ai, a′i〉` + 〈bi, b′i〉` + 〈ci, c′i〉`) = 0 if and only if∑t

i=1([ai, a
′
i] + [bi, b

′
i]− ci♥c′i) = 0 and

∑t
i=1(〈ai, a′i〉n + 〈bi, b′i〉n + 〈ci, c′i〉n) = 0.

Recalling (27) and (47), we now ready to state the main result of this part.

Proposition 3.10. For e, f ∈ G ∪ S, set

e ◦ f := ef + fe− tr(ef)

`
Id
V`
.

Also for β1 = a1 + b1 + c1 ∈ b and β2 = a2 + b2 + c2 ∈ b with a1, a2 ∈ A, b1, b2 ∈ B
and c1, c2 ∈ C, set

〈β1, β2〉 := 〈β1, β2〉`, β∗1 = c1, β∗2 = c2

and take

D := span{〈a, a′〉, 〈b, b′〉, 〈c, c′〉 | a, a′ ∈ A, b, b′ ∈ B, c, c′ ∈ C},
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then we have

L = (G ⊗ A)⊕ (S ⊗ B)⊕ (V ⊗ C)⊕ 〈b, b〉n
= ((G ⊗ A)⊕ (S ⊗ B)⊕ (V ⊗ C)) +D

with the Lie bracket given by

[x⊗ a, y ⊗ a′] = [x, y]⊗ 1
2(a ◦ a′) + (x ◦ y)⊗ 1

2 [a, a′] + tr(xy)〈a, a′〉,
[x⊗ a, s⊗ b] = (x ◦ s)⊗ 1

2 [a, b] + [x, s]⊗ 1
2(a ◦ b) = −[s⊗ b, x⊗ a],

[s⊗ b, t⊗ b′] = [s, t]⊗ 1
2(b ◦ b′) + (s ◦ t)⊗ 1

2 [b, b′] + tr(st)〈b, b′〉,
[x⊗ a, u⊗ c] = xu⊗ a · c = −[u⊗ c, x⊗ a],

[s⊗ b, u⊗ c] = su⊗ b · c = −[u⊗ c, s⊗ b],
[u⊗ c, v ⊗ c′] = (u ◦ v)⊗ (c � c′) + [u, v]⊗ (c♥c′) + (u, v)〈c, c′〉,
[〈β1, β2〉, x⊗ a] = −1

4` (x ◦ Id
V`
⊗ [a, β∗

β1,β2
] + [x, Id

V`
]⊗ a ◦ β∗

β1,β2
),

[〈β1, β2〉,s⊗ b]=−1
4` ([s, Id

V`
]⊗(b ◦ β∗

β1,β2
)+(s ◦Id

V`
)⊗[b, β∗

β1,β2
]+2tr(sIdV`)〈b, β∗β1,β2〉),

[〈β1, β2〉, v ⊗ c] = 1
2`IdV`v ⊗ (β∗

β1,β2
· c)− 1

2v ⊗ (f(c, β∗2) · β∗1 + f(c, β∗1) · β∗2)

[〈β1, β2〉, 〈β′1, β′2〉] = 〈d`β1,β2(β′1), β′2〉+ 〈β′1, d`β1,β2(β′2)〉
(49)

for x, y ∈ G, s, t ∈ S, u, v ∈ V , a, a′ ∈ A, b, b′ ∈ B, c, c′ ∈ C, β1, β2, β
′
1, β

′
2 ∈ b.

Proof. Suppose that x, y ∈ G, s, t ∈ S, u, v ∈ V , a, a′ ∈ A, b, b′ ∈ B and
c, c′ ∈ C, then (39) (for µ = n) together with Lemma 3.7 implies that

[x⊗ a, y ⊗ a′] = ([x, y]⊗ 1

2
(a ◦ a′)) + ((x ◦ y)⊗ 1

2
[a, a′]) + tr(xy)〈a, a′〉.

Similarly we have

[s⊗ b, t⊗ b′] = ([s, t]⊗ 1

2
(b ◦ b′)) + ((s ◦ t)⊗ 1

2
[b, b′]) + tr(st)〈b, b′〉

and

[u⊗ c, v ⊗ c′] = ((u ◦ v)⊗ (c � c′)) + ([u, v]⊗ (c♥c′)) + (u, v)〈c, c′〉.

Now for a1, a2 ∈ A, b1, b2 ∈ B and c1, c2 ∈ C, set β1 = a1 + b1 + c1,
β2 = a2 + b2 + c2 and take sn := (1/`)Id

V`
− (1/n)IdV . Then recalling β∗β1,β2 from

(27), one can see that for x ∈ G, s ∈ S, v ∈ V , a ∈ A, b ∈ B and c ∈ C,

[x⊗ a, sn ⊗ β∗β1,β2 ]=
1

2`
(x ◦ Id

V`
⊗ [a, β∗β1,β2 ] + [x, Id

V`
]⊗ (a ◦ β∗β1,β2))− 1

n
x⊗ [a, β∗β1,β2 ],

[s⊗ b, sn ⊗ β∗β1,β2 ] =
1

2`
([s, Id

V`
]⊗ (b ◦ β∗β1,β2)

+(s ◦ Id
V`

)⊗ [b, β∗β1,β2 ])− 1

n
s⊗ [b, β∗β1,β2 ] + tr(ssn)〈b, β∗β1,β2〉

and

[sn ⊗ β∗β1,β2 , v ⊗ c] =
1

`
Id
V`
v ⊗ (β∗β1,β2 · c)−

1

n
v ⊗ (β∗β1,β2 · c).
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We next note that

[〈a1, a2〉n + 〈b1, b2〉n + 〈c1, c2〉n, x⊗ a] = x⊗ (dna1,a2 + dnb1,b2 + dnc1,c2)(a)

=
1

2n
x⊗ [β∗β1,β2 , a]

[〈a1, a2〉n + 〈b1, b2〉n + 〈c1, c2〉n, s⊗ b] = s⊗ (dna1,a2 + dnb1,b2 + dnc1,c2)(b)

=
1

2n
s⊗ [β∗β1,β2 , b]

[〈a1, a2〉n + 〈b1, b2〉n + 〈c1, c2〉n, v ⊗ c] = v ⊗ (dna1,a2 + dnb1,b2 + dnc1,c2)(c)

=
1

2n
v ⊗ (β∗β1,β2 · c)

− v ⊗ 1

2
(f(c, c2) · c1 + f(c, c1) · c2).

Therefore using Lemma 3.7, an easy verification gives that

[〈a1, a2〉+ 〈b1, b2〉+ 〈c1, c2〉, x⊗ a] =
−1

4`
((x ◦Id

V`
)⊗ [a, β∗β1,β2 ] + [x, Id

V`
]⊗ (a ◦β∗β1,β2)),

[〈a1, a2〉+ 〈b1, b2〉+ 〈c1, c2〉, s⊗ b]=
−1

4`
([s, Id

V`
]⊗(b ◦β∗β1,β2)+(s ◦Id

V`
)⊗[b, β∗β1,β2 ])

− 1

2`
tr(sIdV`)〈b, β∗β1,β2〉,

and

[〈a1, a2〉+ 〈b1, b2〉+ 〈c1, c2〉, v⊗c] =
1

2`
Id
V`
v⊗ (β∗β1,β2 ·c)−

1

2
v⊗ (f(c, c2) ·c1+f(c, c1) ·c2).

These together with (39) complete the proof.

3.0.2. Types A and D

Suppose that I is an index set of cardinality n+ 1 > 5 and I0 is a subset of I of
cardinality `+ 1 > 5. Suppose that R is an irreducible finite root system of type
X = ȦI or DI . Suppose that V is a vector space with a basis {vi | i ∈ I}. Take G
to be either sl(I) or oD(I). Set G` := G

I0
and suppose that V` is the subspace of

V spanned by {vi | i ∈ I0}. We take IdV to be the identity map on V and define
Id
V`

as follows:

Id
V`

: V −→ V
vi 7→ vi, vj 7→ 0; (i ∈ I0, j ∈ I \ I0).

Using [2] together with the same argument as in §3.0.1, we have the following
theorem:

Theorem 3.11. Suppose that L is a Lie algebra graded by the irreducible finite
root system R of type X = ȦI or DI with grading pair (G,H) and let S be the
irreducible full subsystem of R of type ȦI0 or DI0 respectively.

(i) Consider L` := LS as a G` -module and take

L` =
⊕
i∈I

gi ⊕ E (50)
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to be the decomposition of L` into finite dimensional irreducible G` -submodules in
which I is an index set, for i ∈ I, gi is isomorphic to G`, and E is a trivial G` -
submodule. Then regarding L as a G -module, there exists a class {Dn,Gi | i ∈ I}
of finite dimensional G -submodules of L such that

• Dn is a trivial G -module and for i ∈ I, Gi is isomorphic to G,

• gi ⊆ Gi (i ∈ I ),

• L =
⊕

i∈I Gi ⊕Dn.

(ii) Take A to be a vector space with basis {ai | i ∈ I} and identify L with
(G ⊗ A)⊕Dn, say via the natural identification

ϕ : L −→ (G ⊗A)⊕Dn.

Transfer the Lie algebraic structure of L to (G ⊗ A) ⊕ Dn. Then D` := ϕ(E) is
a subalgebra of ϕ(L`) = (G`⊗̇A) ⊕ D` and Dn is a subalgebras of (G ⊗ A) ⊕ Dn.
Moreover, the vector space A is equipped with an associative algebraic structure if
X = ȦI and with a commutative associative algebraic structure if X = DI .

(iii) There is a subspace K1 of the full skew-dihedral homology group of A
with respect to n and a subspace K2 of the full skew-dihedral homology group of
A with respect to ` such that Dn and D` are isomorphic to the quotient algebras
{A,A}n/K1 and {A,A}`/K2 respectively, say via

ψ1 : {A,A}n/K1 −→ Dn and ψ2 : {A,A}`/K2 −→ D`.

(iv) For a, a′ ∈ A, take

〈a, a′〉n := ψ1({a, a′}n +K1) and 〈a, a′〉` := ψ2({a, a′}` +K2).

Then for a, a′ ∈ A, we have

〈a, a′〉n = 〈a, a′〉` + ((
1

n+ 1
IdV −

1

`+ 1
Id
V`

)⊗ (aa′ − a′a).

(v) Set

〈a, a′〉n := ϕ−1(〈a, a′〉n) and 〈a, a′〉` := ϕ−1(〈a, a′〉`); (a, a′ ∈ A).

If ` < n, then for a positive integer t and a1, a
′
1, . . . , at, a

′
t ∈ A, we have∑t

i=1〈ai, a′i〉` = 0 if and only if
∑t

i=1〈ai, a′i〉n = 0 and
∑t

i=1[ai, a
′
i] = 0.

(vi) For x, y ∈ G, set x ◦ y := xy + yx − 2tr(xy)
`+1

IdV` and for a, a′ ∈ A, set
〈a, a′〉 := 〈a, a′〉`. Then the Lie bracket on (G ⊗A)⊕Dn = (G ⊗A) +D` is given
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by

[x⊗ a, y ⊗ a′] =

{
[x, y]⊗ 1

2(a ◦ a′) + (x ◦ y)⊗ 1
2 [a, a′] + tr(xy)〈a, a′〉, X = ȦI ,

[x, y]⊗ aa′ + tr(xy)〈a, a′〉, X = DI ,

[〈a1, a2〉, x⊗ a] =


−1

2(`+1)(x ◦ Id
V`
⊗ [a, [a1, a2]]

+[x, Id
V`

]⊗ a ◦ [a1, a2] + 2tr(Id
V`
x)〈a, [a1, a2]〉), X = ȦI ,

0, X = DI ,

[〈a1, a2〉, 〈a′1, a′2〉] =

{
〈d`,Aa1,a2(a′1), a′2〉+ 〈a′1, d

`,A
a1,a2(a′2)〉, X = ȦI ,

0, X = DI ,

(51)
for x, y ∈ G, a, a′, a1, a2, a

′
1, a
′
2 ∈ A.

3.0.3. Types B and C

Suppose that I is an index set of cardinality n > 4 and I0 is a subset of I of
cardinality ` > 4. Take G to be either oB(I) or sp(I). Consider (4), (7) and
set G` := G

I0
. Suppose that V is a vector space with a basis {v0, vi, vī | i ∈ I}

equipped with a nondegenerate symmetric bilinear form (·, ·) as in (3) if G = oB(I)
and a vector space with a basis {vi, vī | i ∈ I} equipped with a nondegenerate
skew-symmetric bilinear form (·, ·) as in (6) if G := sp(I). Consider (9), (11) and
set V` := V

I0
. Set

T :=

{
I0 ∪ Ī0 ∪ {0} if G = oB(I)
I0 ∪ Ī0 if G = sp(I)

and define Id
V`

: V −→ V to be the linear transformation given by

vi 7→
{
vi if i ∈ T
0 if i ∈ I ∪ Ī \ T.

Finally set S := V and S` := V` if G := oB(I) and take S and S` := S
I0

to be
as in (10) and (11) respectively if G = sp(I).

One can use [2] together with the same argument as in §3.0.1 to get the
following theorem:

Theorem 3.12. Suppose that L is a Lie algebra graded by a root system R
of type X = BI or CI with grading pair (G,H) and let S be the irreducible full
subsystem of R of type BI0 or CI0 respectively.

(i) Consider L` := LS as a G` -module and let

L` =
⊕
i∈I

gi ⊕
⊕
j∈J

sj ⊕ E (52)

be the decomposition of L` into finite dimensional irreducible G` -submodules in
which E is a trivial G` -submodule, I,J are index sets, gi (i ∈ I ) is isomorphic
to G` and sj (j ∈ J ) is isomorphic to S`. Then there exists a class
{Dn,Gi,Sj | i ∈ I, j ∈ J } of finite dimensional G -submodules of L such that
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• Dn is a trivial G -module, Gi is isomorphic to G and Sj is isomorphic to S,
for i ∈ I, j ∈ J ,

• gi ⊆ Gi, sj ⊆ Sj (i ∈ I, j ∈ J ),

• L =
⊕

i∈I Gi ⊕
⊕

j∈J Sj ⊕Dn.

(ii) Take A and B to be vector spaces with bases {ai | i ∈ I} and
{bj | j ∈ J } respectively and identify L with (G ⊗A)⊕ (S ⊗B)⊕Dn, say via the
natural identification

ϕ : L −→ (G ⊗ A)⊕ (S ⊗ B)⊕Dn.

Transfer the Lie algebraic structure of L to (G ⊗ A) ⊕ (S ⊗ B) ⊕ Dn. Then
D` := ϕ(E) and Dn are subalgebras of (G ⊗ A)⊕ (S ⊗ B)⊕Dn.

(iii) Set a := A⊕B. If G = oB(I), A is equipped with a unital commutative
associative algebraic structure and the vector space B is equipped with a unital A-
module structure. Also there is a symmetric A-bilinear form f : B×B −→ A such
that a = J (f,B). Also if G = sp(I), a is equipped with a star algebraic structure
such that A (resp. B) is the set of fixed (resp. skew fixed) points of a under the
involution on a.

(iv) There is a subspace K1 of the full skew-dihedral homology group of
a with respect to n and a subspace K2 of the full skew-dihedral homology group
of a with respect to ` such that Dn and D` are isomorphic to the quotient al-
gebras {a, a}n/K1 and {a, a}`/K2 respectively, with corresponding isomorphisms
ψ1 : {a, a}n/K1 −→ Dn and ψ2 : {a, a}`/K2 −→ D`.

(v) For α, α′ ∈ a, take

〈α, α′〉n := ψ1({α, α′}n +K1) and 〈α, α′〉` := ψ2({α, α′}` +K2).

Then if α, α′ ∈ A or α, α′ ∈ B, we have

〈α, α′〉n = 〈α, α′〉` + ((
1

n
IdV −

1

`
Id
V`

)⊗ (1/2)(αα′ − α′α)).

(vi) For α, α′ ∈ a, set

〈α, α′〉n := ϕ−1(〈α, α′〉n) and 〈α, α′〉` := ϕ−1(〈α, α′〉`).

If ` < n, then for t ∈ N \ {0}, a1, a
′
1, . . . , at, a

′
t ∈ A and b1, b

′
1, . . . , bt, b

′
t ∈ B, we

have
∑t

i=1〈ai, a′i〉` +
∑t

i=1〈bi, b′i〉` = 0 if and only if

t∑
i=1

〈ai, a′i〉n +
t∑
i=1

〈bi, b′i〉n = 0 and
t∑
i=1

[ai, a
′
i] +

t∑
i=1

[bi, b
′
i] = 0.

(vii) For e, f ∈ G ∪ S, set

e ◦ f := ef + fe− tr(ef)

`
Id
V`
,
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and for α, α′ ∈ a, set
〈α, α′〉 := 〈α, α′〉`,

then the Lie bracket on (G ⊗ A) ⊕ (S ⊗ B) ⊕ Dn = ((G ⊗ A) ⊕ (S ⊗ B)) + D` is
given by

[x⊗ a, y ⊗ a′] = [x, y]⊗ aa′ + tr(xy)〈a, a′〉,
[x⊗ a, s⊗ b] = xs⊗ ab,
[s⊗ b, t⊗ b′] = Ds,t ⊗ f(b, b′) + (s, t)〈b, b′〉,
[〈α, α′〉, x⊗ a] = x⊗ d`,aα,α′(a),

[〈α, α′〉, s⊗ b] = s⊗ d`,aα,α′(b),
[〈α1, α2〉, 〈α′1, α′2〉] = 〈d`,aα1,α2

(α′1), α′2〉+ 〈α′1, d`,aα1,α2
(α′2)〉,

(53)

(see Definition 2.4) for x, y ∈ G, s, t ∈ S, a, a′ ∈ A, b, b′ ∈ B, and α, α′, α1, α2,
α′1, α

′
2 ∈ a if G = oB(I) and it is given by

[x⊗ a, y ⊗ a′] = [x, y]⊗ 1
2(a ◦ a′) + (x ◦ y)⊗ 1

2 [a, a′] + tr(xy)〈a, a′〉,
[x⊗ a, s⊗ b] = (x ◦ s)⊗ 1

2 [a, b] + [x, s]⊗ 1
2(a ◦ b),

[s⊗ b, t⊗ b′] = [s, t]⊗ 1
2(b ◦ b′) + (s ◦ t)⊗ 1

2 [b, b′] + tr(st)〈b, b′〉,
[〈α, α′〉, x⊗ a] = −1

4` ((x ◦ Id
V`

)⊗ [a, β∗α,α′ ] + [x, Id
V`

]⊗ (a ◦ β∗α,α′)),
[〈α, α′〉,s⊗b]=−1

4` ([s, Id
V`

]⊗(b ◦ β∗α,α′)+(s ◦ Id
V`

)⊗[b, β∗α,α′ ] + 2tr(sId
V`

)〈b, β∗α,α′〉),
[〈α1, α2〉, 〈α′1, α′2〉] = 〈d`,aα1,α2(α′1), α′2〉+ 〈α′1, d

`,a
α1,α2(α′2)〉,

(54)
(see (27)) for x, y ∈ G, s, t ∈ S, a, a′ ∈ A, b, b′ ∈ B, α, α′, α1, α2, α

′
1, α

′
2 ∈ a if

G = sp(I).

4. Root graded Lie algebras - general case

In this section, we give certain recognition theorems which characterize Lie algebras
graded by an infinite irreducible locally finite root system. The main target of the
present section is to generalize the decomposition (21) for Lie algebras graded by
infinite root systems. For a Lie algebra L graded by an infinite irreducible locally
finite root system with grading pair (g, h), we first decompose L as a direct sum
of a certain subalgebra of L and a certain locally finite completely reducible g-
submodule. This in particular results in a generalized decomposition for L as in
(21). We next reconstruct the structure of L in terms of the ingredients involved
in this decomposition. Moreover, we prove that any Lie algebra graded by an
irreducible infinite locally finite root system arises in this way. As in the previous
section, we concentrate our attention on type BC and for other types, we just
report the results.

4.1. Recognition Theorem for Type BC . Suppose that I is an infinite index
set and ` is a positive integer greater than 3. We assume R is an irreducible locally
finite root system of type BCI and take G, S and V to be as in Lemmas 2.7 and
2.12. We show that an R-graded Lie algebra L can be decomposed into

(G ⊗A)⊕ (S ⊗ B)⊕ (V ⊗ C)⊕D (55)
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in which A,B and C are vector spaces and D is a subalgebra of L. We equip
b := A ⊕ B ⊕ C with a unital associative star algebraic structure and show that
D can be expressed as a quotient of the algebra {b, b}` by a subspace of the
full skew-dihedral homology group of b, with respect to `, satisfying the uniform
property on b. Conversely, for vector spaces A,B,C and D with specific natures,
we form the decomposition (55), equip it with a Lie bracket and show that it is
an R-graded Lie algebra.

Theorem 4.1. Suppose that I is an infinite index set and ` is an integer greater
than 3. Assume R is an irreducible locally finite root system of type BCI and V
is a vector space with a basis {vi | i ∈ I ∪ Ī}. Suppose that (·, ·) is a bilinear
form as in (6), set G := sp(I) and consider S as in (10). Fix a subset I0 of I of
cardinality ` and take R0 to be the full irreducible subsystem of R of type BCI0 .
Suppose that {Rλ | λ ∈ Λ} is the class of all finite irreducible full subsystems of
R containing R0, where Λ is an index set containing zero. For λ ∈ Λ, take Gλ
as in Lemma 7 and Vλ,Sλ as in (11). Next define

Iλ : V −→ V

vi 7→
{
vi i ∈ Iλ ∪ Īλ
0 otherwise

and for e, f ∈ G ∪ S, define

e ◦ f := ef + fe− tr(ef)

l
I0.

(i) Suppose that (a, ∗, C, f) is a coordinate quadruple of type BC and A,
B are ∗-fixed and ∗-skew fixed points of a respectively. Set b := b(a, ∗, C, f) and
take [·, ·], ◦, ♥ , � to be as in Subsection 3. For β1, β2 ∈ b, consider d`,bβ1,β2 as in
(25) and take β∗β1,β2 , β

∗
1 and β∗2 as in Proposition 3.10 and (27). For a subset K

of HF (b) satisfying the uniform property on b, set

L(b,K) := (G ⊗A)⊕ (S ⊗ B)⊕ (V ⊗ C)⊕ ({b, b}`/K).

Then setting 〈β, β′〉 := {β, β′}+K, β, β′ ∈ b, L(b,K) together with

[x⊗ a, y ⊗ a′] = [x, y]⊗ 1
2(a ◦ a′) + (x ◦ y)⊗ 1

2 [a, a′] + tr(xy)〈a, a′〉,
[x⊗ a, s⊗ b] = (x ◦ s)⊗ 1

2 [a, b] + [x, s]⊗ 1
2(a ◦ b) = −[s⊗ b, x⊗ a],

[s⊗ b, t⊗ b′] = [s, t]⊗ 1
2(b ◦ b′) + (s ◦ t)⊗ 1

2 [b, b′] + tr(st)〈b, b′〉,
[x⊗ a, u⊗ c] = xu⊗ a · c = −[u⊗ c, x⊗ a],

[s⊗ b, u⊗ c] = su⊗ b · c = −[u⊗ c, s⊗ b],
[u⊗ c, v ⊗ c′] = (u ◦ v)⊗ (c � c′) + [u, v]⊗ (c♥c′) + (u, v)〈c, c′〉,
[〈β1, β2〉, x⊗ a] = −1

4` ((x ◦ I0)⊗ [a, β∗
β1,β2

] + [x, I0]⊗ (a ◦ β∗
β1,β2

)),

[〈β1, β2〉, s⊗ b]=−1
4` ([s, I0]⊗(b ◦ β∗

β1,β2
)+(s ◦ I0)⊗ [b, β∗

β1,β2
]+2tr(sI0)〈b, β∗

β1,β2
〉),

[〈β1, β2〉, v ⊗ c] = 1
2`I0v ⊗ (β∗

β1,β2
· c)− 1

2v ⊗ (f(c, β∗2) · β∗1 + f(c, β∗1) · β∗2)

[〈β1, β2〉, 〈β′1, β′2〉] = 〈d`β1,β2(β′1), β′2〉+ 〈β′1, d`β1,β2(β′2)〉

(56)

for x, y ∈ G, s, t ∈ S, u, v ∈ V , a, a′ ∈ A, b, b′ ∈ B, c, c′ ∈ C, β1, β2, β
′
1, β

′
2 ∈ b, is

an R-graded Lie algebra with grading pair (G,H) where H is the splitting Cartan
subalgebra of G defined in Lemma 2.7.
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(ii) If L is an R-graded Lie algebra with grading pair (g, h), then there is a
coordinate quadruple (a, ∗, C, f) of type BC and a subspace K of b := b(a, ∗, C, f)
satisfying the uniform property on b such that L is isomorphic to L(b,K).

Remark 4.2. One can check that up to isomorphism the Lie algebra L(b,K)
does not depend on the choice of ` and I0.

Proof. (i) We prove that L(b,K) together with (56) is a Lie algebra. For
λ ∈ Λ set nλ := |Iλ| and Lλ := (Gλ⊗̇A) ⊕ (Sλ⊗̇B) ⊕ (Vλ⊗̇C) ⊕ 〈b, b〉. Also for
a, a′ ∈ A, b, b′ ∈ B, and c, c′ ∈ C, set

〈a, a′〉λ := (((−1
`
I0 + 1

nλ
Iλ)⊗ 1

2
[a, a′]) + 〈a, a′〉,

〈b, b′〉λ := ((−1
`
I0 + 1

nλ
Iλ)⊗ 1

2
[b, b′]) + 〈b, b′〉,

〈c, c′〉λ := ((1
`
I0 − 1

nλ
Iλ)⊗ 1

2
(c♥c′)) + 〈c, c′〉,

〈a, b〉λ = 〈b, c〉λ = 〈a, c〉λ := 0.

Take 〈b, b〉λ := span{〈a, a′〉λ, 〈b, b′〉λ, 〈c, c′〉λ | a, a′ ∈ A, b, b′ ∈ B, c, c′ ∈ C} and
note that as K satisfies the uniform property on b, we have

Lλ := (Gλ⊗̇A)⊕ (Sλ⊗̇B)⊕ (Vλ⊗̇C)⊕ 〈b, b〉λ.

For β = a+ b+ c, β′ = a′ + b′ + c′ ∈ b, set 〈β, β′〉λ := 〈a, a′〉λ + 〈b, b′〉λ + 〈c, c′〉λ.
Now consider the linear transformation ψ : b ⊗ b −→ 〈b, b〉λ mapping

β ⊗ β′ to 〈β, β′〉λ. It is not difficult to see that for the subspace K of b ⊗ b
defined in Subsection 3, ψ(K) = {0}. So ψ induces a linear transformation

ψ̇ : {b, b}nλ −→ 〈b, b〉λ mapping {β, β′}nλ to 〈β, β′〉λ, β, β′ ∈ b. Take Kλ
to be the kernel of ψ̇. If t ∈ N \ {0}, ai, a′i ∈ A, bi, b′i ∈ B and ci, c

′
i ∈ C

(1 ≤ i ≤ t) are such that
∑t

i=1({ai, a′i}nλ + {bi, b′i}nλ + {ci, c′i}nλ) ∈ Kλ, then∑t
i=1(〈ai, a′i〉λ + 〈bi, b′i〉λ + 〈ci, c′i〉λ) = 0. This implies that

((
−1

`
I0+

1

nλ
Iλ)⊗1

2

t∑
i=1

([ai, a
′
i]+[bi, b

′
i]−(ci♥c

′
i))+

t∑
i=1

(〈ai, a′i〉+〈bi, b′i〉+〈ci, c′i〉) = 0. (57)

This in turn implies that
∑t

i=1(〈ai, a′i〉 + 〈bi, b′i〉 + 〈ci, c′i〉) = 0. Therefore we get
that Kλ is a subset of the full skew-dihedral homology group of b with respect
to `. But if λ 6= 0, (57) implies that

∑t
i=1([ai, a

′
i] + [bi, b

′
i] − (ci♥c

′
i)) = 0. Now

it follows using this together with the fact that Kλ is a subset of the full skew-
dihedral homology group of b with respect to `, that Kλ is a subset of the full
skew-dihedral homology group of b with respect to nλ. Now it follows from [3,
Chapter V ] that Lλ together with the product introduced in (56) restricted to
Lλ ×Lλ defines a Lie algebra. Therefore L together with [·, ·] is a Lie algebra as
L = ∪λ∈ΛLλ. Now one can easily see that L has a weight space decomposition
L = ⊕α∈RLα with respect to H in which

Lα =


Vα⊗̇C if α ∈ Rsh

(Gα⊗̇A)⊕ (Sα⊗̇B) if α ∈ Rlg

Gα⊗̇A if α ∈ Rex

(G0⊗̇A)⊕ (S0⊗̇B)⊕ 〈b, b〉 if α = 0
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and that L is an R-graded Lie algebra with grading pair (G,H).

(ii) For λ ∈ Λ, set

Lλ :=
∑

α∈R×λ
Lα ⊕

∑
α∈R×λ

[Lα,L−α],

gλ :=
∑

α∈(Rλ)×sdiv
gα ⊕

∑
α∈(Rλ)×sdiv

[gα, g−α]

and note that gλ is isomorphic to Gλ. We know by Lemma 3.3 that Lλ is an
Rλ -graded Lie algebra with grading pair (gλ, hλ := gλ ∩ h). Consider L0 as a g0 -
module and suppose that {G0

i ,S0
j ,V0

t ,D0 | i ∈ I, j ∈ J , t ∈ T } is a class of finite
dimensional g0 -submodules of L0 such that

• L0 =
∑

i∈I G0
i ⊕

∑
j∈J S0

j ⊕
∑

i∈T V0
t ⊕D0,

• D0 is a trivial g0 -submodule of L0,

• for i ∈ I, j ∈ J and t ∈ T , G0
i is isomorphic to G0, S0

j is isomorphic to S0,
and V0

t is isomorphic to V0.

Now for λ ∈ Λ, consider Lλ as a gλ -module via the adjoint representation.
Using Lemmas 3.4 and 3.5, one finds finite dimensional irreducible gλ -submodules
Gλi , Sλj , Vλt (i ∈ I, j ∈ J , t ∈ T ) of Lλ and a trivial gλ -submodule Dλ such that

(I,J , T , {G0
i }, {Gλi }, {S0

j }, {Sλj }, {V0
t }, {Vλt },D0,Dλ)

is an (Rλ, R0)−datum for the pair (Lλ,L0) (see (33)). We know from Subsection
3 that there is a coordinate quadruple (a, ∗, C, f) of type BC and a subspace
Kλ of the full skew-dihedral homology group of b := b(a, ∗, C, f) with respect to
nλ = |Iλ| such that Dλ is a subalgebra of Lλ isomorphic to the quotient algebra
{b, b}nλ/Kλ, say via φλ : {b, b}nλ/Kλ −→ Dλ. Now for β, β′ ∈ b, set

〈β, β′〉λ := φλ({β, β′}λ +Kλ). (58)

Take A and B to be the ∗−fixed and ∗−skew fixed points of a respectively and
note that

Dλ = span{〈a, a′〉λ, 〈b, b′〉λ, 〈c, c′〉λ | a, a′ ∈ A, b, b′ ∈ B, c, c′ ∈ C}.

We now proceed with the proof in the following steps:

Step 1: For i ∈ I, j ∈ J , t ∈ T and λ, µ ∈ Λ with λ 4 µ, Gµi is the gµ -

submodule of Lµ generated by Gλi , S
µ
j is the gµ -submodule of Lµ generated by

Sλj and Vµt is the gµ -submodule of Lµ generated by Vλt . In other words,

(I,J , T , {Gλi }, {G
µ
i }, {Sλj }, {S

µ
j }, {Vλt }, {V

µ
t },Dλ,Dµ)

is an (Rµ, Rλ)−datum for the pair (Lµ,Lλ) : It is immediate using the fact that
gλ is a subalgebra of gµ.

Step 2: For λ ∈ Λ, Lλ =
∑

i∈I Gλi ⊕
∑

j∈J Sλj ⊕
∑

i∈T Vλt ⊕ D0 : By Step 1

and Remark 3.9, Lλ = (
∑

i∈I Gλi ⊕
∑

j∈J Sλj ⊕
∑

i∈T Vλt ) + D0. Suppose d ∈ D0,
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x ∈
∑

i∈I Gλi ⊕
∑

j∈J Sλj ⊕
∑

i∈T Vλt and x + d = 0. Since d ∈ D0, there are
t ∈ N \ {0}, ai, a′i ∈ A, bi, b′i ∈ B and ci, c

′
i ∈ C (1 ≤ i ≤ t) such that

d =
∑t

i=1〈ai, a′i〉0 + 〈bi, b′i〉0 + 〈ci, c′i〉0. It follows from Step 1 and Lemma 3.7
that there is y ∈

∑
i∈I Gλi ⊕

∑
j∈J Sλj ⊕

∑
i∈T Vλt such that d = y+

∑t
i=1〈ai, a′i〉λ+

〈bi, b′i〉λ + 〈ci, c′i〉λ. Now as 0 = x+ d = x+ y +
∑t

i=1〈ai, a′i〉λ + 〈bi, b′i〉λ + 〈ci, c′i〉λ,
we get that x + y = 0 and

∑t
i=1(〈ai, a′i〉λ + 〈bi, b′i〉λ + 〈ci, c′i〉λ) = 0. Take µ ∈ Λ

to be such that λ 4 µ, then using Step 1, one gets that the pairs (Lλ,Lµ) and
(L0,Lλ) play the same role as the pair (L`,Ln) in Subsection 3. Using Remark
3.9 for the pair (Lλ,Lµ), one gets that

∑t
i=1(〈ai, a′i〉µ+ 〈bi, b′i〉µ+ 〈ci, c′i〉µ) = 0 and∑t

i=1([ai, a
′
i] + [bi, b

′
i] − ci♥c′i) = 0. Next using Remark 3.9 for the pair (L0,Lµ),

we get that d =
∑t

i=1(〈ai, a′i〉0 + 〈bi, b′i〉0 + 〈ci, c′i〉0) = 0. This completes the proof
of this step.

Step 3: K0 satisfies the uniform property on b : Suppose that

t∑
i=1

({ai, a′i}` + {bi, b′i}` + {ci, c′i}`) ∈ K0,

for t ∈ N\{0}, a1, a
′
1, . . . , at, a

′
t ∈ A, b1, b

′
1, . . . , bt, b

′
t ∈ B and c1, c

′
1, . . . , cn, c

′
n ∈ C,

so
∑n

i=1(〈ai, a′i〉0 + 〈bi, b′i〉0 + 〈ci, c′i〉0) = 0. Now take λ ∈ Λ \ {0}, then by Step
1, (L0,Lλ) plays the same role as the pair (L`,Ln) in Subsection 3 and so an
argument analogous to the proof of Step 2 shows that∑t

i=1([ai, a
′
i] + [bi, b

′
i]− ci♥c′i) = 0.

This completes the proof.

Using Steps 1,2, we get the following three steps:
Step 4:⋃

λ∈Λ

∑
i∈I
Gλi =

∑
i∈I

⋃
λ∈Λ

Gλi ,
⋃
λ∈Λ

∑
j∈J
Sλj =

∑
j∈J

⋃
λ∈Λ

Sλj ,
⋃
λ∈Λ

∑
t∈T
Vλt =

∑
t∈T

⋃
λ∈Λ

Vλt .

Step 5: We have⋃
λ∈Λ

Lλ =
⋃
λ∈Λ

(
∑
i∈I

Gλi ) +
⋃
λ∈Λ

(
∑
j∈J

Sλj ) +
⋃
λ∈Λ

∑
t∈T

(Vλt ) +D0.

Step 6: (
∑

i∈I
⋃
λ∈Λ Gλi )+(

∑
j∈J

⋃
λ∈Λ Sλj )+(

∑
t∈T
⋃
λ∈Λ Vλt )+D0 is a direct sum.

Now we are ready to go through the last step.

Step 7: The assertion stated in (ii) is true: Take A to be a vector space with a
basis {ai | i ∈ I}, B to be a vector space with a basis {bj | j ∈ J }, and C to be
a vector space with a basis {ct | t ∈ T }. Using Steps 1-2,4-6, we get that

L =
⋃
λ∈Λ

Lλ =
⋃
λ∈Λ

(
∑
i∈I

Gλi ) +
⋃
λ∈Λ

(
∑
j∈J

Sλj ) +
⋃
λ∈Λ

(
∑
t∈T

Vλt ) +D0

= (
⊕
i∈I

⋃
λ∈Λ

Gλi )⊕ (
⊕
j∈J

⋃
λ∈Λ

Sλj )⊕ (
⊕
t∈T

⋃
λ∈Λ

Vλt )⊕D0.
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Now consider L as a g-module via the adjoint representation and for i ∈ I,
j ∈ J and t ∈ T , set

G(i) :=
⋃
λ∈Λ

Gλi , S(j) :=
⋃
λ∈Λ

Sλj , V(t) :=
⋃
λ∈Λ

Vλt ,

then by Propositions 2.11 and 2.12, G(i) is a g-submodule of L isomorphic to g '
G, S(j) is a g-submodule isomorphic to S and V(t) is a g-submodule isomorphic
to V . Therefore as a vector space, we can identify L with

(G ⊗ A)⊕ (S ⊗ B)⊕ (V ⊗ C)⊕D0.

such that for each λ ∈ Λ, Lλ is identified with

(Gλ⊗̇A)⊕ (Sλ⊗̇B)⊕ (Vλ⊗̇C)⊕D0.

Now for λ ∈ Λ, (Lλ,L0) plays the same role as (Ln,L`) in §3.0.1 and so we are
done using Step 3 together with Proposition 3.10.

4.2. Recognition Theorem for Types A and D .

Theorem 4.3. Suppose that I is an infinite index set and I0 is a subset of I of
cardinality ` > 5. Let R be an irreducible locally finite root system of type X = DI

or X = ȦI . Suppose that V is a vector space with a basis {vi | i ∈ I} and take G
to be the infinite dimensional split simple Lie algebra of type X as in Lemmas 2.3
or 2.6 respectively. Define

I0 : V −→ V vi 7→
{
vi i ∈ I0

0 otherwise.

Also for x, y ∈ G, define

x ◦ y := xy + yx− 2tr(xy)

l + 1
I0.

Suppose that (A, idA, {0},0) is a coordinate quadrable of type X and K
is a subset of the full skew-dihedral homology group of A satisfying the uniform
property on A. Set

L(A,K) := (G ⊗ A)⊕ 〈A,A〉,
in which 〈A,A〉 is the quotient space {A,A}`/K (see Subsection 3) and for a, a′ ∈
A, take 〈a, a′〉 := {a, a′}` +K, then L(A,K) together with

[x⊗ a, y ⊗ a′] =

{
[x, y]⊗ 1

2(a ◦ a′) + (x ◦ y)⊗ 1
2 [a, a′] + tr(xy)〈a, a′〉, X = ȦI ,

[x, y]⊗ aa′ + tr(xy)〈a, a′〉, X = DI ,

[〈a1, a2〉, x⊗ a] =


− 1

2(`+1)((x ◦ Id
V`

)⊗ [a, [a1, a2]]

+[x, Id
V`

]⊗ (a ◦ [a1, a2]) + 2tr(Id
V`
x)〈a, [a1, a2]〉), X = ȦI ,

0 X = DI ,

[〈a1, a2〉, 〈a′1, a′2〉] =

{
〈d`,Aa1,a2(a′1), a′2〉+ 〈a′1, d

`,A
a1,a2(a′2)〉, X = ȦI ,

0, X = DI ,

(59)
for x, y ∈ G, a, a′, a1, a2, a

′
1, a
′
2 ∈ A, is a Lie algebra graded by R with grading

pair (G,H) where H is defined as in Lemma 2.3 or Lemma 2.6. Moreover, up to
isomorphism any R-graded Lie algebra gives rise in this manner.
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4.3. Recognition Theorem for Types B and C .

Theorem 4.4. Suppose that I is an infinite index set and I0 is a subset of I of
cardinality ` > 4. Take G to be either oB(I) or sp(I). Suppose that V is a vector
space with a basis {v0, vi, vī | i ∈ I} equipped with a nondegenerate symmetric
bilinear form (·, ·) as in (3) if G = oB(I) and it is a vector space with a basis
{vi, vī | i ∈ I} equipped with a nondegenerate skew-symmetric bilinear form (·, ·)
as in (6) if G := sp(I). Set

T :=

{
I0 ∪ Ī0 ∪ {0} if G = oB(I)
I0 ∪ Ī0 if G = sp(I)

and define I0 : V −→ V to be the linear transformation defined by

vi 7→
{
vi if i ∈ T
0 if i ∈ I ∪ Ī \ T.

Next set S := V if G := oB(I) and take S to be as in (10) if G = sp(I). For
e, f ∈ G ∪ S, set

e ◦ f := ef + fe− tr(ef)

`
I0.

Suppose that R is an irreducible locally finite root system of type X = BI or
X = CI and (a, ∗, C, f) is a coordinate quadrable of type X. Take A and B to be
the set of ∗−fixed and ∗−skew fixed points of a respectively. For a subset K of
the full skew-dihedral homology group of a satisfying the uniform property on a,
set

L(a,K) := (G ⊗ A)⊕ (S ⊗ B)⊕ 〈a, a〉,

in which 〈a, a〉 is the quotient space {a, a}`/K (see Subsection 3), and for α, α′ ∈ a,
take 〈α, α′〉 := {α, α′}+K. Then L(a,K) together with

[x⊗ a, y ⊗ a′] = [x, y]⊗ aa′ + tr(xy)〈a, a′〉,
[x⊗ a, s⊗ b] = xs⊗ ab,
[s⊗ b, t⊗ b′] = Ds,t ⊗ f(b, b′) + (s, t)〈b, b′〉
[〈α1, α2〉, x⊗ a] = x⊗ d`,aα1,α2

(a),

[〈α1, α2〉, s⊗ b] = s⊗ d`,aα1,α2
(b),

[〈α1, α2〉, 〈α′1, α′2〉] = 〈d`,aα1,α2
(α′1), α′2〉+ 〈α1, d

`,a
α′1,α

′
2
(α2)〉

(60)

(see Definition 2.4) for x, y ∈ G, s, t ∈ S, α, α′, α1, α2, α
′
1, α

′
2 ∈ a, a, a′ ∈ A and

b, b′ ∈ B, if G = oB(I) and

[x⊗ a, y ⊗ a′] = [x, y]⊗ 1
2(a ◦ a′) + (x ◦ y)⊗ 1

2 [a, a′] + tr(xy)〈a, a′〉,
[x⊗ a, s⊗ b] = (x ◦ s)⊗ 1

2 [a, b] + [x, s]⊗ 1
2(a ◦ b),

[s⊗ b, t⊗ b′] = [s, t]⊗ 1
2b ◦ b

′ + (s ◦ t)⊗ 1
2 [b, b′] + tr(st)〈b, b′〉,

[〈α, α′〉, x⊗ a] = −1
4` ((x ◦ I0)⊗ [a, β∗α,α′ ] + [x, I0]⊗ (a ◦ β∗α,α′)),

[〈α, α′〉, s⊗ b] = −1
4` ([s, I0]⊗(b ◦ β∗α1,α2

)+(s ◦ I0)⊗[b, β∗α1,α2
]+2tr(sI0)〈b, β∗α,α′〉),

[〈α1, α2〉, 〈α′1, α′2〉] = 〈d`,aα1,α2(α′1), α′2〉+ 〈α′1, d
`,a
α1,α2(α′2)〉

(61)
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(see (27)) for x, y ∈ G, s, t ∈ S, a, a′ ∈ A, b, b′ ∈ B, α, α′, α1, α2, α
′
1, α

′
2 ∈ a,

if G = sp(I), is a Lie algebra graded by R with grading pair (G,H) where H
is defined as in Lemma 2.5 or Lemma 2.7. Moreover, up to isomorphism any
R-graded Lie algebra gives rise in this manner.
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