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Laboratoire de Mathématiques, CNRS UMR 6205,
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We consider the classical Monge-Kantorovich transport problem with a general cost c(x, y) = F (y − x)
where F : Rd → R

+ is a convex function and our aim is to characterize the dual optimal potential as the
solution of a system of partial differential equations.
Such a characterization has been given in the smooth case by L. Evans and W. Gangbo [17] where F is
the Euclidian norm and by Y. Brenier [6] in the case where F = | · |p with p > 1. We extend these results
to the case of general F and singular transported measures in the spirit of previous work by G. Bouchitté
and G. Buttazzo [8] using an adaptation of Y. Brenier’s dynamic formulation.

Keywords: Wasserstein distance, optimal transport map, measure functionals, duality, tangential gradi-
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1. Introduction

In this paper, we deal with the following problem introduced by L. V. Kantorovich (see
[23]):

(P) min
γ∈P(Ω×Ω)

{
∫

Ω×Ω

F (y − x) dγ(x, y) : π♯1γ = f0, π
♯
2γ = f1

}

where f0 and f1 are two fixed probability measures, Ω is the closure of a bounded open
subset of Rd and F is a convex cost (for example: F (y−x) = |x− y|p, p ≥ 1). We denote
by π♯1γ and π♯2γ the marginals of γ.
This problem, which is central in optimal transport theory, has numerous applications
in economics (see for example [13], [14]), mechanics (see for example [10]), signal theory
(see for example [7] and [22]). Recently, many papers have been published around this
problem, this interest is motivated by its relation with various mathematical areas like
partial differential equations, geometry, probability theory (see [24])...
Here, we will focus on the link between transport theory and partial differential equations.
This link has first been highlightened by L. Evans andW. Gangbo (see [17]) when f0 and f1
are regular measures and F is positively 1−homogeneous. G. Bouchitté and G. Buttazzo
have generalized their result (see [8]) to the case where no regularity assumption is made
on f0 and f1. The proof of G. Bouchitté and G. Buttazzo is based on the fact that,
when F is 1−homogeneous, (P) can be viewed as the dual formulation of an optimization
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problem on Lipschitz functions with a convex gradient constraint:

(P∗) sup

{
∫

Ω

u(x) d(f1 − f0)(x) : u ∈ Lip(Ω), ∇u(x) ∈ C a.e. x

}

C = {x∗ : < x, x∗ > −F (x) ≤ 0 ∀x}.
Again, by duality, this problem is equivalent to a third one:

(P̃) inf

{
∫

F (λ) : λ ∈ Mb(R
d,Rd), spt(λ) ⊂ Ω, −div(λ) = f1 − f0 on R

d

}

where λ 7→
∫

F (λ) is defined by

F (λ) =

∫

Ω

F

(

dλ

d|λ|(x)
)

d|λ|(x).

The constraint should be taken in the distribution sense.
The crux of the proof is that any optimal solution u of (P∗) (called Kantorovich potential)
and the optimal vector measure λ = σµ (µ a positive measure and σ ∈ L1

µ(Ω,R
d)) of (P̃)

satisfy the following equality:
∫

Ω

u(x) d(f1 − f0)(x) =

∫

F (σ(x)) dµ(x).

Considering the constraint on λ, if u is regular, an integration by parts is possible and
leads to:

∫

∇u(x) · σ(x) dµ(x) =
∫

F (σ(x)) dµ(x). (1)

Note that F = χ∗
C where χC(x) := 0 if x ∈ C, +∞ otherwise. Then, as ∇u(x) ∈ C a.e,

(1) implies
∇u(x) · σ(x) = F (σ(x)) µ− a.e. (2)

If F = | · | and σ = dλ
d|λ|

, µ = |λ|, (2) can be rewritten as

|∇u(x)| = 1, ∇u(x) = σ(x) µ− a.e.

The problem is that u is not regular in the general case. The integration by parts made
to obtain (1) cannot be done in the classical sense but it is still possible if one replaces
∇u by the tangential gradient ∇µu (see [9] and Section 4 of this article). The theorem
that was finally proved is (in case F = | · |):
Theorem 1.1 (G. Bouchitté and G. Buttazzo). Let (u, λ) be any solutions of (P∗)
and (P̃). Then, (u, σ, µ) where µ = |λ|, σ = dλ

d|λ|
satisfies the following system (Monge-

Kantorovich equation):

(MK)















∇µu = σ µ− a.e.
−div((∇µu)µ) = f1 − f0 in the sense of distributions in R

d,
|∇µu| = 1 µ− a.e.
u ∈ Lip1(Ω).

Conversely, if (u, σ, µ) satisfies (MK), then u is solution of (P∗) and λ = σµ is solution
of (P̃).
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Remark 1.2. The equation (MK) has first been established by L. Evans and W. Gangbo
([17]) in case f1, f0 are absolutely continuous with respect to the Lebesgue measure and
of Lipschitz density. In this case µ = a(x) dx with a ∈ L∞(Ω) and the eikonal equation
|∇µu(x)| = 1 µ− a.e.x becomes |∇u| = 1 almost everywhere on {a > 0}.

In the case where F is not 1−homogeneous, the dual formulation of (P) does not involve
only one application u ∈ Lip(Ω) but two applications:

(P∗) sup
u,v

{
∫

v(x) df0(x) +

∫

u(x) df1(x) : u(x) + v(y) ≤ F (y − x) ∀ x, y ∈ Ω

}

(see, for example, [27]). This formulation cannot be linked in a direct way to a problem
similar to (P̃).
Nevertheless, assuming F is superlinear, Y. Brenier (see [6]) proved the equality between
the minimum of (P) and the infimum of the following problem:

inf

{
∫

F

(

dλ

dρ

)

dρ(x, t) : −∂ρ
∂t

− div(λ) = f1 ⊗ δ1 − f0 ⊗ δ0

}

. (3)

Notice the introduction of the time variable t.

Y. Brenier’s results were generalized to manifolds with a superlinear length cost by
P. Bernard and B. Buffoni ([5]), and L. Granieri ([19]).

To understand how (3) was introduced, take the case f0 = δX0
, f1 = δX1

withX1, X2 ∈ R
d.

Let us consider all regular curves s joining X0 to X1 (s(0) = X0, s(1) = X1) and the
following associated measures:

ρ(x, t) = δs(t) ⊗ 11[0,1](t) dt,

λ = �s(t)δs(t) ⊗ 11[0,1](t) dt,

the assumption satisfied by (λ, ρ) is in this case

−∂ρ
∂t

− div(λ) = f1 ⊗ δ1 − f0 ⊗ δ0.

Moreover it holds that:

inf(P) = F (X1 −X0)

= inf

{
∫ 1

0

F ( �s(t)) dt : s(0) = X0, s(1) = X1

}

= inf

{
∫

F

(

dλ

dρ

)

dρ(x, t) : −∂ρ
∂t

− div(λ) = f1 ⊗ δ1 − f0 ⊗ δ0

}

.

Generalizing this idea to any probabilities f0 and f1 leads to (3).

In this paper, we give a new approach that allows us to introduce a formulation like (P∗)
and (P̃) in both cases (F being 1−homogeneous or superlinear), more precisely, we prove:
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Theorem 1.3. Let F : R
d → R

+ be a continuous even convex function satisfying
lim|z|→+∞ F (z) = +∞, then

min (P) = max(Q∗) = min(Q),

where (Q∗) and (Q) are defined by:

(Q∗)
sup

{

< f1 ⊗ δ1, ψ >− < f0 ⊗ δ0, ψ >: ψ ∈ Lip(Ω× [0, 1]),

∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 a.e. (x, t) ∈ Ω× [0, 1]
}

(Q)
min

{ ∫

H(χ) : χ ∈ Mb(R
d+1,Rd+1), spt(χ) ⊂ Ω× [0, 1],

−divx,t(χ) = f1 ⊗ δ1 − f0 ⊗ δ0 on R
d+1

}

where H(x, t) is the perspective function of F .

We then make the link between transport theory and partial differential equations and
get the following result:

Theorem 1.4. Let (ψ, µ, σ) ∈ Lip(Ω× [0, 1])×M+
b (R

d+1)× L1
µ(Ω× [0, 1])d+1. If ψ and

σµ are solutions of (Q∗) and (Q), then, the following system is satisfied:

(MKt)







a) ∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 a.e. (x, t) ∈ Ω× [0, 1],
b) − divx,t(σµ) = f1 ⊗ δ1 − f0 ⊗ δ0, in R

d+1

c) H(σ(x, t)) = σ(x, t) ·Dµψ(x, t) µ− a.e. (x, t) ∈ Ω× [0, 1].

Conversely, if (ψ, µ, σ) satisfy (MKt), then ψ is a solution of (Q∗) and σµ is a solution
of (Q).

In Section 2, we introduce the new cost H involving the time variable, this cost is
1−homogeneous even if F is not. An alternative formulation of (P) is given using the
cost H.
In Section 3, Theorem 1.3 is proved using classical duality and Hamilton Jacobi theory.
To go further and write optimality conditions linking the solutions of (Q∗) and (Q̃), it is
necessary to introduce the tangent space to a measure and the tangential gradient with
respect to this measure (Section 4).
Finally, these last definitions make possible to prove the optimality conditions (Theorem
1.4) and to interpret them (Section 5).
We illustrate our results with some examples (Section 6).

2. Notations and preliminary results

Let Ω be a subset of Rd, we assume Ω to be the closure of a convex open set ω. Let f0
and f1 be two probabilities on Ω, we denote the space of such measures P(Ω). If γ is
in P(Ω × Ω), the marginals of γ will be written as π♯1γ and π♯2γ. Let us introduce the
following notations:

• M(A,Rd) with A a borelian set and d ∈ N: the space of vector borelian measures on
A with values in R

d,
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• M+
b (A): borelian non-negative and bounded measures,

• Co(A): continuous functions that vanish at infinity on A,

• Cb(A): bounded continuous functions on A,

• Lip(A): Lipschitz functions on A.

We consider a convex continuous cost F : Rd → R
+, and assume that F is even, vanishes

at 0, and satisfies:
lim

|z|→+∞
F (z) = +∞, (4)

where | · | denotes the Euclidian norm. The important point is to notice that we have not
made any assumption on F about its homogeneity or superlinearity. As we have seen in
the introduction, when F is positively 1−homogeneous, it is possible to link (P) with a
system of partial differential equations. In order to recover homogeneity, we build a new
cost function depending on the time variable (see [25] and [21]):

Definition 2.1. The perspective function of F is the function given by:

H : R
d × R −→ [0,+∞]

(z, t) 7→ H(z, t) :=











tF
(

z
t

)

if t > 0,

F∞(z) if t = 0,

+∞ if t < 0;

where F∞(z) := limt→0+ tF
(

z
t

)

= supt>0 tF
(

z
t

)

is the recession function of F .

Example 2.2. We denote by | · | the Euclidian norm.

• Let F (z) := |z|, then:

H(z, t) :=

{

|z| if t ≥ 0,

+∞ if t < 0.

• F (z) := |z|p, p > 1:

H(z, t) :=











|z|p

tp−1 if t > 0,

0 if z = 0, t = 0,

+∞ if z 6= 0, t ≤ 0.

Hereafter, we list some basic properties ofH (Proposition 2.3, Lemma 2.4 and Proposition
2.5).

Proposition 2.3. H is convex, lower semi-continuous and positively 1−homogeneous
with respect to (z, t).

Its Fenchel transform is:

H∗(z∗, t∗) = χK(z
∗, t∗) :=

{

0 if (z∗, t∗) ∈ K

+∞ otherwise;
(5)

where K is the convex set

K := {(z∗, t∗) : F ∗(z∗) + t∗ ≤ 0}.
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We have:
H(z, t) = H∗∗(z, t) = sup

(z∗,t∗)∈K

{< z, z∗ > +tt∗}. (6)

The proof of this proposition is left to the reader.

Lemma 2.4. The interior of K is not empty.

Proof. Note that F ∗(0) = 0 so (0,−s) ∈ K for all s ≥ 0. We are going to show that
(0,−s) belongs to the interior of K for all s > 0. It is sufficient to show 0 is in the interior
of the domain of F ∗, indeed, F ∗ will be continuous at 0 (it is a convex and l.s.c. function)
which gives the desired result.
Remember we have lim|z|→+∞ F (z) = +∞, so taking A > 0, we consider t such that:

|z| ≥ t⇒ F (z) ≥ A.

Choosing ε > 0 such that tε− A < 0, x∗ ∈ B(0, ε), we get, for all z of norm t:

< x∗, λz > −F (λz) ≤ λtε− λF (z) < 0 for all λ > 1,

< x∗, λz > −F (λz) ≤ tε for all λ ≤ 1.

The first inequality is obtained using the convexity of F combined with F (0) = 0 and the
second is a consequence of the fact F is non-negative. Finally, we get:

sup
x∈Rd

{< x∗, x > −F (x)} ≤ tε < +∞ for all x∗ ∈ B(0, ε). (7)

We conclude by saying B(0, ε) is a subset of the domain of F ∗.

Let us introduce the functional G on M(Rd+1,Rd+1) associated with H and the set Ω×
[0, 1] which will play a role hereafter:

G(λ) =







∫

H(λ) :=

∫

H

(

dλ

dµ
(x, t)

)

dµ(x, t) if spt(λ) ⊂ Ω× [0, 1],

+∞ otherwise.
(8)

where µ ∈ M+
b (R

d+1) is any borelian measure such that |λ| << µ. Notice that, as H is
positively 1−homogeneous, G is well defined i.e. does not depend on the choice of µ. The
proof of the following result can be found in [12]:

Proposition 2.5. G is convex, positively 1−homogeneous, l.s.c. with respect to the weak
star convergence of measures.
The following equalities hold:

G(λ) = sup

{
∫

ψ(x, t) dλ(x, t) : ψ ∈ Co(Rd+1,Rd+1), ψ(x, t) ∈ K, ∀(x, t)
}

, (9)

for any λ ∈ M(Rd+1,Rd+1) such that spt(λ) ⊂ Ω× [0, 1],

G∗(ψ) =

∫

Ω×[0,1]

χK(ψ(x, t)) d(x, t). (10)
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Remark 2.6. Let ψd ∈ Co(Rd+1,Rd) and ψd+1 ∈ Co(Rd+1,R). We have the following
equivalences:

G∗(ψd, ψd+1) = 0

⇔ ψd+1(x, t) + F ∗(ψd(x, t)) ≤ 0 a.e. (x, t) ∈ Ω× [0, 1]

⇔ (ψd(x, t), ψd+1(x, t)) ∈ K a.e. (x, t) ∈ Ω× [0, 1]

⇔ H∗(ψd(x, t), ψd+1(x, t)) = 0 a.e. (x, t) ∈ Ω× [0, 1]

⇔ < ω, (ψd(x, t), ψd+1(x, t)) >≤ H(ω) ∀ω ∈ R
d+1, a.e. (x, t) ∈ Ω× [0, 1].

The next result has a very simple proof but justifies in some sense the introduction of the
function H:

Proposition 2.7. Let H be the perspective function introduced in Definition 2.1, then

min
γ̃∈P((Ω×R+)2)

{
∫

(Ω×R+)2
H(y − x, t− s) dγ̃((x, s), (y, t)) :

π♯1γ̃ = f0 ⊗ δ0, π
♯
2γ̃ = f1 ⊗ δ1

}

= min
γ∈P(Ω2)

{
∫

Ω2

F (y − x) dγ(x, y) : π♯1γ = f0, π
♯
2γ = f1

}

.

Proof. Let γ such that π♯iγ = fi−1 (i = 1, 2). From γ we build γ̃ ∈ P((Ω × R
+)2) by

setting:
γ̃((x, s), (y, t)) := γ(x, y)⊗ δ(0,1)(s, t).

Clearly π♯i γ̃ = fi−1 ⊗ δi−1 (i = 1, 2). Moreover we have:
∫

(Ω×R+)2
H(y − x, t− s) dγ̃((x, s), (y, t))

=

∫

(Ω×R+)2
H(y − x, t− s)dγ(x, y)⊗ δ(0,1)(s, t)

=

∫

Ω2

H(y − x, 1)dγ(x, y) =

∫

Ω2

F (y − x)dγ(x, y).

From this, we get the inequality:

min
γ̃∈P((Ω×R+)2)

{
∫

(Ω×R+)2
H(y − x, t− s) dγ̃((x, s), (y, t)) :

π♯1γ̃ = f0 ⊗ δ0, π
♯
2γ̃ = f1 ⊗ δ1

}

≤ min
γ∈P(Ω2)

{
∫

Ω2

F (y − x) dγ(x, y) : π♯1γ = f0, π
♯
2γ = f1

}

. (11)

Now, let us consider γ̃ such that π♯i γ̃ = fi−1⊗δi−1 (i = 1, 2). For all borelian set B ⊂ Ω×Ω,
we set:

γ(B) = γ̃
({

((x, s), (y, t)) : (x, y) ∈ B, (s, t) ∈ (R+)2
})

.
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Then π♯iγ = fi−1 (i = 1, 2). Moreover, we have:

∫

Ω×Ω

F (y − x)dγ(x, y) =

∫

Ω×{0}×Ω×{1}

H(y − x, t− s)dγ̃((x, s), (y, t))

≤
∫

(Ω×R+)2
H(y − x, t− s)dγ̃((x, s), (y, t)).

This inequality combined with (11) gives the statement.

Remark 2.8. In this section we have introduced costs and measure depending on the
time variable t ∈ R

+. The general abstract problem that one may consider is the following:

inf

{
∫

(Rd×R+)2
c
(

(x, s), (y, t)
)

dγ
(

(x, s), (y, t)
)

: π♯iγ = fi, i = 1, 2

}

(12)

with c : (Rd×R
+)2 → R

+ and fi (i = 1, 2) two probabilities on R
d×R

+. The formulation
(12) may be used in different practical cases. Let us give some interpretations for time-
dependent costs and measures. We begin with measures and consider, for instance,

f0(x, t) =
1

2
(δ(A,0)(x, t) + δ(B,0)(x, t)), and f1(x, t) =

1

2
(δ(C,1/2)(x, t) + δ(D,1)(x, t)).

(A, B, C and D being fixed points in R
d). The measures f0 and f1 may be viewed as

follows:

• At the beginning (at time t = 0), two quantities of 1/2 each of a given material are
located at A and B,

• Two quantities of 1/2 each are needed at C and D at time 1/2 and 1 respectively.

Now, let us deal with the cost c. Many choices of costs may be relevant in applications.
Of course c((x, s), (y, t)) = H(y−x

t−s
) may be used to highlight that fast transportations are

more expensive (think of c((x, s), (y, t)) = |y−x|2

|t−s|
where average speed appears). Let us

give another time depending cost where masses are restricted to move inside a set which
may vary with time:

c((x, s), (y, t)) := inf

{
∫ t

s

F ( �v(t)) dt : v ∈W 1,p(]s, t[,Rd),

v(s) = x, v(t) = y, v(τ) ∈ Γ(τ) ∀ τ ∈ [s, t]

}

,

F : Rd → R
+ is a convex regular function such that C1| · |p ≤ F (·) (p > 1) for some

positive constant C1 and Γ(t) is a closed convex subset of Rd for any positive t.

3. Duality via Hamilton Jacobi theory

In the introduction, we have seen that in the case where F is homogeneous:

min(P) = sup(P∗), (13)
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with

(P∗) sup

{
∫

Ω

u(x) d(f1 − f0)(x) : u ∈ Lip(Ω), ∇u(x) ∈ C a.e. x

}

C = {x∗ : < x, x∗ > −F (x) ≤ 0 ∀x}.
Let us now consider the optimization problem introduced in Proposition 2.7

min
γ̃∈P((Ω×R+)2)

{
∫

(Ω×R+)2
H(y − x, t− s) dγ̃((x, s), (y, t)) : π♯1γ̃ = f0 ⊗ δ0, π

♯
2γ̃ = f1 ⊗ δ1

}

.

(14)
Recall that H is homogeneous (Proposition 2.3), then similarly to (13), we should be able
to show the equivalence between the problem (14) and the following one:

(Q∗)
sup

{

< f1 ⊗ δ1, ψ >− < f0 ⊗ δ0, ψ >: ψ ∈ Lip(Ω× [0, 1]),

∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 a.e. (x, t) ∈ Ω× [0, 1]
}

.

Using a particular viscosity solution of the Hamilton-Jacobi equation ∂tψ+F ∗(∇xψ) = 0,
we are going to prove that the max-value of (Q∗) is equal to the min-value of (14) or,
which is equivalent, to the min-value of (P) (cf. Proposition 2.7).
To this aim, we consider the following optimization problem for which the equality (17)
bellow holds (see, for instance, [27]):

max

{
∫

Ω

ϕFF (x) dfo(x) +

∫

Ω

ϕF (y) df1(y) : ϕ ∈ Cb(Ω)
}

(15)

where
ϕF (y) = min

x∈Ω
{F (y − x)− ϕ(x)} ,

ϕFF (x) = min
y∈Ω

{

F (y − x)− ϕF (y)
}

.

It is easy to show that:
(ϕFF )F = ϕF . (16)

It is seen that:
min(P) = max(15). (17)

Taking ϕo a solution of (15), we set (Lax-Oleinick formula) for all (x, t) ∈ Ω× [0,+∞[:

Ψo(x, t) := inf

{

−ϕFFo (σ(0)) +

∫ t

0

F ( �σ(τ)) dτ : σ(t) = x

}

(18)

where the infimum is taken over all path σ : [0, t] → R
d continuous and C1 by parts and

such that σ(0) ∈ Ω.
By the convexity of F , for any t > 0, the infimum is reached when σ is affine and we have
an equivalent definition (Hopf-Lax formula):

Ψo(x, t) := min
y∈Ω

{

−ϕFFo (y) + tF

(

y − x

t

)}

.
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Note that, as a consequence of the convexity of F , Ψo(x, ·) is non-increasing for all x ∈ Ω.
We have (using (16) and formula above for t = 1):

Ψo(x, 0) := −ϕFFo (x), Ψo(x, 1) = ϕFo (x).

Moreover, setting

S(t)u(x) = inf

{

u(σ(0)) +

∫ t

0

F ( �σ(τ)) dτ : σ(t) = x

}

,

it is obvious that S has the semi-group property (S(s + t)u(x) = S(t) ◦ S(s)u(x)), as a
consequence, the following formula holds for all y ∈ Ω, s, t ∈]0,+∞[, t > s:

Ψo(y, t) = min
x∈Ω

{

(t− s)F

(

x− y

t− s

)

+Ψo(x, s)

}

. (19)

We shall show Ψo is a Lipschitz function which satisfies the Hamilton-Jacobi inequality
∂tψ+F ∗(∇xψ) ≤ 0 almost everywhere. In fact, this function is a viscosity solution of the
corresponding Hamilton-Jacobi equation (we refer to [3] and [16]). The following lemmas
are adapted from [16]:

Lemma 3.1. Ψo is a Lipschitz function on Ω × [0,+∞[, hence is differentiable almost
everywhere.

Proof. • Let us first show the existence of a constant C1 > 0 such that, for every t ≤ 1/2
and x ∈ Ω, it holds:

|Ψo(x, t)−Ψo(x, 0)| ≤ C1t.

In order to simplify the proof, we assume 0 ∈ Ω.
Since Ψo(x, ·) is non-increasing, it suffices to establish

Ψo(x, 0)−Ψo(x, t) ≤ C1t.

Using (19) we can easily obtain for all y ∈ Ω:

ϕFo (y) = Ψo(y, 1) ≤ (1− t)F

(

x− y

1− t

)

+Ψo(x, t). (20)

Take y ∈ Ω, such that

ϕFFo

(

x

1− t

)

= F

(

y − x

1− t

)

− ϕFo

(

y

1− t

)

.

Such y exists because we assumed that 0 ∈ Ω so y
1−t

∈ Ω ⇒ y ∈ Ω.

(If 0 6∈ Ω, we may just replace y
1−t

by y−txo
1−t

with xo ∈ Ω. Then we have:

y − txo
1− t

∈ Ω ⇒ y ∈ (1− t)(Ω− xo) + xo ⇒ y ∈ Ω
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and the proof can be done in exactly the same way.) Then, from (20), we have:

Ψo(x, t) ≥ ϕFo (y)− (1− t)F

(

x− y

1− t

)

= ϕFo (y)− (1− t)

(

ϕFo

(

y

1− t

)

+ ϕFFo

(

x

1− t

))

.

As a consequence (recall Ψo(x, 0) = −ϕFFo (x)), we get:

Ψo(x, 0)−Ψo(x, t)

≤ − ϕFo (y) + ϕFo

(

y

1− t

)

− tϕFo

(

y

1− t

)

− ϕFFo (x) + ϕFFo

(

x

1− t

)

− tϕFFo

(

x

1− t

)

.

As F is convex l.s.c, it is Lipschitz on every compact set, hence ϕFo and ϕFFo inherit this
property (in particular on the compact set A = ∪t≤1/2

Ω
1−t

) then there exists a constant
C > 0 such that:

Ψo(x, 0)−Ψo(x, t) ≤ C

∣

∣

∣

∣

y

1− t
− y

∣

∣

∣

∣

+ C

∣

∣

∣

∣

x

1− t
− x

∣

∣

∣

∣

− tϕFo

(

y

1− t

)

− tϕFFo

(

x

1− t

)

.

Finally, using the boundedness of ϕFo and ϕFFo on A and the fact that t
1−t

≤ t, we get:

Ψo(x, 0)−Ψo(x, t) ≤ 2Ct sup
y∈Ω

|y|+ t sup
A

(|ϕFo |+ |ϕFFo |).

• Let 0 < s ≤ t such that |t− s| ≤ 1/2. Let us show that, for all x ∈ Ω:

0 ≤ Ψo(x, s)−Ψo(x, t) ≤ C1|t− s|.

Using again (19), we get the existence of u ∈ Ω such that:

Ψo(x, s)−Ψo(x, t) = Ψo(x, s)− sF

(

u− x

s

)

−Ψo(u, t− s)

≤ −ϕFFo (u)−Ψo(u, t− s)

= Ψo(u, 0)−Ψo(u, t− s)

≤ C1|t− s|.

• Let 0 < s ≤ t. Let us show that, for all x ∈ Ω:

0 ≤ Ψo(x, s)−Ψo(x, t) ≤ C1|t− s|. (21)

Take m ∈ N and 0 ≤ ε < 1
2
such that |t− s| = m

2
+ ε. We have:

Ψo(x, s)−Ψo(x, t)

=
m
∑

i=1

[

Ψo

(

x, s+
i− 1

2

)

−Ψo

(

x, s+
i

2

)]

+Ψo

(

x, s+
m

2

)

−Ψo(x, t)

≤ C1
m

2
+ C1ε

= C1|t− s|.
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• Finally, we show the existence of C2 > 0 such that for all x, y ∈ Ω, 0 < s:

0 ≤ Ψo(x, s)−Ψo(y, s) ≤ C2|y − x|. (22)

Let t = s+ |x− y|, applying again (19):

|Ψo(x, s)−Ψo(y, s)| ≤ |Ψo(x, s)−Ψo(x, t)|+ |Ψo(x, t)−Ψo(y, s)|

≤ C1|t− s|+ |t− s|F
(

x− y

t− s

)

≤ C1|x− y|+ |x− y| sup
B(0,1)

F.

According to (21) and (22), Ψo is a Lipschitz function, hence, by Rademacher’s Theorem
(see [2]), is differentiable almost everywhere.

Lemma 3.2. Ψo satisfies the following inequality almost everywhere in Ω× [0, 1]:

∂tΨo(x, t) + F ∗(∇xΨo(x, t)) ≤ 0.

Proof. Let x be in the interior of Ω. Using (19), we get for all y ∈ R
d:

∀ε > 0 such that x+ εy ∈ Ω, Ψo(x+ εy, t+ ε)−Ψo(x, t) ≤ εF (y)

∀ε > 0 such that x− εy ∈ Ω, Ψo(x, t)−Ψo(x− εy, t− ε) ≤ εF (y).

Then, for all h ∈ R small enough so that x+ hy ∈ Ω:

Ψo(x+ hy, t+ h)−Ψo(x, t)

h
≤ F (y).

Take (x, t) ∈ Ω× (R+)∗ such that ∂tΨ, ∇xΨ exist and let h go to 0, it holds:

< ∇xΨ(x, t), y > +∂tΨ(x, t) ≤ F (y),

then: < ∇xΨ(x, t), y > −F (y) ≤ −∂tΨ(x, t). Taking the supremum on y on the left hand
side of the inequality gives the desired result.

Proposition 3.3. With the previous notation on has

min(P) ≤ sup(Q∗).

Proof. According to Lemmas 3.1 and 3.2, Ψo defined above is admissible for (Q∗). More-
over it satisfies Ψo(x, 0) := −ϕFFo (x) and Ψo(x, 1) = ϕFo (x) where ϕo is a solution of (15).
These remarks imply:

max(15) =

∫

Ω

ϕFFo (x) dfo(x) +

∫

Ω

ϕFo (x) df1(x)

= −
∫

Ω×R+

Ψo(x, t) d(fo ⊗ δo)(x, t) +

∫

Ω

Ψo(x, t) d(f1 ⊗ δ1)(x, t)

≤ sup(Q∗).

The result follows from (17).
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By duality, we are going to show the equivalence between (Q∗) and a new optimization
problem:

(Q)
min

{
∫

H(χ) : χ ∈ Mb(R
d+1,Rd+1),spt(χ) ⊂ Ω× [0, 1],

−divx,t(χ) = f1 ⊗ δ1 − f0 ⊗ δ0 on R
d+1

}

where "divx,t" is intended in the distributions sense, i.e. for all function ϕ ∈ C∞
c (Rd+1):

− < divx,t(χ), ϕ >:=< (∇xϕ, ∂tϕ), χ >,

and
∫

H(χ) is defined by (8).

Remark 3.4. When F is superlinear, the problem (Q) can be written as:

min

{
∫

F (σ) dµ :µ ∈ M+
b (R

d+1), spt(µ) ∈ Ω× [0, 1],

σ ∈ L1
µ(Ω× [0, 1],Rd), −divx(σµ)− ∂tµ = f1 ⊗ δ1 − f0 ⊗ δ0 on R

d+1

}

.

Indeed, taking χ = (λ, µ) with λ ∈ M+
b (R

d+1,Rd) and µ ∈ M+
b (R

d+1), as F∞(z) = +∞
when z 6= 0, we have:

∫

H(λ, µ) < +∞ ⇒ |λ| << µ.

Proposition 3.5. With the previous notation, one has:

sup(Q∗) = inf(Q).

Before proving this result, we need to gain some regularity on the admissible functions of
(Q∗), this will be made possible using the following:

Lemma 3.6. Let A be a closed subset of RN and K a closed convex subset of RN . Let
ψ ∈ Lip(A) satisfying Dψ ∈ K almost everywhere. Then, there exists ψn ∈ C∞(RN) such
that:

ψn → ψ uniformly on A, (23)

Dψn(x) ∈ K for all x ∈ A. (24)

Applying this lemma:

sup(Q∗) = sup
{

< f1 ⊗ δ1 − f0 ⊗ δ0, ψ >: ψ ∈ C1(Rd+1),

∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 ∀(x, t) ∈ Ω× [0, 1]
}

.
(25)

Proof of Lemma 3.6. By Rademacher’s Theorem, ψ is differentiable almost everywhere
and there exists R > 0 such that |Dψ(x)| ≤ R. We introduce the following mapping:

ρR(z
∗) := sup {< z, z∗ >: z ∈ K, |z| ≤ R} = χ∗

KR
(z∗)
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with KR := {z ∈ K, |z| ≤ R} and χKR
(z) = 0 if z ∈ KR, +∞ otherwise. It is a con-

tinuous mapping, moreover, since KR is a convex closed set, we have ρ∗R(z
∗) = χKR

. We
extend ψ outside A by setting:

ψ̃(x) := inf
y∈A

{ψ(y) + ρR(x− y)} . (26)

Let us verify that ψ̃ and ψ coincides on A. First note that the set of points (x, y) ∈ A2 such
that ψ is differentiable L1-almost everywhere on the segment [x, y] is a dense set. For all
point (x, y) of this set, there exists c ∈ [x, y] such that: ψ(x) ≤ ψ(y)+ < Dψ(c), x− y >,
which implies ψ(x) ≤ ψ(y) + ρR(x − y). By continuity, this last inequality remains true
for all (x, y) ∈ A2. As a consequence, ψ(x) ≤ ψ̃(x) on A. The converse inequality is also
true (take y = x in (26)).
We can easily show that:

ψ̃(x)− ψ̃(y) ≤ ρR(x− y) ∀(x, y) ∈ R
N . (27)

Take (fn)n a classical sequence of regularisation kernel (fn supported on a ball of radius
1/n centered at the origin) and set:

ψn(x) :=

∫

B(0,1/n)

fn(y)ψ̃(x− y) dy.

The sequence (ψn)n uniformly converges to ψ and by (27) satisfies:

ψn(x)− ψn(y) ≤ ρR(x− y).

This inequality implies < Dψn(x), y >≤ ρR(y) for all y, i.e. ρ
∗
R(Dψn(x)) ≤ 0 which means

Dψn(x) ∈ K for all x.

Proof of Proposition 3.5. Using (25), the proof reduces to show the following equality:

sup
{

< f1 ⊗ δ1 − f0 ⊗ δ0, ψ >: ψ ∈ C1(Rd+1),

∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 ∀(x, t) ∈ Ω× [0, 1]
}

= inf
Mb(Rd+1)d+1

{
∫

H(χ) : spt(χ) ⊂ Ω× [0, 1], −divx,t(χ) = f1 ⊗ δ1 − f0 ⊗ δ0

}

.

We introduce the operator A : Co(Rd+1) → C(Rd+1,Rd+1) of domain C1(Rd+1) ∩ Co(Rd+1)
and defined by:

Aψ = (∇xψ, ∂tψ) ∀ψ ∈ C1(Rd+1).

Then, as C1(Rd+1) ∩ Co(Rd+1) is dense in C1(Rd+1), we have (cf. Remark 2.6):

sup
{

< f1 ⊗ δ1 − f0 ⊗ δ0, ψ >: ψ ∈ C1(Rd+1),

∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 ∀(x, t) ∈ Ω× [0, 1]
}

=
sup

{

< f1 ⊗ δ1 − f0 ⊗ δ0, ψ >: ψ ∈ C1(Rd+1) ∩ Co(Rd+1),

∂tψ(x, t) + F ∗(∇xψ(x, t)) ≤ 0 ∀(x, t) ∈ Ω× [0, 1]
}

= (G∗ ◦ A)∗(f1 ⊗ δ1 − f0 ⊗ δ0)
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where G∗ is the functional which appears in Proposition 2.5. We note that, on the one
hand the domain of A is dense in Co(Rd+1), while, on the other hand considering v in the
interior of K (which is not empty by Lemma 2.4) and the application ψ(x, t) = v · (x, t),
G∗ is continuous at Aψ. Then we can compute the Fenchel transform (G∗ ◦ A)∗:

(G∗ ◦ A)∗(f1 ⊗ δ1 − f0 ⊗ δ0)

= inf
{

G∗∗(χ) : χ ∈ Mb(R
d+1,Rd+1), A∗(χ) = f1 ⊗ δ1 − f0 ⊗ δ0

}

,

where the infimum is in fact a minimum.
We have:

A∗(χ) = −divx,t(χ),

and, by Proposition 2.5:

G∗∗(χ) = G(χ) =







∫

H(χ) if spt(χ) ⊂ Ω× [0, 1],

+∞ else.

As a consequence:

(G∗ ◦ A)∗(f1 ⊗ δ1 − f0 ⊗ δ0)

= min
Mb(Rd+1)d+1

{
∫

H(χ) : spt(χ) ⊂ Ω× [0, 1], −divx,t(χ) = f1 ⊗ δ1 − f0 ⊗ δ0

}

.

We have already shown that sup(P) ≤ sup(Q∗) = inf(Q). In order to get the equality
between all these quantities, we only need to show that:

Proposition 3.7. The following estimate holds:

min(P) ≥ min(Q).

Moreover, if γ is a solution of the problem (P), a solution χ of (Q) is given by:

< χ,Φ >:=

∫

Ω2

∫ 1

0

Φ ((1− s)x0 + sx1, s) · (x1 − x0, 1) dsdγ(x0, x1), (28)

for all Φ ∈ Cc(Rd+1,Rd+1).

Proof. Let γ ∈ P(Ω × Ω) such that π♯1γ = f0 and π♯2γ = f1. Let χ ∈ Mb(R
d+1,Rd+1)

associated to γ by formula (28). The measure χ is admissible for (Q). Indeed, let
φ ∈ C∞

c (Rd+1), applying (28) with Ψ = (∇xφ, ∂tφ), we get:

< χ, (∇xφ, ∂tφ) >

=

∫

Ω2

∫ 1

0

∇xφ((1− s)x0 + sx1, s) · (x1 − x0) + ∂tφ((1− s)x0 + sx1, s)dsdγ(x0, x1)

=

∫

Ω2

∫ 1

0

d

dt
(φ((1− s)x0 + sx1, s)) ds dγ(x0, x1)

=

∫

Ω2

φ(x1, 1)− φ(x0, 0) dγ(x0, x1)

= < f1 ⊗ δ1 − f0 ⊗ δ0, φ > .
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Let Ψ ∈ Cc(Rd+1,Rd+1) such that Ψ(x, t) ∈ K for all (x, t). By the Fenchel inequality:

Ψ((1− s)x0 + sx1, s) · ((x1 − x0), 1) ≤ H∗ (Ψ((1− s)x0 + sx1, s)) +H(x1 − x0, 1).

As a consequence (recall Remark 2.6):

< χ, (ψ, ϕ) > =

∫

Ω2

∫ 1

0

Ψ((1− s)x0 + sx1, s) · ((x1 − x0), 1)dsdγ(x, t)

≤
∫

Ω2

[
∫ 1

0

H∗ (Ψ((1− s)x0 + sx1, t)) +H(x1 − x0, 1) ds

]

dγ(x, t)

=

∫

Ω2

∫ 1

0

H(x1 − x0, 1) dsdγ(x0, x1) =

∫

Ω2

F (x1 − x0) dγ(x0, x1).

Then, by Proposition 2.5:

∫

Ω×[0,1]

H(χ) = sup

{

< χ,Ψ >: Ψ ∈ Cc(Rd+1,Rd+1), Ψ(x, t) ∈ K ∀(x, t)
}

≤
∫

Ω2

F (x1 − x0) dγ(x0, x1).

As γ is admissible for (P), the inequality above implies:

inf(P) ≥ min(Q).

Now, we can state the main theorem of this section which is an immediate consequence
of Propositions 3.3, 3.5 and 3.7:

Theorem 3.8. Let F : R
d → R

+ be a continuous even convex function satisfying
lim|z|→+∞ F (z) = +∞, then

min (P) = max(Q∗) = min(Q),

that is to say:

min
γ∈P(Ω×Ω)

{
∫

Ω×Ω

F (y − x) dγ(x, y) : π♯1γ = f0, π
♯
2γ = f1

}

= max
∂tψ(x,t)+F ∗(∇xψ(x,t))≤0

{< f1 ⊗ δ1, ψ > − < f0 ⊗ δ0, ψ >: ψ ∈ Lip(Ω× [0, 1])}

= inf
Mb(Rd+1)d+1

{
∫

H(χ) : spt(χ) ⊂ Ω× [0, 1], −divx,t(χ) = f1 ⊗ δ1 − f0 ⊗ δ0

}

.

4. Tangential gradient to a measure

The notion of tangential gradient to a measure was first introduced by G. Bouchitté, G.
Buttazzo and P. Seppecher (see [8], [9], [10], see also [18] and [11]). In the following
subsection we try to explain their idea and why this notion is useful in our case.
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4.1. Motivation

Take ψ ∈ Lip(Ω × [0, 1]) and χ ∈ Mb(R
d+1,Rd+1) to be two solutions of (Q∗) and (Q)

respectively. By Theorem 3.8, we have the following equality:

∫

H(χ) =< ψ, f1 ⊗ δ1 > − < ψ, f0 ⊗ δ0 > .

Then, using the properties of χ, we may replace the measure f1 ⊗ δ1 − f0 ⊗ δ0 by the
divergence of χ which leads to:

∫

H(χ) =< ψ,−divx,tχ > . (29)

Let us temporarily assume that ψ is regular, say C2 and we may use an integration by
parts in the right hand side of the equation and obtain:

∫

H(χ) =

∫

(∇xψ(x, t), ∂tψ) dχ(x, t).

At this point, we may write χ as σµ where µ ∈ M+
b (R

d+1) and σ ∈ L1
µ(R

d+1,Rd+1) (take

for instance µ = |χ| and σ = dχ
d|χ|

) and reformulate the above equality as:

∫

H(σ(x, t)) dµ(x, t) =

∫

(∇xψ(x, t), ∂tψ(x, t)) · σ(x, t) dµ(x, t). (30)

Then, using (6) we get the following optimality condition:

H(σ(x, t)) = (∇xψ(x, t), ∂tψ(x, t)) · σ(x, t) µ− a.e.(x, t) ∈ Ω× [0, 1].

Unfortunately, ψ may not be regular and as a consequence the above argument may
be false. To overcome this difficulty, one may use a uniform approximation of ψ by a
regular sequence (ψn)n which we assume to be equi-Lipschitz, then, up to a subsequence,
(∇xψn, ∂tψn)n has a limit ξ for the weak star topology σ

(

L∞
µ ,L

1
µ

)

, moreover, we have:

< ψ,−divx,tχ >= lim
n
< ψn,−divx,tχ >= lim

n

∫

(∇xψn, ∂tψn) · σ dµ =

∫

ξ · σ dµ.

Then (30) holds true with ξ instead of (∇xψ, ∂tψ). The problem is that ξ does not make
sense because it depends on the sequence (ψn)n we choose. To be convinced of that, let
us consider an example.

Example 4.1. Let d = 1, Ω = [−π, π], C := {(x, y) : y = x2} ∩ (Ω× [0, 1]), µ = L1 C.
We consider the following sequence:

fn(x, y) =
sinn(y − x2)

n
.

It converges uniformly to zero but its differential (∇xfn, ∂tfn) converges weakly to ξ(x, y)
= (−2x, 1) for the topology σ

(

L∞
µ ,L

1
µ

)

. On the contrary, take gn = 0, the sequence (gn)n
obviously converges uniformly to zero and (∇xgn, ∂tgn) converges weakly to ξ(x, y) = 0.
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Let us introduce the following set which plays an important rule in the following:

N :=

{

ξ ∈ L∞
µ (Rd+1,Rd+1) : ∃(un)n, un ∈ C1(Rd+1),

un → 0 uniformly on R
d+1, Dun

∗
⇀ ξ in σ

(

L∞
µ ,L

1
µ

)

}
(31)

where we have denoted D = (∇x, ∂t). We make two essential remarks:

1. it is clear that if µ is such that N is reduced to {0}, there is no problem,

2. even if ψ is regular, the part of its gradient which makes sense in the above argument
is Dψ · σ and not Dψ in its integrality (cf. (30)).

The idea is, for µ-almost all (x, t), to make a projection of Dψn(x, t) (where ψn is an
equiLipschitz and regular sequence tending uniformly to ψ) on a subspace of Rd+1- called
the tangent space of µ on (x, t)- in order to "kill" N and to conserve the part of the
gradient which makes sense.

4.2. Definition of the tangential gradient to a measure

We consider µ a general Radon measure on R
d+1, and we introduce the convergence τ :

un
τ
⇀ u⇔

{

un → u uniformly on R
d+1

∃C ∈ R such that |Dun|L∞
µ
≤ C.

(32)

An element of Rd+1 will be written as "y". We denote by "
∗
⇀" the convergence associated

with topology σ(L∞
µ , L

1
µ). The set N is defined as before by (31). Finally, the closure of

N for the weak star topology of L∞
µ (Rd+1,Rd+1) will be denoted by N .

The aim of this subsection is to define the tangential gradient to µ of any ψ ∈ Lip(Ω ×
[0, 1]). The construction will be done first for ψ ∈ Lip(Rd+1), then by a localisation
argument for ψ ∈ Lip(Ω× [0, 1]).

Lemma 4.2. N is a vectorial subspace of L∞
µ (Rd+1,Rd+1) and satisfies:

∀ξ ∈ N , ∀ϕ ∈ C1(Rd+1), ξϕ ∈ N .

Using this lemma, we can define the tangent space to the measure µ:

Proposition and Definition 4.3. There exists a multifunction Tµ from R
d+1 into R

d+1

such that:
η ∈ N⊥ ⇔ η(y) ∈ Tµ(y) µ− a.e.y,

ξ ∈ N ⇔ ξ(y) ∈ T⊥
µ (y) µ− a.e.y.

For µ almost every y, Tµ(y) is a vectorial subspace of Rd+1 called the tangential space of
µ at y. We denote by Pµ(y, .) the projection on Tµ(y).

Proof. We consider the orthogonal space of N :

N⊥ :=

{

σ ∈ L1
µ(R

d+1,Rd+1) :

∫

Rd+1

ξ(y) · σ(y) dµ(y) = 0, ∀ξ ∈ N
}

.
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We first show that for all σ ∈ N⊥ and A ⊂ R
d+1, we have 11Aσ ∈ N⊥. To show this, it

is sufficient to consider a sequence (ϕn)n of L∞
µ ∩ C1(Rd+1) which converges to 11A for the

weak star topology. Let ξ ∈ N , by Lemma 4.2, ϕnξ is in N and:

∫

Rd+1

11A(y)σ(y) · ξ(y) dµ(y) = < ξ11A, σ >(L∞
µ ,L1

µ)

= lim
n→∞

< ξϕn, σ >(L∞
µ ,L1

µ)= 0.

This shows that 11Aσ ∈ N⊥.
Then, as N⊥ is a closed subspace, by a theorem of F. Hiai and H. Umegacki (see [20],
[26] or [1]), we get the existence of a multifunction Tµ satisfying:

σ ∈ N⊥ ⇔ σ(y) ∈ Tµ(y) µ− a.e.y. (33)

Note that as N⊥ is a vectorial subspace of L∞
µ (Rd+1,Rd+1), the set Tµ(y) is a vectorial

subspace of Rd+1. Moreover, as a consequence of (33):

N = N⊥⊥

=

{

ξ ∈ L∞
µ (Rd+1) :

∫

Rd+1

σ(y) · ξ(y) dµ(y) = 0, ∀σ ∈ N⊥

}

=

{

ξ ∈ L∞
µ (Rd+1) : sup

σ∈N⊥

(
∫

Rd+1

σ(y) · ξ(y) dµ(y)
)

= 0

}

=

{

ξ ∈ L∞
µ (Rd+1) :

∫

Rd+1

sup
z∈Tµ(y)

z · ξ(y) dµ(y) = 0

}

=
{

ξ ∈ L∞
µ (Rd+1) : ξ(y) ∈ T⊥

µ (y) µ− a.e.y
}

.

Notice that here we can exchange easily the infimum and the integral, in the general case,
it may be more complicate (see [12], Theorem 1 and [1]).

Before going further, we give some classical example of tangent spaces:

Example 4.4.

• Let γ : [0, 1] → R
d+1 a regular curve and take µ = H1 γ([0, 1]). Then Tµ(γ(t)) =

{λ �γ(t) : λ ∈ R for all t ∈ [0, 1]}.

• Let U a bounded open subset of Rd+1 and take µ the Lebesgue measure on U , then
Tµ(x, t) = R

d+1 for almost every (x, t).

One may define the tangential gradient of a regular function as the projection of its
gradient at µ-almost every y on the tangent space. The following proposition allows us
to extend Definition 4.3 to every Lipschitzian function:

Proposition 4.5. The following operator with domain C1(Rd+1) can be extended contin-
uously on Lip(Rd+1) with respect to the convergence τ defined by (32):

A : C1(Rd+1) → L∞
µ (Rd+1)

u 7→ Pµ(., Du(.)).
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Proof. We have to show that if (un)n is a sequence of L∞
µ (Rd+1) converging to 0 for the

topology τ , then Aun
∗
⇀ 0.

Let (un)n be such a sequence. As (Dun)n and (Aun)n are bounded in L∞
µ (Rd+1), up to

subsequences, there exist η, ξ ∈ L∞
µ (Rd+1) such that:

Aun
∗
⇀ η, Dun

∗
⇀ ξ. (34)

Let us show that η ∈ N ∩N⊥.
a) On the one hand ξ belongs to N , on the other hand, for µ−almost every y ∈ R

d+1, we
can decompose the vector Dun(y) and find a vector wn(y) ∈ T⊥

µ (y) such that:

Dun(y) = wn(y) + Aun(y) µ− a.e.y ∈ R
d+1.

By definition, wn ∈ N . Taking n→ +∞ we obtain that the limit ξ− η of wn is in N . As
a consequence, as ξ ∈ N , η belongs to N .

b) By (34), as Aun ∈ N⊥ for all n ∈ N and N⊥ is closed, η is in N⊥.

Definition 4.6. Let u ∈ Lip(Rd+1). The tangential gradient of u denoted by Dµu is the
unique function ξ ∈ L∞

µ such that:

(un) ∈ Lip(Rd+1), equiLipschitz
un → u, uniformly on R

d+1

}

⇒ Pµ(·, Dun(·)) ∗
⇀ ξ.

Remark 4.7. If u ∈ C1(Rd+1), then Dµu = Pµ(·, Du(·)).

The next result appears in the proof of Proposition 4.5:

Proposition 4.8. Let (un)n a sequence in C1(Rd+1) such that:

un → u uniformly on R
d+1,

Dun
∗
⇀ ξ ∈ L∞

µ (Rd+1).

Then ξ = Dµu+ η for some η ∈ N .

4.3. Basic properties

The point is now to give the ad hoc integration by parts formula.

Lemma 4.9. Let θ ∈ L1
µ(R

d+1,Rd+1) such that −div(θµ) ∈ Mb(R
d+1,Rd+1). It holds:

θ(y) ∈ Tµ(y) µ-a.e.y.

Proof. By Proposition and Definition 4.3, it is sufficient to show that θ ∈ N⊥. Let ξ ∈ N ,
by definition it exists (un)n in C1(Rd+1) such that un → 0 uniformly and Dun

∗
⇀ ξ. Then:

∫

ξ(y) · θ(y) dµ(y) = lim
n→+∞

∫

Dun(y) · θ(y) dµ(y)

= lim
n→+∞

− < un, div(θµ) >

= 0.
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Proposition 4.10 (Integration by parts formula). Let ψ ∈ Lip(Rd+1) and θ ∈
L1
µ(R

d+1,Rd+1) such that −div(θµ) ∈ Mb(R
d+1,Rd+1). Then:

< −div(θµ), ψ >=

∫

θ(y) ·Dµψ(y) dµ(y).

Proof. By slightly modifying the proof of Lemma 3.6, one can easily build a sequence
(ψn)n of C∞

c (Rd+1) such that:

ψn → ψ uniformly on R
d+1,

Dψn(x, t) ≤ Lip(ψ) ∀(x, t), where Lip(ψ) is the Lipschitz constant of ψ.

By the definition of Dµψ we have: Dµψn
∗
⇀ Dµψ. On the other hand, by Lemma 4.9,

θ(y) ∈ Tµ(y) µ-almost everywhere, as a consequence

Dψn(y) · θ(y) = Dµψn(y) · θ(y) µ− almost everywhere.

Thus:

< −div(θµ), ψ > = lim
n→+∞

< −div(θµ), ψn >

= lim
n→+∞

∫

Dψn(y) · θ(y) dµ(y)

= lim
n→+∞

∫

Dµψn(y) · θ(y) dµ(y)

=

∫

Dµψ(y) · θ(y) dµ(y).

As we have already said, the aim of this subsection is to build the tangential gradient
Dµψ of any ψ ∈ Lip(Ω × [0, 1]). At this point, we have defined the tangential gradient
Dµϕ for any ϕ ∈ Lip(Rd+1). Of course, one may consider a Lipschitz extension ψ̃ of
ψ ∈ Lip(Ω× [0, 1]) and define

Dµψ(x, t) := Dµψ̃(x, t) µ− a.e.(x, t) ∈ Ω× [0, 1].

The question is: does this definition depend on the Lipschitz extension ψ̃ we choose? By
the lemma above it does not depend on the choice of the extension so that Dµψ is well
defined for all ψ ∈ Lip(Ω× [0, 1]). Moreover, all the previous properties remain true.

Lemma 4.11. Let B a borelian of Rd+1. Then we have the implication:

u Lipschitzian on R
d+1

u = 0 µ− a.e. in B

}

⇒ Dµu = 0 µ− almost everywhere.

Proof. Without any restriction, we can assume u ≥ 0. By the generalized coarea formula
proved in [4], for any borelian function g : R → R

+, it holds:

∫

Rd+1

g(u)|Dµu| dµ =

∫ +∞

0

g(t)perµ{u > t} dt.
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Taking g = 11{t=0}, leads to:

∫

B

|Dµu| dµ ≤
∫

{u=0}

|Dµu| dµ =

∫ +∞

0

g(t) dt = 0.

Definition 4.12. Let ψ ∈ Lip(Ω× [0, 1]), the tangential gradient of ψ is defined by:

Dµψ = Dµψ̃

where ψ̃ is any extension of ψ to R
d+1.

The following lemma will be very useful in the next section:

Lemma 4.13. Let C ⊂ R
d+1 a closed convex set. Let ψ ∈ Lip(Ω × [0, 1]) such that

Dψ(y) ∈ C for all y ∈ Ω× [0, 1]. Then it satisfies:

Dµψ(y) ∈ C + T⊥
µ (y) µ− a.e. y ∈ Ω× [0, 1].

Proof. By Lemma 3.6, we can construct a sequence (ψn)n of C∞(Rd+1) with the same
Lipschitz constant as ψ and such that Dψn(y) ∈ C for all y ∈ Ω × [0, 1]. For all n ∈ N

and µ−almost all y ∈ Q, we have the following decomposition (cf. Proposition 4.8):

Dψn(y) = Dµψn(y) + ηn(y)

where ηn(y) ∈ Tµ(y)
⊥. We have Dµψn(y) = Dψn(y) − ηn(y) ∈ C + Tµ(y)

⊥. Moreover,
Dµψn is uniformly bounded by the Lipschitz constant of ψ, so up to a subsequence, it
admits a limit for the weak star topology of L∞

µ (Rd+1), by Definitions 4.6 and 4.12, the
restriction of its limit to Ω× [0, 1] is Dµψ.
Now, on the one hand Dµψn(y) ∈ C + Tµ(y)

⊥ µ−almost everywhere, and, on the other
hand, C + Tµ(y) is a closed convex set, and as a consequence when we pass to the weak
limit we have:

Dµψ(y) ∈ C + Tµ(y)
⊥ µ− a.e. y ∈ Ω× [0, 1].

5. Optimality condition

We assume that the boundary of Ω× [0, 1] is Lipschitz. Returning to (29), the notion in-
troduced in the above section will allow us to get a system of partial differential equations.
In other words, we obtain the following generalization of Theorem 1.1:

Theorem 5.1. Let F : R
d → R

+ be a continuous even convex function satisfying
lim|z|→+∞ F (z) = +∞, then

i) Let ψ ∈ Lip(Ω× [0, 1]) and χ ∈ Mb(R
d+1,Rd+1) solutions of (Q∗) and (Q) respec-

tively. Then, for all µ ∈ M+
b (R

d+1), σ ∈ L1
µ(Ω× [0, 1],Rd+1) such that χ = σµ:

H(σ(x, t)) = σ(x, t) ·Dµψ(x, t) µ− a.e.(x, t) ∈ Ω× [0, 1].
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ii) Conversely, let (σ, µ, ψ) such that ψ ∈ Lip(Ω× [0, 1]), µ ∈ Mb(R
d+1) with sptµ ⊂

Ω× [0, 1] and σ ∈ L1
µ(Ω× [0, 1],Rd+1) and we assume that

(MKt)







a) Dψ(x, t) ∈ K a.e.(x, t),
b) − divx,t(σµ) = f1 ⊗ δ1 − f0 ⊗ δ0 in R

d+1, (Diffusion equation)
c) H(σ(x, t)) = σ(x, t) ·Dµψ(x, t) µ− a.e.(x, t) ∈ Ω× [0, 1].

Then ψ is a solution of (Q∗) and σµ is a solution of (Q).

Proof. i) Let ψ and χ = σµ as in Theorem 5.1. Now recall the computation we have
made at the beginning of Section 4, the main tool of this computation was Theorem 3.8
and which leads to (29). Proposition 4.10 allows us to make an integration by parts and
write:

∫

H(σ(x, t))dµ(x, t) =

∫

Ω×[0,1]

Dµψ(x, t) · σ(x, t)dµ(x, t). (35)

By Lemma 4.13:
Dµψ(x, t) ∈ K + Tµ(x, t)

⊥ µ− a.e.(x, t). (36)

So that there exists η ∈ N⊥ (Proposition and Definition 4.3) such that:

Dµψ(x, t) + η(x, t) ∈ K µ− a.e.(x, t). (37)

Hence, as by Lemma 4.9 σ(x, t) ∈ Tµ(x, t), (35) implies:
∫

Ω×[0,1]

H(σ(x, t))− (Dµψ(x, t) + η(x, t)) · σ(x, t)dµ(x, t) = 0. (38)

But, by (6), we have:

H(σ(x, t))− (Dµψ(x, t) + η(x, t)) · σ(x, t) ≥ 0

and combining this with (38):

(Dµψ(x, t) + η(x, t)) · σ(x, t) = H(σ(x, t)) µ− a.e.(x, t).

Finally, as η(x, t) ∈ Tµ(x, t)
⊥ and σ(x, t) ∈ Tµ(x, t) µ−almost everywhere:

Dµψ(x, t) · σ(x, t) = H(σ(x, t)) µ− a.e.(x, t).

ii) Let (σ, µ, ψ) as in Theorem 5.1, and furthermore, let us show that ψ is solution of (Q∗)
and σµ a solution of (Q). Notice first that ψ is admissible for (Q∗) and σµ admissible for
(Q). By Theorem 3.8, it is sufficient to show:

< f1 ⊗ δ1 − f0 ⊗ δ0, ψ >=

∫

Ω×[0,1]

H(σ(x, t)) dµ(x, t). (39)

The assumption −divx,t(σµ) = f1 ⊗ δ1 − f0 ⊗ δ0 combined with Proposition 4.10 implies

< f1 ⊗ δ1 − f0 ⊗ δ0, ψ >=

∫

Ω×[0,1]

Dµψ · σdµ.

As a consequence, using the assumption H(σ(x, t)) = Dµψ(x, t) · σ(x, t) µ−almost every-
where, we get (39).

The equation (MKt.c) can be viewed as an eikonal equation, more precisely:
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Proposition 5.2. The equation (MKt.c) is equivalent to:

σ(x, t) ∈ NKµ(x,t)(Dµψ(x, t)) µ− a.e.(x, t) ∈ Ω× [0, 1] (40)

where Kµ(x, t) = Pµ((x, t), K) µ-almost every (x, t) and NKµ(x,t)(y, s) is the normal cone
of Kµ(x, t) at (y, s).

When µ is the Lebesgue measure and K is the sphere of radius one, we get the classical
eikonal equation: |Dψ(x, t)| = 1 for almost every (x, t).

Remark 5.3. The problem (Q) does not have a unique solution in general. Moreover,
when F is a positive function (except at 0), it is always possible to find a solution χ = σµ
such that H(σ(x, t)) = 1 µ−almost everywhere. Indeed, take χ given by

< χ,Φ >:=

∫

Ω2

∫ 1

0

Φ((1− s)x0 + sx1, s) · (x1 − x0, 1) dsdγ(x0, x1), (41)

where γ is any solution of problem (P) and Φ ∈ Cc(Rd+1,Rd+1). Let us denote by µ the
following measure:

µ = H(χ), where [H(χ)](A) = sup
{

< χ,Φ >: Φ ∈ Cc(A,Rd+1), Φ(x, t) ∈ K ∀(x, t)
}

,

so that < µ,ϕ >:=
∫

Ω2

∫ 1

0
ϕ((1 − s)x0 + sx1, s)F (x1 − x0) dsdγ(x0, x1), for any borelian

set A ⊂ R
d+1 and ϕ ∈ Cc(Rd+1), satisfying |χ| << µ and H

(

dχ
dµ
(x, t)

)

= 1 µ−almost

everywhere.

Remark 5.4. Equation (40) implies that µ−almost everywhere on the set

{(x, t) ∈ Ω× R
+ : σ(x, t) 6= 0},

the tangential gradient Dµψ(x, t) lies on the boundary of Kµ(x, t) (because the normal
cone at Dµψ(x, t) is not reduced to 0).

6. Examples

Take a > 0 and consider Ω = [0, a] ⊂ R, f0 = δ0 f1 = δa.

In this case we have inf(P) = F (a), γ = δ(0,a) is the only admissible measure and it is
optimal. Using formula (41), we can associate to γ a solution of (Q):

χ0 =

(

a√
1 + a2

,
1√

1 + a2

)

H1 S0

where S0 := [(0, 0), (a, 1)]. It is easy to see that if H is strictly convex, this solution is
the unique solution. If it is not strictly convex, we can, for example, look for solutions of
type �v(t)

| �v(t)|
H (v([0, 1])) with v(0) = (0, 0) and v(1) = (a, 1) and v continuous and C1 by

parts. This problem reduces to finding solutions of:

inf

{
∫ 1

0

H( �v(t)) dt : v(0) = (0, 0), v(1) = (a, 1), v C1 by parts

}

. (42)
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Taking v affine and using the Jensen inequality, it is easy to see χ0 is a solution of (42)
and:

min(Q) = min(42) = F (a).

Moreover, we can exhibit a solution of (Q∗):

ψo(x, t) :=

{

tF
(

x
t

)

if 0 ≤ x ≤ at and t 6= 0,

F (a)− (1− t)F
(

a−x
1−t

)

if at ≤ x ≤ a and t 6= 1.
(43)

In the rest of this section, we give some solutions of (Q) and we try to interpret the
optimal condition (40) in the two following cases:
1. F (z) = |z|, (linear case) 2. F (z) = |z|2, (quadratic case).

6.1. Case F (z) = |z|
In this case, we have:

H(z, t) =

{

|z| if t ≥ 0,

+∞ if t < 0,
F ∗(z∗) =

{

0 if |z∗| ≤ 1,

+∞ otherwise,

and K = {(z, s) : |z| ≤ 1 and s ≤ 0}.
Then, any path v([0, 1]) (v = (v1, v2) with �v1 > 0, �v2 > 0) is a solution of (42), so that

any measure of the form χv = �v(t)
| �v(t)|

H (v([0, 1])) is optimal for (Q). More generally,

considering a family of paths {Sα}α∈A, where A is a set equipped with a probability
measure P , we can give a new solution χ of (Q) defined by

< χ,Φ >=

∫

A

< χvα ,Φ > dP (α) ∀Φ ∈ Co(Q,Rd+1).

We now give sense to the optimality condition (40). Note first that the particular solution
ψo of (Q∗) given by (43) becomes ψo(x, t) = x. It is a regular solution, so, for all vectorial
measures µ:

Dµψo(x, t) = Pµ((x, t), Dψo(x, t)) = Pµ((x, t), (1, 0)).

Condition (40) with ψ = ψo then reads as:

σ(x, t) ∈ NKµ(x,t)(Pµ((x, t), (1, 0))) µ− a.e. (x, t) ∈ Ω× [0, 1]

where Kµ is the projection on Tµ(x, t) of the convex K. Moreover, remember that σ(x, t)
belongs to Tµ(x, t) (cf. Lemma 4.9) so we work with the condition:

σ(x, t) ∈ Tµ(x, t) ∩NKµ(x,t)(Pµ((x, t), (1, 0))) µ− a.e. (x, t) ∈ Ω× [0, 1]. (44)

Now, as Tµ(x, t) is a vectorial subspace of R2, we may consider the µ-measurable sets
E1 = {(x, t) : Tµ(x, t) = R

2} and E2 = {(x, t) : Tµ(x, t) is a line containing 0}.
On E1, we have Pµ((x, t)(y, s)) = (y, s) so Kµ(x, t) = K, Pµ((x, t), (1, 0)) = (1, 0) and (see
Figure 6.1):

Tµ(x, t) ∩NKµ(x,t)(Pµ((x, t), (1, 0))) = NK(1, 0) = {(z1, z2) : z1 ≥ 0, z2 ≥ 0} = R
2
++.
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Figure 6.1: Case Tµ(x, t) = R
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Figure 6.2: Case Tµ(x, t) is a line intersecting R
2
++.

Finally, (44) reads as
σ(x, t) ∈ R

2
++.

Let us study the case (x, t) ∈ E2. Let us set Tµ(x, t) = {λ(cos θ, sin θ) : λ ∈ R} with
cos θ > 0. For µ−almost every (x, t) and for all (y, s) we have:

Pµ((x, t), (y, s)) = (y cos θ + s sin θ)(cos θ, sin θ)

and Pµ((x, t), (1, 0)) = cos θ(cos θ, sin θ).

Then, by a simple computation, we get:

Kµ(x, t) = Pµ((x, t), K) = {λ(cos θ, sin θ) : λ ≤ cos θ}, if sin θ > 0,

Kµ(x, t) = Pµ((x, t), K) = {λ(cos θ, sin θ) : λ ≥ − cos θ}, if sin θ < 0,

Kµ(x, t) = Pµ((x, t), K) = [(−1, 0), (1, 0)] if sin θ = 0.

For the case sin θ ≤ 0 (so is to say Tµ(x, t) intersects R
2
++), we have (see Figure 6.2):

Tµ(x, t) ∩NKµ(x,t)(Pµ((x, t), (1, 0))) = {λ(cos θ, sin θ) : λ cos θ = max
r≥cos θ

λr}

= {λ(cos θ, sin θ) : λ ≥ 0} = R
2
++.

Finally, in the case where Tµ(x, t) is a line intersecting R
2
++, (44) reads as:

σ(x, t) ∈ R
2
++.
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Figure 6.3: Case Tµ(x, t) is a line not intersecting R
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Figure 6.4: Quadratic case.

In the case where sin θ < 0 (so is to say Tµ(x, t) does not intersect R
2
++), we have (see

Figure 6.3):

Tµ(x, t) ∩NKµ(x,t)(Pµ((x, t), (1, 0))) = {λ(cos θ, sin θ) : λ cos θ = max
r≤− cos θ

rλ} = {(0, 0)}.

This leads to σ(x, t) = (0, 0). As we can always assume σ 6= 0 on a set on which µ is
concentrated, this case is not relevant. We can conclude that the following equivalences
hold:

χ = σµ is a solution of (Q) ⇔
{

−divx,tχ = δ(a,1) − δ(0,0)
(σ, µ) satisfies (MKt.c)

}

⇔
{

−divx,tχ = δ(a,1) − δ(0,0)
σ(x, t) ∈ R

2
++.

6.2. Case F (z) = |z|2 (see Figure 6.4).

In this case, we have:

H(x, t) :=











|x|2

t
if t > 0,

0 if x = t = 0,

+∞ otherwise;
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and F ∗(x∗) = |x∗|2

4
, K =

{

(x, t) : t ≤ − |x|2

4

}

. The cost H being strictly convex, the

problem (Q) admits a unique solution which is given by:

µ = H1 [(0, 0), (a, 1)], σ =
(a, 1)√
a2 + 1

,

Tµ(x, t) = {(as, s) : s ∈ R}, µ− a.e. (x, t) ∈ spt(µ) = [(0, 0), (a, 1)].

Let us check that it satisfies (40). We have

ψo(x, t) =

{

x2

t
if 0 ≤ x ≤ at and t 6= 0,

a2 − (a−x)2

1−t
if at ≤ x ≤ a and t 6= 1

and Dψo(x, t) =

{

(2x
t
,−x2

t
) if 0 ≤ x ≤ at and t 6= 0,

(2(a−x)
1−t

,− (a−x)2

(1−t)2
if at ≤ x ≤ a and t 6= 1.

The tangent space is Tµ(x, t) := {(as, s) : s ∈ R} µ−almost every (x, t), and the projec-
tion on this space is given by: Pµ((x, t), (y, s)) =

ya+s
a2+1

(a, 1) for all (y, s). Then, as Dψo is
regular, we have:

Dµψo(x, t) = Pµ((x, t), ψo(x, t)) =
a2

1 + a2
(a, 1) µ− a.e. (x, t) ∈ [(0, 0), (a, 1)].

We can easily compute that:

Kµ(x, t) = Pµ((x, t), K) = {ya+ s

a2 + 1
(a, 1) : s ≤ −y2

4
}

= {λ(a, 1) : λ ≤ a2

a2 + 1
},

and NKµ(x,t)(
a2

1 + a2
(a, 1)) = {(y, s) : a

1 + a2
(ay + s) = max

λ≤ a2

a2+1

λ(ay + s)}

= {(y, s) : ay + s ≥ 0}.

Then, obviously the following condition is satisfied:

σ(x, t) ∈ NKµ(x,t)(Dµ(ψo(x, t)).
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[10] G. Bouchitté, G. Buttazzo, P. Seppecher: Shape optimization solutions via Monge-
Kantorovich equation, C. R. Acad. Sci., Paris, Sér. I 324(10) (1997) 1185–1191.
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