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1. Introduction

It is known that the for a simple Lie algebra $\mathfrak{g}$ the center of the corresponding universal enveloping algebra $U(\mathfrak{g})$ is generated by Casimir elements, that are defined as follows. Let $e_\alpha$ be elements of $\mathfrak{g}$ corresponding to roots $\alpha$ of the algebra $\mathfrak{g}$, and $h_i$ base elements in the Cartan subalgebra. Suppose that $h_i$ form an orthonomal base in the Cartan subalgebra with respect to the Killing form. Suppose also that $e_\alpha$ and $e_{-\alpha}$ are dual elements with respect to this form. Put

$$L = \sum_\alpha e_\alpha \otimes e_{-\alpha} + \sum_i h_i \otimes h_i \in U(\mathfrak{g}) \otimes U(\mathfrak{g}).$$

In other words

$$L = \frac{1}{2}(\Delta C_2 - C_2 \otimes 1 - 1 \otimes C_2),$$

where

$$C_2 = \sum_\alpha e_\alpha e_{-\alpha} + \sum_i h_i h_i \in U(\mathfrak{g})$$

*The work was supported by grants NSh-5998.2012.1, MK-4270.2011.1 and RFBR 12-01-31414
is the Casimir element of the second order. Let \( \rho \) be a standard representation of \( g \) and

\[
\mathcal{L} = (1 \otimes \rho)(L) \in U(g) \otimes gl(V).
\]

This element is a matrix whose entries belong to \( U(g) \). Then the Casimir elements \( \text{Cas}_k \) of order \( k \) are defined by the formula [15]

\[
\text{Cas}_k = \text{Tr} \mathcal{L}^k.
\]

Note that as in [4] we call "the higher Casimir elements" not all higher central elements, but some certain central elements defined in [15] and named there "the higher Casimir elements". In some other papers the same elements are called the Gelfand invariants.

The Casimir elements generate the center but they are not algebraically independent. The orders of primitive Casimir elements are known for all simple Lie algebras. It can be proved that the center of the universal enveloping algebra is isomorphic to the algebra of commutative polynomials of the primitive Casimir elements. However it is difficult to express nonprimitive Casimirs through the primitive ones. Such calculations are done only for certain cases [1],[6].

Also there are known other construction of central elements in \( U(g) \) for \( g = \mathfrak{gl}_N, \mathfrak{sp}_N, \mathfrak{o}_N \), in particular of Capelli elements. Remind their definitions for \( g = \mathfrak{o}_N \).

Let \( \mathfrak{o}_N \) be a Lie algebra that preserves the quadratic form defined by the unit matrix. Then \( \mathfrak{o}_N \) is the algebra of skew symmetric matrices. It is generated by the elements

\[
F_{ij} = E_{ij} - E_{ji}.
\]

Define a matrix

\[
F = (F_{ij}).
\]

To define Capelli elements we need the notion of a Pfaffian of a matrix.

Let \( \Phi = (\Phi_{ij}) \) be a \( k \times k \) matrix, where \( k \) is even, whose elements belong to some noncommutative ring. The noncommutative Pfaffian is defined by the formula

\[
\text{Pfaff} \Phi = \frac{1}{2^k \left(\frac{k}{2}\right)!} \sum_{\sigma \in S_k} (-1)^\sigma \Phi_{\sigma(1)\sigma(2)} \cdots \Phi_{\sigma(k-1)\sigma(k)}.
\]

For a subset \( I \subset \{1, \ldots, n\} \) define a submatrix

\[
F_I = (F_{ij})_{i,j \in I}.
\]

**Definition 1.1.** [4] The Capelli elements \( C_k, k = 2, 4, \ldots, 2[\frac{N}{2}] \) are elements of \( U(\mathfrak{o}_N) \) defined by the formula

\[
C_k = \sum_{I \subset \{1, \ldots, N\}, |I|=k} (\text{Pfaff} F_I)^2,
\]
The term "Capelli elements" is explained by the fact that the same elements can be defined using the Capelli-type determinant. Let us give this definition.

The row determinant of a $N \times N$ matrix $\Phi = (\Phi_{ij})$ whose elements belong to some noncommutative ring is defined as follows

$$\det \Phi = \sum_{\sigma \in S_N} (-1)^\sigma \Phi_{\sigma(1)} \cdots \Phi_{\sigma(N)N}.$$ 

**Definition 1.2.** Consider the determinant in $U(\mathfrak{o}_N)$:

$$\det (F + \text{diag}(\frac{N}{2}, \frac{N}{2} - 1, \ldots) + u).$$

Capelli elements $C_k, k = 2, 4, \ldots, 2\lfloor \frac{N}{2} \rfloor$ are coefficients of the decomposition

$$\det (F + \text{diag}(\frac{N}{2}, \frac{N}{2} - 1, \ldots) + u) = \sum_{r=0}^{\lfloor \frac{N}{2} \rfloor} C_{2r} (u + \frac{N}{2} - r)(u + \frac{N}{2} - r - 1) \ldots (u - \frac{N}{2} + r + 1).$$

The definition 1.2 was given in [3]. The equivalence of these two definitions is proved in [4].

A relation between the Casimir and Capelli elements is given in [4].

The images of Capelli elements under the Harish-Chandra isomorphism were explicitly found in [9]. Using this calculation in [10] the following characterization Capelli elements for $\mathfrak{o}_N$ was pointed out.

**Theorem 1.3.** Up to multiplication by a constant $C_k$ is a uniquely defined as a central element of order $k$ which annihilates $V^{\otimes t}$ for $1 \leq t < \frac{k}{2}$, where $V$ is the standard representation of $\mathfrak{o}_N$.

**Theorem 1.4.** [9] For odd $N$ the elements $C_k$ are algebraically independent and generate the center, for even $N$ the same is true if one takes instead of the highest Capelli element $C_N = (P f F)^2$ the central element $P f F$.

For exceptional Lie algebras these constructions are unknown, although the center of the universal enveloping algebras for exceptional Lie algebras was intensively studied. In particular, the expressions of some nonprimitive Casimir elements through the primitive ones were found [5],[7].

The problem of a definition of Capelli elements for the exceptional Lie algebras was raised in [2].

The aim of the present paper is to construct Capelli central elements for the algebras $\mathfrak{g}_2$. The construction is based on Definition 1.1. In Sec. 2 for the algebra $\mathfrak{g}_2$ we construct matrix $G$ which is an analog of the matrix $F = (F_{ij})$ for the algebra $\mathfrak{o}_N$. The matrix $G$ is investigated using the relation between $\mathfrak{g}_2$ and $\mathfrak{o}_8$.

In Sec. 3 Capelli elements $G_k$ in $U(\mathfrak{g}_2)$ are defined as sums of squares of Pfaffians of submatrices in $G$. The centrality of these elements is proved.
In contrast with Capelli elements for $\mathfrak{o}_N$ these elements are not algebraically independent. The relations between Capelli elements for $\mathfrak{g}_2$ are investigated in Sec. 4. It is proved that $G_2, G_6$ are algebraically independent and $G_4$ can be expressed as a polynomial of $G_2$. Since it is well known that $Z(U(\mathfrak{g}_2))$ is generated by primitive elements of orders 2 and 6, we see that $G_2, G_6$ generate algebraically the center $Z(U(\mathfrak{g}_2))$.

In the rest part of the paper an analog of the Theorem 1.3 for Capelli elements for $\mathfrak{g}_2$ (Theorem 5.1) is proved.

In Sec. 5 we show that a Pfaffian of order $k$ for the algebra $\mathfrak{g}_2$ annihilates $V^\otimes t$ for $1 \leq t < \frac{k}{2}$.

In Sec. 6 the final part of proof of Theorem 5.1 is given. To complete the proof we obtain relations between the Capelli and Casimir elements for the algebra $\mathfrak{g}_2$.

1.1. Notation. In the paper we use two nonstandard pieces of notation. Consider the space $\mathbb{C}^N$ with standart quadratic form. Identify the Lie algebra $\mathfrak{o}_N$ with the space $\Lambda^2(\mathbb{C}^N)$ of skew-symmetric tensors. Denote as $\zeta : \Lambda^2(\mathbb{C}^N) \rightarrow \mathfrak{o}_N$ this identification.

Note that if $x = e_i$, $y = e_j$, where $e_i, e_j$ are elements of the standart base of $\mathbb{C}^N$, then

$$\zeta(e_i \wedge e_j) = F_{ij},$$

where $F_{ij}$ was defined earlier. Below we shall use both notations for elements of $\mathfrak{o}_N$: the standart notation $F_{ij}$ and the the nonstandart notation $F_{xy}$. Let $I = \{i_1, \ldots, i_t\}$, $i_r \in \{1, \ldots, N\}$ be a set of indices. For $g \in U(\mathfrak{g})$ let $gI$ be a formal linear combination of set of indices that is defined as follows. Identify the indexing set $I = \{i_1, \ldots, i_t\}$ with the tensor $e_{i_1} \wedge \ldots \wedge e_{i_t} \in (\mathbb{C}^k)^{\otimes t}$. Let

$$g(e_{i_1} \wedge \ldots \wedge e_{i_t}) = \sum_{j_1, \ldots, j_t} c_{j_1, \ldots, j_t} e_{j_1} \wedge \ldots \wedge e_{j_t}.$$ 

Put

$$gI = \sum_{j_1, \ldots, j_t} c_{j_1, \ldots, j_t} \{j_1, \ldots, j_t\}.$$

Let $\Phi$ be an $N \times N$ skew-symmetric matrix, whose columns and rows are indexed by $1, \ldots, N$. As before, for a set of indices let $I = \{i_1, \ldots, i_t\}$ let $\Psi_I = (\Phi_{ij})_{i,j \in I}$ be a submatrix of $\Phi$.

Definition 1.5. Given a formal linear combination of indexing sets $\sum c_I I$, $c_I \in \mathbb{C}$ of indexing sets define $\text{pf} \Phi \sum c_I I$ as follows

$$\text{pf} \Phi \sum c_I I = \sum_I c_I \text{Pfaff} \Phi_I.$$

Then $\text{pf} \Phi gI$ for $g \in U(\mathfrak{g})$ is also well-defined.
2. The algebra \( g_2 \)

In this section we consider the algebra \( g_2 \). A description of this algebra can be found in [14],[11],[13]. Below we remind this description and obtain special sets of generators for this algebra and derive commutation relations between these generators.

The group \( G_2 \) is the group of automorphisms of the algebra of octonions \( O \). As it is known, the group \( G_2 \) consists of orthogonal transformation. Thus \( G_2 \subset O(8) \). Since every automorphism preserves the unit \( 1 \in O \) one has \( G_2 \subset O(7) \subset O(8) \). The Lie algebra \( g_2 \) is the Lie algebra of derivations of the algebra \( O \). One has \( g_2 \subset o_7 \).

Given octonions \( x,y \), one can construct a derivation \( D_{xy} \), defined by the formula
\[
D_{xy}(z) = [[x,y],z] - 3[x,y,z],
\]
where \( [x,y,z] = (xy)z - x(yz) \) [14]. Obviously \( D_{xy} = -D_{yx} \).

These derivations satisfy the following commutation relations
\[
[D_{xy},D_{ab}] = D_{D_{xy}a,b} + D_{a,D_{xy}b}.
\]

(2)

It is known that every derivations is a linear combination of derivations \( D_{xy} \) [14]. Thus these elements generate the algebra \( g_2 \). They are not linearly independent but relations between them are known.

The key observation is that the commutation relations between generators of the orthogonal algebra have the same form. Indeed the commutation relations between generators \( F_{ij} \) introduced in the introduction are the following
\[
[F_{ij},F_{kl}] = \delta_{kj}F_{il} - \delta_{il}F_{kj} - \delta_{ik}F_{jl} - \delta_{lj}F_{ki}.
\]

(3)

Using notations introduced in 1 we can rewrite the commutation relations (3) in the following way
\[
[\zeta(x \wedge y),\zeta(a \wedge b)] = \zeta((\zeta(x \wedge y)a) \wedge b) + \zeta(a \wedge (\zeta(x \wedge y)b)).
\]

(4)

Take a standard base in the space of imaginary octonions. In the definitions below the indices \( x,y \) denote the elements of one of this base.

Definition 2.1. In the case of \( g_2 \) define a skew-symmetric matrix \( G = (D_{xy}) \) of size \( 7 \times 7 \), where \( D_{xy} \) are defined by the formula (1).

Below we denote the elements of the standard base in the space of imaginary octonions as \( e_1, \ldots, e_7 \) and the elements \( D_{e_ie_j} \) are denoted shortly as \( D_{ij} \).

2.1. Triality.

Construct a \( 8 \times 8 \) matrix \( G \) by adding elements \( D_{1x} = D_{x1} = 0, \ D_{11} = 0 \).

Let us find an interpretation of the \( 8 \times 8 \) matrix \( G \) from the point of view of representation theory.
Take as \( x, y \) the unit and imaginary octonions by means of which the multiplication in the octonions is defined. The give an orthonormed base of the algebra of octonions. Then the algebra \( \mathfrak{o}_8 \) is generated by the elements \( \zeta(x \wedge y) \).

As it is known, the algebra \( \mathfrak{o}_8 \) has a diagrammatic automorphism \( \delta \) of order 3 and its set of fixed points is the subalgebra \( \mathfrak{g}_2 \subset \mathfrak{o}_8 \).

The mapping
\[
\zeta(x \wedge y) \mapsto \frac{1}{3}(\zeta(x \wedge y) + \delta(\zeta(x \wedge y)) + \delta^2(\zeta(x \wedge y)))
\]
is a linear (not a Lie) projection \( \mathfrak{o}_8 \rightarrow \mathfrak{g}_2 \).

**Proposition 2.2.** \( \zeta(x \wedge y) + \delta(\zeta(x \wedge y)) + \delta^2(\zeta(x \wedge y)) = D_{xy} \).

**Proof.** This statement is very natural but we have not found its proof anywhere. Nevertheless it can be easily derived from statements from [14],[13],[8].

Take the following simple roots \( \epsilon_1 - \epsilon_2, \epsilon_2 - \epsilon_3, \epsilon_3 - \epsilon_4, \epsilon_3 + \epsilon_4 \) in the root system \( D_4 \). Define diagrammatic automorphisms \( t \) and \( s \) of the algebra \( \mathfrak{o}_8 \). The automorphism \( t \) corresponds to a permutation of simple roots \( \epsilon_3 - \epsilon_4 \) and \( \epsilon_1 - \epsilon_2 \), the automorphism \( s \) corresponds to a permutation of simple roots \( \epsilon_3 + \epsilon_4 \) and \( \epsilon_1 - \epsilon_2 \). One has
\[
\delta = ts, \quad \delta^2 = st.
\]

Let \( V \) be the standard representation of \( \mathfrak{o}_8 \) and \( S_0, S_1 \) two spinor representations of \( \mathfrak{o}_8 \). The spaces of all these representations can be identified with the algebra of octonions. Using explicit formulas for these representations (see [8]) one proves that \( \zeta(x \wedge y) + \delta(\zeta(x \wedge y)) + \delta^2(\zeta(x \wedge y)) \) acts on the standard representation in the same way as \( \zeta(x \wedge y) + t(\zeta(x \wedge y)) + s(\zeta(x \wedge y)) \).

From explicit formulas for the automorphisms \( t \) and \( s \) in [14], [13], [8] it follows that \( \zeta(x \wedge y) + t(\zeta(x \wedge y)) + s(\zeta(x \wedge y)) = D_{xy} \). \( \Box \)

**2.2. Split realization of \( \mathfrak{o}_N \) and \( \mathfrak{g}_2 \).**

Below we need also the split realization of the orthogonal algebra and the algebra \( \mathfrak{g}_2 \). The split realization of \( \mathfrak{o}_N \) corresponds to another choice of the quadratic form that is preserved by the algebra, namely
\[
G = \begin{pmatrix}
0 & 0 & \ldots & 0 & 1 \\
0 & 0 & \ldots & 1 & 0 \\
\vdots \\
0 & 1 & \ldots & 0 & 0 \\
1 & 0 & \ldots & 0 & 0
\end{pmatrix}
\]

Let the rows and columns be indexed by \( i, j = -n, -n + 1, \ldots, n - 1, n \). The zero is skipped in the case \( N = 2n \) and is included in the case \( N = 2n + 1 \).

The algebra \( \mathfrak{o}_N \) is generated by matrices \( \tilde{F}_{ij} = E_{ij} - E_{-j-i} \).

The diagonal elements \( \tilde{F}_{ii} \) are the Cartan elements and the elements \( \tilde{F}_{ij} \) are root elements.
Now we describe a split realization of $g_2$ since it will be used below. Remember that the split realization of the algebra $o_8$ corresponds to the quadratic form $G = (\delta_{i,j})$, where the rows and columns of matrices from $o_8$ are indexed by $i, j = -4, -3, \ldots, 3, 4$. The algebra $o_8$ is generated by the matrices $\tilde{F}_{ij} = E_{ij} - E_{-j-i}$. Consider the matrix $\tilde{F} = (\tilde{F}_{ij})$. The elements $\tilde{F}_{ii}$ on the diagonal are Cartan elements and the elements $\tilde{F}_{ij}$ below the diagonal are positive root elements, the elements above the diagonal are negative root elements.

Consider matrices $\delta(\tilde{F}) = (\delta(\tilde{F}_{ij}))$ and $\delta^2(\tilde{F}) = (\delta^2(\tilde{F}_{ij}))$.

**Definition 2.3.** Set $\tilde{G} = \tilde{F} + \delta(\tilde{F}) + \delta^2(\tilde{F})$.

It can be proved that $F = B^{-1}\tilde{F}B$, where $B$ is a matrix of constants [9]. From the other hand one has $\delta(F) = B^{-1}\delta(\tilde{F})B$, $\delta^2(F) = B^{-1}\delta^2(\tilde{F})B$. We obtain a proposition.

**Proposition 2.4.** $G = B^{-1}\tilde{G}B$.

An important property of the matrix $\tilde{G}$ is the following. Since the automorphism $\delta$ is generated by an automorphism of the Dynkin diagram, the matrix $\tilde{G}$ has the same property as the matrix $\tilde{F}$: the diagonal elements are Cartan elements, the elements below the diagonal and above it are root elements.

Since matrix elements of the matrix $G$ are denoted as $D_{ij}$ we denote matrix elements of $\tilde{G}$ as $\tilde{D}_{ij}$.

### 3. Capelli elements for $g_2$

In this section the definitions of Capelli elements for $g_2$ are given.

**Definition 3.1.** For the algebra $g_2$ the Capelli elements are defined as

$$G_k = \sum_{I \subseteq \{1, \ldots, 7\}, |I| = k} (\text{Pfaff } G_I)^2, \ k = 2, 4, 6.$$  

**Theorem 3.2.** The Capelli elements $G_k$ are central, that is $G_k \in Z(U(g_2))$.

**Proof.** The proof of the theorem consists of the following steps. At first, we find commutation relations between generators $F_{ij}$ of the algebra $o_N$ and Pfaffians Pfaff $F_I$ (Proposition 3.3). Using this calculation we easily obtain commutation relations between an arbitrary element $g \in o_N$ and Pfaffians Pfaff $F_I$ (Proposition 3.4) and between generators $D_{xy}$ and Pfaffians Pfaff $G_I$ respectively (Proposition 3.5).

At last using Proposition 3.6 and previous calculation we complete the proof of Theorem 3.2.

The first step in the proof of this theorem consists of derivation of commutation relations between Pfaffians and elements of the algebra. In all cases $g = o_N, g_2$ this is done in a similar way.
Proposition 3.3. 
\([F_{ij}, \text{Pfaff } F_I] = \text{pf } F_{F_{ij}I}\).

Proof. It is more convinient to work with nonstandart notations for the elements of the orthogonal algebra. In these notations the proposition is written as follows

\[\left[\zeta(e_i \wedge e_j), \text{Pfaff } F_I\right] = \text{pf } F_{\zeta(e_i \wedge e_j)I}.\]

By the definition one has

\[\text{Pfaff } F_I = \frac{1}{2^\frac{k}{2}(\frac{k}{2})!} \sum_{\sigma \in S_k} (-1)^\sigma \zeta(e_{\sigma(i_1)} \wedge e_{\sigma(i_2)}) \cdots \zeta(e_{\sigma(i_{k-1})} \wedge e_{\sigma(i_k)}),\]

where \(I = \{i_1, \ldots, i_k\}\).

Denote the product \(\zeta(e_{i_1} \wedge e_{i_2}) \cdots \zeta(e_{i_{k-1}} \wedge e_{i_k})\) by \(F^I\). Also for two set of indices \(I, J\) and numbers \(\alpha, \beta\) put by definition

\[F^{\alpha I + \beta J} = \alpha F^I + \beta F^J.\]

Due to relations (4), one has

\[\left[\zeta(x \wedge y), F^\sigma(I)\right] = F^{\zeta(x \wedge y)\sigma(I)}.\]

The Pfaffian can be rewritten as follows

\[\text{Pfaff } F_I = \frac{1}{2^\frac{k}{2}(\frac{k}{2})!} \sum_{\sigma \in S_k} (-1)^\sigma F^\sigma(I).\]

Thus one has

\[\left[\zeta(x \wedge y), \text{Pfaff } F_I\right] = \frac{1}{2^\frac{k}{2}(\frac{k}{2})!} \sum_{\sigma \in S_k} (-1)^\sigma [\zeta(x \wedge y), F^\sigma(I)].\]

Note that \(\zeta(e_i \wedge e_j)\sigma(I) = \sigma(\zeta(e_i \wedge e_j)I)\) modulo summands that contain coinciding indices. Thus one has

\[\left[\zeta(e_i \wedge e_j), \text{Pfaff } F_I\right] = \frac{1}{2^\frac{k}{2}(\frac{k}{2})!} \sum_{\sigma \in S_k} (-1)^\sigma F^\sigma(\zeta(e_i \wedge e_j)I) = \text{pf } F_{\zeta(e_i \wedge e_j)I}.\]

As a corollary of Proposition 3.3 one has the following statement:

Proposition 3.4. For an arbitrary element \(g \in \mathfrak{o}_n\) one has \([g, \text{Pfaff } F_I] = \text{pf } F_{gI}\).

The proofs of the following two propositions are similar to the proof of the proposition 3.3.

Proposition 3.5. For the algebra \(\mathfrak{g}_2\) we have \([D_{xy}, \text{Pfaff } G_I] = \text{pf } G_{D_{xy}I}\).
Corollary 3.6. Let \( g \) be an arbitrary element of \( \mathfrak{o}_N \). Then

\[
\sum_{|I|=k} g(e_I \otimes e_I) = 0.
\]

The proof of this proposition is contained in the proof of Theorem 7.5.1 in [9].

Let us finish the proof of Theorem 3.2. One has to prove that \([D_{xy}, G_k] = 0\).

We have

\[
[D_{xy}, \sum_{|I|=k} \text{Pfaff } G_I \text{Pfaff } G_I] = \sum_{|I|=k} [D_{xy}, \text{Pfaff } G_I ] \text{Pfaff } G_I + \text{Pfaff } G_I [D_{xy}, \text{Pfaff } G_I] = \sum_{|I|=k} \text{pf } G_{D_{xy}I} \text{Pfaff } G_I + \text{Pfaff } G_I \text{pf } G_{D_{xy}I}.
\]

Since \( g_2 \subset \mathfrak{o}_7 \), using Proposition 3.6 for \( g = D_{xy} \) one obtains

\[
\sum_{|I|=k} D_{xy}(e_I \otimes e_I) = 0.
\]

Thus, one gets that

\[
\sum_{|I|=k} \text{pf } G_{D_{xy}I} \text{Pfaff } G_I + \text{Pfaff } G_I \text{pf } G_{D_{xy}I} = 0.
\]

The theorem is proved.

4. Independent Capelli elements in the case \( g_2 \)

Consider the question of algebraic dependence of Capelli elements for \( g_2 \). In this section for the algebra \( g_2 \) the following is proved.

Theorem 4.1. The Capelli elements \( G_2, G_6 \) are algebraically independent, thus they algebraically generate the center \( Z(U(g_2)) \).

The fact that \( G_4 \) can be expressed via \( G_2 \) follows from the general fact that in \( Z(U(g_2)) \) there are no primitive elements of the fourth order.

The proof of the theorem is based on an explicit calculation of the highest homogeneous components of images of Capelli elements for \( g_2 \) under the Harish-Chandra homomorphism (see [16]). In Subsection 4 we give the construction of Capelli elements in the split realization of \( g_2 \). In this realization we easily find homogeneous components of images of Capelli elements for \( g_2 \) under the Harish-Chandra homomorphism. This is done in Subsection 4. Using these formulas in Subsection 4 we complete the proof of Theorem 4.1.

4.1. Capelli elements for \( g_2 \) in the split realization. Definitions 1.2-1.1 have analogs in the split realization of the orthogonal algebra. They give the same Capelli elements. Remind their construction following [9]. The construction of Capelli elements in the split realization of \( \mathfrak{o}_N \) is the following. For a subset 

Let \( e_I = e_{i_1} \wedge \ldots \wedge e_{i_k} \), where \( I \) is an ordered set of indices \( \{i_1, \ldots, i_k\} \).
Let \( I = \{i_1, \ldots, i_k\} \subset \{-n, \ldots, n\} \) let \( \tilde{F}_I \) be a submatrix \((\tilde{F}_{ij})_{-i,j \in I}\). Associate to this submatrix a Pfaffian \( \text{Pfaff} \tilde{F}_I := \text{Pfaff}(\tilde{F}_{ij})_{-i,j \in I} \).

Define the Capelli elements by the formula
\[
\tilde{C}_k = \sum_{I \subset \{-n, \ldots, n\}, |I| = k} \text{Pfaff} \tilde{F}_I \cdot \text{Pfaff} \tilde{F}_{-I},
\]
where \(-I = \{-i_1, \ldots, -i_k\}\). Since \( F = B^{-1}\tilde{F}B \), where \( B \) is a matrix of constants, one has
\[
\tilde{C}_k = C_k.
\]

Similar construction can be applied to \( g_2 \). So we have defined the matrix \( \tilde{G} = (\tilde{D}_{ij}) \). For a subset \( I = \{i_1, \ldots, i_k\} \subset \{-4, \ldots, 4\} \) let \( \tilde{G}_I \) be a submatrix \((\tilde{D}_{ij})_{-i,j \in I}\). Associate to this submatrix a Pfaffian \( \text{Pfaff} \tilde{G}_I := \text{Pfaff}(\tilde{D}_{ij})_{-i,j \in I} \).

Define Capelli elements by the formula
\[
\tilde{G}_k = \sum_{I \subset \{-4, \ldots, 4\}, |I| = k} \text{Pfaff} \tilde{G}_I \cdot \text{Pfaff} \tilde{G}_{-I},
\]
where \(-I = \{-i_1, \ldots, -i_k\}\). In Proposition 2.4 it was proved that \( G = B^{-1}\tilde{G}B \), where \( B \) is a matrix of constants, therefore
\[
\tilde{G}_k = G_k.
\]

So we can deal with the elements \( \tilde{G}_k = \sum_{|I| = k} \text{Pfaff} \tilde{G}_I \cdot \text{Pfaff} \tilde{G}_{-I} \).

**4.2. Highest coefficients of images of Capelli elements.** Find the highest homogeneous components of images of Capelli elements \( \tilde{G}_2, \tilde{G}_4, \tilde{G}_6 \) under the Harish-Chandra homomorphism. One has
\[
\tilde{G}_k = \sum_{|I| = k} \sum_{\sigma, \sigma' \in \text{Aut}(I)} (-1)^{\sigma}(-1)^{\sigma'} \tilde{D}_{-\sigma(1)}\sigma(1) \cdots \\
\ldots \tilde{D}_{-\sigma(1)}\sigma(1) \cdots \tilde{D}_{-\sigma(1)}\sigma(1) \cdots
\]
Using the commutation relations we transform this expression into a sum of products where at first (from the left to the right) positive root elements occur, then Cartan elements occur and then negative root elements occur. The application of the Harish-Chandra homomorphism means that we remove all summands except those that consist only of Cartan elements.

Some of the summands originally consist only of Cartan elements. If a product of Cartan elements appears after application of commutation relation then it consists of a less number of factors than an original product of Cartan elements. Thus the highest homogeneous component is a sum of products that
consist only of Cartan elements. The highest homogeneous component \([\tilde{G}_2]\) of \(\tilde{G}_2\) equals
\[
[\tilde{G}_2] = \tilde{D}^2_{11} + \tilde{D}^2_{22} + \tilde{D}^2_{33} + \tilde{D}^2_{44}.
\] (5)

The highest homogeneous component \([\tilde{G}_4]\) of \(\tilde{G}_4\) is equal
\[
[\tilde{G}_4] = (\tilde{D}_{11}\tilde{D}_{22})^2 + (\tilde{D}_{11}\tilde{D}_{33})^2 + (\tilde{D}_{11}\tilde{D}_{44})^2 + (\tilde{D}_{22}\tilde{D}_{33})^2 + (\tilde{D}_{22}\tilde{D}_{44})^2 + (\tilde{D}_{33}\tilde{D}_{44})^2.
\] (6)

The highest homogeneous component \([\tilde{G}_6]\) of \(\tilde{G}_6\) is equal
\[
[\tilde{G}_6] = (\tilde{D}_{11}\tilde{D}_{22}\tilde{D}_{33})^2 + (\tilde{D}_{11}\tilde{D}_{22}\tilde{D}_{44})^2 + (\tilde{D}_{11}\tilde{D}_{33}\tilde{D}_{44})^2 + (\tilde{D}_{22}\tilde{D}_{33}\tilde{D}_{44})^2.
\] (7)

Using the matrix of the mapping \(id + \delta + \delta^2\) on the Cartan subalgebra of \(\mathfrak{o}_8\) we obtain the following expression of \(\tilde{D}_{11}, \tilde{D}_{22}, \tilde{D}_{33}, \tilde{D}_{44}\) through the base of the Cartan subalgebra of \(\mathfrak{o}_8\)
\[
\tilde{D}_{11} = 2\tilde{F}_{11} - \tilde{F}_{22} + \tilde{F}_{33}, \\
\tilde{D}_{22} = \tilde{F}_{11} + 2\tilde{F}_{22} - \tilde{F}_{33}, \\
\tilde{D}_{33} = \tilde{F}_{11} - \tilde{F}_{22} + 2\tilde{F}_{33}, \\
\tilde{D}_{44} = 0.
\]

Substituting these formulae into (5),(6),(7) one gets

1. \([\tilde{G}_4] = \frac{1}{4}[\tilde{G}_2]^2\),
2. \([\tilde{G}_6]\) is not a multiple of \([\tilde{G}_2]\).

So the element \(\tilde{G}_4\) can be expressed through \(\tilde{G}_2\). This follows from the general fact that there is no primitive element in \(Z(U(\mathfrak{g}_2))\) of the order 4.

The element \(\tilde{G}_6\) cannot be expressed through \(\tilde{G}_2\). Otherwise the highest homogeneous component \([\tilde{G}_6]\) would be equal to \([\tilde{G}_2]^3\), but this does not take place.

The theorem 4.1 is completely proved.

Below the formulae for highest homogeneous component will be used. If we take \(\tilde{D}_{11}, \tilde{D}_{22}\) as a base in the Cartan subalgebra, we obtain \(\tilde{D}_{33} = \tilde{D}_{11} - \tilde{D}_{22}\).

Thus the highest homogeneous component of images of Capelli elements under the Harish-Chandra homomorphism have the following form
\[
[\tilde{G}_2] = 2\tilde{D}^2_{11} + 2\tilde{D}^2_{22} - 2\tilde{D}_{11}\tilde{D}_{22},
\] (8)

\[
[\tilde{G}_4] = \tilde{D}^4_{11} - 2\tilde{D}^3_{11}\tilde{D}_{22} + 3\tilde{D}_{11}\tilde{D}_{22} - 2\tilde{D}^3_{11}\tilde{D}_{22}^2 + \tilde{D}^4_{22},
\] (9)

\[
[\tilde{G}_6] = \tilde{D}^2_{11}\tilde{D}^2_{22}(\tilde{D}_{11} - \tilde{D}_{22})^2,
\] (10)
5. The action of Capelli elements on the tensor representations

In the next two sections we obtain a new characterization of Capelli elements for the algebra \( \mathfrak{g}_2 \) in terms of their eigenvalues.

**Theorem 5.1.** The element \( G_k, k = 2, 4, 6, \) is the central element of order \( k \), having the following properties

1. Let \( V \) be a standard representation of \( \mathfrak{g}_2 \). Then \( G_k \) acts as a zero operator on \( V^\otimes t \) if \( 1 \leq t < k \).

2. The highest homogeneous components of \( G_k \) under the Harich-Chandra homomorphism are given by formula (8), (9), (10).

This and the next section are devoted to the proof of equivalence of Definitions 5.1 and 3.1. In the current section it is proved that a noncommutative Pfaffian of order \( k \) acts as zero on \( V^\otimes t \) if \( 1 \leq t < \frac{k}{2} \) in the case \( \mathfrak{g}_2 \).

5.1. Some formulae. Let us prove some formulae concerning with noncommutative Pfaffians. These formulae take place for both realizations of \( \mathfrak{o}_N \) and \( \mathfrak{g}_2 \). Consider the case of standard realization of \( \mathfrak{g}_2 \)

**Lemma 5.2.**

\[
\text{Pfaff} \ G_I = \left( \frac{k/2}{p/2} \right)^{-1} \sum_{I = I' \cup I'', |I'| = p, |I''| = k-p} (-1)^{(I'I'')} \text{Pfaff} \ G_{I'} \text{Pfaff} \ G_{I''}.
\]

Here \((-1)^{(I'I'')}\) is a sign of a permutation of the set \( I = \{i_1, \ldots, i_k\} \) that places first the subset \( I' \subset I \) and then the subset \( I'' \subset I \). The natural order on both subsets is preserved.

The number \( p \) is an arbitrary fixed integer, such that \( p \leq k = |I| \).

**Proof.** By definition one has

\[
\text{Pfaff} \ G_I = \frac{1}{2^\frac{k}{2}(\frac{k}{2})!} \sum_{\sigma \in S_k} (-1)^\sigma D_{\sigma(i_1),\sigma(i_2)} \cdots D_{\sigma(i_{k-1}),\sigma(i_k)}.
\]

Denote as \( q \) the number \( k - p \). The summand

\[
(-1)^\sigma D_{\sigma(i_1),\sigma(i_2)} \cdots D_{\sigma(i_{k-1}),\sigma(i_k)}
\]

can be written in the form

\[
(-1)^{(I'I'')}(-1)^{\sigma'} D_{\sigma'(i_1'),\sigma'(i_2')} \cdots D_{\sigma'(i_{p-1}'),\sigma'(i_p')}(-1)^{\sigma''} D_{\sigma''(i_1''),\sigma''(i_2'')} \cdots D_{\sigma''(i_{q-1}''),\sigma''(i_q'')}.
\]

Here \( I' = \{i_1', \ldots, i_p'\} \) is the set of indices \( \{\sigma(i_1), \ldots, \sigma(i_p)\} \) placed in a natural order, \( I'' = \{i_1'', \ldots, i_q''\} \) is the set of indices \( \{\sigma(i_{p+1}), \ldots, \sigma(i_{k})\} \) placed in a natural order, \( \sigma' \) is a permutation \( \{\sigma(i_1), \ldots, \sigma(i_p)\} \) of the set \( I' \) and \( \sigma'' \) is a permutation of the set \( I'' \) defined in a similar way. Note, that

\[
(-1)^{(I'I'')}(-1)^{\sigma'}(-1)^{\sigma''} = (-1)^\sigma.
\]
The mapping $\sigma \mapsto I', I'', \sigma', \sigma''$ is bijective. One has
\[
\frac{(\frac{k}{2})!(\frac{k}{2})!}{(\frac{p}{2})!} = \left(\frac{k}{p}\right)^{-1},
\]
thus the Pfaffian can be written in the form
\[
\frac{(k/2)^{-1}}{p/2} \sum_{I=I'|I|=p,|I''|=q} (-1)^{(I''')} \frac{1}{2^k (k/2)!} \sum \sigma' (-1)\sigma'' D_{\sigma'(i_1)\sigma'(i_2)} \cdots
\]
\[
\cdots D_{\sigma''(i_{p-1})\sigma''(i_p)} D_{\sigma''(i_{p-1})\sigma''(i_{q-1})\sigma''(i_q)} =
\]
\[
\frac{1}{2^k (k/2)!} \sum_{I=I'|I|=p,|I''|=q} (-1)^{(I''')} Pfaff G_I, Pfaff G_{I''}.
\]

Denote as $\Delta$ the standard comultiplication in $U(\sigma_N)$.

**Lemma 5.3.** \(\Delta Pfaff G_I = \sum_{I'|I''=I} (-1)^{(I''')} Pfaff G_{I'} \otimes Pfaff G_{I''}.
\)

Here $(-1)^{(I''')}$ is a sign of a permutation of the set $I = \{i_1, \ldots, i_k\}$ that places first the subset $I' \subset I$ and then places the subset $I'' \subset I$. The natural order on both subsets is preserved.

**Proof.** By definition one has
\[
Pfaff G_I = \frac{1}{2^k (k/2)!} \sum_{\sigma \in S_k} (-1)^{\sigma} D_{\sigma(i_1)\sigma(i_2)} \cdots D_{\sigma(i_{k-1})\sigma(i_k)}.
\]

Applying the comultiplication, one obtains
\[
\Delta Pfaff G_I = \frac{1}{2^k (k/2)!} \sum_{\sigma \in S_k} (-1)^{\sigma} (D_{\sigma(i_1)\sigma(i_2)} \otimes 1 + 1 \otimes D_{\sigma(i_1)\sigma(i_2)}) \cdots
\]
\[
\cdots (D_{\sigma(i_{k-1})\sigma(i_k)} \otimes 1 + 1 \otimes D_{\sigma(i_{k-1})\sigma(i_k)}).
\]

The product
\[
(D_{\sigma(i_1)\sigma(i_2)} \otimes 1 + 1 \otimes D_{\sigma(i_1)\sigma(i_2)}) \cdots (D_{\sigma(i_{k-1})\sigma(i_k)} \otimes 1 + 1 \otimes D_{\sigma(i_{k-1})\sigma(i_k)})
\]
is equal to
\[
\sum_{J=J' \cup J''} D_{\sigma(j_1)\sigma(j_2)} \cdots D_{\sigma(j_{p-1})\sigma(j_p)} \otimes D_{\sigma(j'_1)\sigma(j'_2)} \cdots D_{\sigma(j'_{q-1})\sigma(j'_q)}.
\]

Here $J' = \{j'_1, j'_2, \ldots, j'_p\}$, $J'' = \{j''_1, j''_2, \ldots, j''_q\}$ are subset of $I$ such that $I = J' \cup J''$ and also the following condition are satisfied. If $\sigma(i_{2t-1}) \in J'$ then $\sigma(i_{2t}) \notin J'$, if $\sigma(i_{2t-1}) \in J''$ then $\sigma(i_{2t}) \in J''$. In other words, the partitions $I = J' \cup J''$ must induce a partition of $\frac{k}{2}$ pairs $(\sigma(i_{2t-1}), \sigma(i_{2t}))$. The summand
\[
(-1)^{\sigma} D_{\sigma(j_1)\sigma(j_2)} \cdots D_{\sigma(j_{p-1})\sigma(j_p)} \otimes D_{\sigma(j'_1)\sigma(j'_2)} \cdots D_{\sigma(j'_{q-1})\sigma(j'_q)},
\]
with $\sigma \in Aut(I)$, $J', J''$ can be written in the following form
\[
(-1)^{(I''')}(-1)^{\sigma'} D_{\sigma'(i_1)\sigma'(i_2)} \cdots D_{\sigma'(i_{p-1})\sigma'(i_p)} \otimes (-1)^{\sigma''} D_{\sigma''(i'_1)\sigma''(i'_2)} \cdots D_{\sigma''(i'_{q-1})\sigma''(i'_q)}
\]
with $\sigma' \in Aut(I')$, $\sigma'' \in Aut(I'')$, $I', I''$. Here $I'$ is the set $\{\sigma(j'_1), \ldots, \sigma(j'_p)\}$ written in the natural order, $I''$ is the set $\{\sigma(j''_1), \ldots, \sigma(j''_q)\}$ written in a natural order.
order. The permutation $\sigma'$ is the permutation $\{\sigma(j_1'), \ldots, \sigma(j_n')\}$ of $J'$ and $\sigma''$ is a permutation of $J''$ defined in a similar way.

But the mapping $\sigma, J', J'' \mapsto I', I'', \sigma', \sigma''$ is not injective. To get the triple $\sigma, J', J''$ with the prescribed image $I', I'', \sigma', \sigma''$, one must divide $\frac{k}{2}$ pairs $\{(i_1, i_2), \ldots, (i_{k-1}, i_k)\}$ into two subsets $J'$ and $J''$ with $\frac{|I'|}{2}$ and $\frac{|I''|}{2}$ elements respectively. Take a permutation $\sigma$, such that $\sigma(J') = \sigma'(I')$ (as order sets), and $\sigma(J'') = \sigma''(I'')$ (as order sets). The only freedom is the choice of two subsets $J'$ and $J''$. Thus the number of elements in the preimage equals to the number partitions of $\frac{k}{2}$ pairs into two subsets: one consists of $\frac{|I'|}{2}$ pairs and the other consists of $\frac{|I''|}{2}$ pairs. The number is $\frac{(\frac{k}{2})!}{(|I'|/2)!|I''|/2)!} = \binom{k/2}{|I'|/2}$.

Note, that

$$(-1)^{|I'|''}(-1)\sigma'(-1)\sigma'' = (-1)\sigma.$$  

Thus $\Delta \text{Pfaff } G_I$ can be written as

$$\frac{1}{2^\frac{k}{2}(|\frac{k}{2}|)!} \sum_{I=I', I''} \binom{|I'|/2)!|I''|/2)!}{(|I'|/2)!|I''|/2)!}(-1)^{|I'|''}(\sum_{\sigma' \in \text{Aut}(I')} (-1)\sigma' D_{\sigma'(i'_1), \sigma'(i'_2)} \ldots D_{\sigma'(i'_{t-1}), \sigma'(i'_{t})} \bigotimes (\sum_{\sigma'' \in \text{Aut}(I'')} (-1)\sigma'' D_{\sigma''(i''_1), \sigma''(i''_2)} \ldots D_{\sigma''(i''_{t-1}), \sigma''(i''_{t})})).$$

This expression equals $\sum_{I'=I''=I} (-1)^{|I'|''}$ Pfaff $G_{I'} \otimes$ Pfaff $G_{I''}$.  

5.2. The action of Pfaffians on tensor representations of $\mathfrak{g}_2$. The aim of this section is the proof of the Theorem.

**Theorem 5.4.** Pfaff $G_I$, $|I| = k$ acts as a zero operator on $V^{\otimes t}$ if $t < \frac{k}{2}$

Firstly we prove the Lemma 5.5. Using it we prove the theorem in the case $k = 4$ and $t = 1$ (Proposition 5.6), then in the case of arbitrary $k$ and $t = 1$ (Proposition 5.7) and at last in the general case (Proposition 5.8).

**Lemma 5.5.** $\zeta(\text{Pfaff } G_I(e_{j_1} \wedge e_{j_2})) = 0$.

**Proof.** For $I = \{i_1, i_2, i_3, i_4\}$ by definition one has

$$\text{Pfaff } G_I = \frac{1}{2}(D_{i_1i_2} D_{i_3i_4} + D_{i_3i_4} D_{i_1i_2}) - \frac{1}{2}(D_{i_1i_3} D_{i_2i_4} + D_{i_2i_4} D_{i_1i_3}) + \frac{1}{2}(D_{i_1i_4} D_{i_2i_3} + D_{i_2i_3} D_{i_1i_4})$$

(11)

Using Proposition 3.3 let us calculate a commutator of this expression with Pfaff $F_J$.

$$[\text{Pfaff } G_I, \text{Pfaff } F_J] = \frac{1}{2}(\text{pf } F_{D_{i_1i_2}(j_1,j_2)} D_{i_3i_4} + D_{i_1i_2} \text{ pf } F_{D_{i_3i_4}(j_1,j_2)} + \text{ pf } F_{D_{i_1i_4}(j_1,j_2)} D_{i_2i_3} + D_{i_3i_4} \text{ pf } F_{D_{i_2i_4}(j_1,j_2)}) - \ldots$$
Let us move all $D_{i_1i_2}$ in the previous expression to the left, the result is the following.

$$[\text{Pfaff } G_I, \text{Pfaff } F_j] = D_{i_1i_2} \text{ Pf } F_{D_{i_1i_2}\{j_1,j_2\}} + D_{i_1i_4} \text{ Pf } F_{D_{i_1i_4}\{j_1,j_2\}} - D_{i_1i_3} \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} - D_{i_2i_4} \text{ Pf } F_{D_{i_2i_4}\{j_1,j_2\}} + D_{i_2i_3} \text{ Pf } F_{D_{i_2i_3}\{j_1,j_2\}} + \frac{1}{2} \text{ Pf } F_{\text{Pfaff } G_I\{j_1,j_2\}}.$$  

If we move all $D_{i_1i_2}$ to the right we get

$$[\text{Pfaff } G_I, \text{Pfaff } F_j] = \text{ Pf } F_{D_{i_1i_2}\{j_1,j_2\}} D_{i_1i_2} + \text{ Pf } F_{D_{i_1i_4}\{j_1,j_2\}} D_{i_1i_4} - \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} D_{i_1i_3} - \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} D_{i_1i_3} + \text{ Pf } F_{D_{i_2i_4}\{j_1,j_2\}} D_{i_2i_4} + \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} D_{i_1i_4} + \frac{1}{2} \text{ Pf } F_{\text{Pfaff } F_j\{j_1,j_2\}}.$$  

Note that: $\text{Pfaff } F_{G_{i_1i_4}\{j_1,j_2\}} = \zeta(D_{i_3i_4}\{j_1,j_2\}) = [D_{i_3i_4}, F_{j_1j_2}]$.

Take a sum of two formulas for $[\text{Pfaff } F_I, \text{Pfaff } F_j]$. One obtains

$$2[\text{Pfaff } G_I, \text{Pfaff } F_j] = \text{ Pf } F_{D_{i_1i_4}\{j_1,j_2\}} D_{i_1i_2} + \text{ Pf } F_{D_{i_1i_4}\{j_1,j_2\}} D_{i_1i_4} - \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} D_{i_1i_3} - \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} D_{i_1i_3} + \text{ Pf } F_{D_{i_2i_4}\{j_1,j_2\}} D_{i_2i_4} + \text{ Pf } F_{D_{i_1i_3}\{j_1,j_2\}} D_{i_1i_4} + \frac{1}{2} \text{ Pf } F_{\text{Pfaff } F_j\{j_1,j_2\}}.$$  

Using (11) one sees that the sum of all summand except the last one equals to the 2$[\text{Pfaff } G_I, \text{Pfaff } F_j]$.

Thus $\text{Pfaff } F_{\text{Pfaff } G_I\{j_1,j_2\}} = 0$, that is $\zeta(\text{Pfaff } G_I(e_{j_1} \wedge e_{j_2})) = 0$.  

**Proposition 5.6.** The Pfaffian $\text{Pfaff } G_I$, $|I| = 4$, acts as a zero operator on $\mathfrak{g}_2$.

**Proof.** Denote as $V$ the standard representation of $\mathfrak{g}_2$. Then $\Lambda^2 V$ is a sum of two irreducibles. One of them is isomorphic to the standard representation, the other one is an adjoint representation.

The standard subrepresentation in $\Lambda^2 V$ is defined by the condition

$$\xi_{k,j_1,j_2} e_{j_1} \wedge e_{j_2} = 0,$$

where $\xi_{k,j_1,j_2}$ are structure constants of octonions. To an imaginary octonion $x$ there corresponds $\sum_{e_{j_1} = x} e_{j_1} \wedge e_{j_2}$, where $\cdot$ is a multiplication of octonions.

From the relation $\zeta(\text{Pfaff } G_I(e_{j_1} \wedge e_{j_2})) = 0$ it follows that

$$\sum_{e_{j_1} = x} \zeta(\text{Pfaff } G_I(e_{j_1} \wedge e_{j_2})) = 0.$$  

From this it follows that $\sum_{e_{j_1} = x} \text{Pfaff } G_I\{j_1j_2\} = 0$. Hence $\text{Pfaff } G_I x = 0$.  

Now we prove an analog of the previous statement in an arbitrary dimension:

**Proposition 5.7.** On the base vectors $e_1, \ldots, e_7$ of the standard representation of $\mathfrak{g}_2$ the Pfaffians $\text{Pfaff } F_I$ for $|I| > 2$ act as zero operators.
Proof. By Lemma 5.2 for \( q = 4, \ p = k - 4 \) one has
\[
Pfaff G_I e_j = \left( \frac{k/2}{2} \right)^{-1} \sum_{I' \cup l' = I, |I'| = k - 4} (-1)^{|I'|} Pfaff G_{I'} Pfaff G_{I''} e_j.
\]
If \( j \notin I'' \), then obviously \( Pfaff G_{I''} e_j = 0 \). If \( j \in I'' \), then using Proposition 5.6 one also obtains \( Pfaff G_{I''} e_j = 0 \).

Let us find an action of a Pfaffian of the order \( k \) on a tensor product of \( t \) vectors, that is on a tensor product \( e_{r_1} \otimes e_{r_2} \otimes \ldots \otimes e_{r_t} \), where \( t < \frac{k}{2} \).

**Proposition 5.8.** \( Pfaff G_I e_{r_1} \otimes \ldots \otimes e_{r_t} = 0 \) if \( t < \frac{k}{2} \).

**Proof.** By Lemma 5.3 the following formula holds
\[
\Delta Pfaff G_I = \sum_{I' \cup l' = I} (-1)^{|I'|} Pfaff G_{I'} \otimes Pfaff G_{I''}.
\]
By definition one has \( Pfaff G_I e_{r_1} \otimes e_{r_2} \otimes \ldots \otimes e_{r_t} = (\Delta' Pfaff F_I)e_{r_1} \otimes e_{r_2} \otimes \ldots \otimes e_{r_t} \). Since \( t < \frac{k}{2} \), the comultiplication \( \Delta' Pfaff F_I \) contains only summands in which on some place the Pfaffian stands whose indexing set \( I \) satisfies an equality \( |I| \geq 4 \) (Lemma 5.3). From Proposition 5.7 it follows that every such a summand acts as a zero operator.

Theorem 5.4 is proved.

---

6. The eigenvalues of the Capelli elements

It is proved in Theorem 5.4 that the Capelli elements for \( g_2 \) satisfy the first condition of Theorem 5.1. Note that the second condition of the definition is satisfied automatically.

In order to prove that only the Capelli elements satisfy the conditions of the Theorem 5.1 we do the following. Every central element is a polynomial in Casimir elements. We prove that there is only one polynomial of the Casimir elements that satisfy two conditions of Theorem 5.1. Thus we also find relation between Casimir and Capelli elements in the case \( g_2 \).

**Theorem 6.1.** The central elements that satisfy Definition 5.1 are unique and they are related with the Casimir elements by the formulae
\[
G_2 = \text{const} \cdot \text{Cas}_2^2,
G_4 = \text{const} \cdot (\text{Cas}_2^2 - 4\text{Cas}_2),
G_6 = \text{const} \cdot (\text{Cas}_6 - \frac{11}{144}\text{Cas}_2^3 - \frac{143}{2304}\text{Cas}_2^2 - \frac{583}{53296}\text{Cas}_2).
\]
The constants in these three cases are different. They can be found by comparing highest homogeneous components of images under Harich-Chandra isomorphism of left and right sides of equalities.

**Proof.** First we give expressions for eigenvalues of Casimir elements of the second and the sixth orders. They are calculated using the method from [12]. Let
the highest weight of an irreducible representation be written as $m_1\omega_1 + m_2\omega_2$, where $m_1, m_2 \in \mathbb{Z}_{\geq 0}$, and $\omega_1 = \frac{1}{2\sqrt{3}}(0, 1)$, $\omega_2 = \frac{1}{2\sqrt{3}}(\frac{1}{2}, \frac{\sqrt{3}}{2})$ - are fundamental weights. The eigenvalues of the Casimir operators on an irrep with the highest weight $m_1\omega_1 + m_2\omega_2$ can be calculated by the formulae:

$$\text{Cas}_2 = \frac{1}{48} m_1^2 + \frac{1}{16} m_2^2 + \frac{1}{16} m_1 m_2 + \frac{5}{8} m_1 + \frac{3}{16} m_2$$

$$\text{Cas}_6 = \frac{5575}{1535} m_1^2 m_2^2 + \frac{2654208}{3175} m_1^2 m_2 + \frac{3145}{3175} m_1 m_2^2 + \frac{884796}{3175} m_1 m_2 + \frac{11925248}{3175} m_1^2 + \frac{3538944}{3175} m_1 m_2 + \frac{115}{3175} m_2^2 + \frac{115}{3175}$$

Now express the Capelli elements through the Casimir elements using the first condition of Definition 5.1.

The Capelli and the Casimir elements of the second orders are propositional. The Capelli element of the fourth order is expressed through the Casimir elements as follows

$$G_4 = \text{const} \cdot (\text{Cas}_2^2 + \alpha \text{Cas}_2).$$

Find $\alpha$ such that $G_4$ is zero on the standard representation, that is when $(m_1, m_2) = (0, 1)$. Then one gets the formula

$$G_4 = \text{const} \cdot (\text{Cas}_2^2 - \frac{1}{4} \text{Cas}_2).$$

The Capelli element of the sixth order is expressed through the Casimir elements as follows:

$$G_6 = \text{const} \cdot (\text{Cas}_6 + \alpha \text{Cas}_3 + \beta \text{Cas}_2^2 + \gamma \text{Cas}_2).$$

Find coefficients such that $G_6$ is zero on all representation into which the tensor square of the standard representation splits. These are a trivial representation and representations with highest weights $(m_1, m_2) = (0, 1), (1, 0), (0, 2)$. Thus we have three unknowns $\alpha, \beta, \gamma$ and three restrictions. The solution is

$$G_6 = \text{const} \cdot (\text{Cas}_6 - \frac{11}{144} \text{Cas}_2^3 - \frac{149}{2304} \text{Cas}_2^2 - \frac{583}{55296} \text{Cas}_2).$$

Theorem 5.1 is completely proved.
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