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Starting with some analysis of the support function of an arbitrary set, we obtain a formula for the
subdifferential set of the supremum function of an arbitrary (possibly infinite) family of proper convex
functions at each point of its effective domain, not necessarily at a continuity point. In this sense, our
formula constitutes an extension of [14, Theorem A], and also allows us to derive a generalization of [2,
p. 227]. Our approach is based on linearization via the Fenchel conjugate.
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1. Introduction

The supremum function arises in a variety of contexts, including duality, and this is why
many authors contributed to the subject since 1965 ([3], [6], [7], [8], [10], [11], [12], [13],
[14], [15], etc.). As it is stated in [5, p. 405], the most elaborated results are due to
M. Valadier [13]. In [14] a new formula, making use of the concept of e—subdifferential,
is given. When one considers the supremum of affine functions both formulas in [13] and
[14] are completely equivalent.

The main advantage of this approach, based on the use of approximate subdifferentials, is
that it avoids qualification-type conditions as well as assumptions on the structure of the
index set (the set of indices associated with the functions whose supremum is analyzed).
In many cases it is not possible to express the subdifferential of the supremum function
by means only of the exact subdifferentials of the involved functions. This fact is well
known even for calculus rules dealing with finitely many functions (see, for instance, [6]).
Here in this paper we show that this is also the case in the infinite setting with a general
index set and where, consequently, the functions have no special property with respect to
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the indices. Nevertheless, when some structure is assumed for the model, our approach
also yields expressions for the subdifferential set of the supremum function in terms of
the exact subdifferential sets of the involved functions.

The summary of the paper is as follows. In Proposition 2.1 of Section 2 we give a new
formula, (6), for the subdifferential mapping of the support function of an arbitrary set.
This formula yields, via a homogenization process, the formula (21) in Proposition 3.1
of Section 3, which characterizes the subdifferential set of the supremum of an arbitrary
family of affine functions. In Section 4 we use linearization via Fenchel conjugation to
derive an extension of the formula (44) in [14, Theorem A] for the subdifferential set of the
supremum of a family of lower semicontinuous proper convex functions. The extension
comes from the fact that our formula (30) in Proposition 4.1 provides the subdifferential
set at each point of the effective domain of the supremum function, not necessarily at
a continuity point. In Proposition 4.3 of the same Section 4 our formula is extended to
families of convex proper functions, not necessarily lower semicontinuous. Our Corollary
4.4 actually deduces (44) as a particular case of (30). In Section 5 we establish some
conditions under which the subdifferential set of the supremum function is expressed in
terms exclusively of the e—subdifferentials of the original functions, by means of what we
call here homogeneous formulae. Our Corollary 5.4 extends one result due to Brgndsted
2, p. 227] (see, also, [6, Theorem 2.1]). In the final section, Section 6, and for compara-
tive purposes, we consider the continuous case (compact index set and some continuous
behavior of the involved functions with respect to the indices). In this section, we make
a short review of some classical formulae, as the Valadier’s formula (see, for instance, [5,
Theorem VI.4.4.8]) and the Ioffe-Tihkomirov’s theorem (see, for instance, [16, Theorem
2.4.18]), and we give alternative proofs of them based on our main results (Proposition
4.1 and Lemma 6.2). Also in this last section our contribution is put in perspective and
compared with some existing results in [11], [12], and [15].

Given non-empty sets X C R? and A C R, we shall use the notation AX = {dz : X €
Az e X} If X = {x}, we simply write A{z} = Az = {Ax : A € A}. By coX,
coX, and aff X we denote the convex hull, the closed convex hull, and the affine hull
of the set X, respectively. In the topological side, int X, cl X, and rint X represent the
interior set, the closure, and the relative interior of X (i.e., the interior of X in the
topology relative to aff X'). The following straightforward equality is applied very often:
(X +Y) =cl(X +clY), where Y is another arbitrary set in R?. We represent by (-, -)
and ||-|| the usual scalar product and the Euclidean norm in RP, respectively, whereas B,
is the associated closed unit ball centered at the origin 0,. For the sake of simplicity we
write the vectors in RP*! in the form (z,z,41), with 2 € RP. We also use the sets

X ={yeRl|(y,z) <OforalzeX},

and
Xt .= {y e R” | (y,z) =0 for all z € X};

i.e., the dual cone of X and the orthogonal space of X, respectively. If X is a non-empty
convex set and z € X, we define the normal cone to X at z as

Nx(z) = (X —2)°={yeR? | (y,o —2) <O forall z € X},
and the set of e-normal directions to X at z, with € > 0, as

N%(z) ={y e R | (y,x — z) < e forall z € X}.
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If X is a closed convex set, X, represents its recession cone
Xoo ={y €R?: 2+ Ay € X for some x € X and all A >0},

whereas

lin X := XN (—X)uo
represents its lineality space.

Given a proper convex function f : R? — R U {+o0}, we consider the effective domain,
the graph, and the epigraph of this function, which are the non-empty sets

dom f:={z e R”: f(x) < +o0},
gph f:={(z, f(x)) : = € dom [},

and
epi f:={(z,a) : x € dom f and f(x) < a},

respectively. For z € dom f, the subdifferential set of f at z is the (possibly empty) set
0f(z) ={a e R”: f(x) — f(2) > (a,x — z) for all z € R}.
A point z is a global minimum of f if and only if 0, € 9f(z).
For ¢ > 0 and z € dom f, the e—subdifferential of f at z is given by
0-f(z) ={a eR?: f(z) — f(2) > (a,z — z) — ¢ for all x € RP}.
When f is further lower semicontinuous (lsc, in brief), this set is non-empty. Further, it

is obvious that
0f(2) =) 0-f(2). (1)

e>0
For ¢ = 0 we simply write 0y f(2) = 0f(2).
The Fenchel conjugate of f is the function f*:RP — R U {+o0} given by
[ (y) = sup{(z,y) — f(z) : z € R},

If f is lower semicontinuous, f** = f [5, Corollary X.1.3.6] and f can be expressed as the
supremum of an infinite family of affine functions

f(z) =sup{(y,z) — f*(y) : y € dom f*}.

This notion of conjugate function gives rise to the following characterizations of df and
O.f [5, Proposition X1.1.2.1]: Given z € dom f,

9f(2) ={a e R”: f(2) + [*(a) = (a, 2)}, (2)

and for ¢ > 0,
O:f(z) ={a e R”: f(2) + f"(a) < (a, 2) +¢}. (3)

The closure of the convex proper function f is the lower semi-continuous hull of f denoted
clf:RP — RU {400} and given by

epi(cl f) =cl(epif).
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The indicator function of the set A C RP is defined as

Ta(z) = 0, if x € A,
AT 4o, ifa A,

whereas the support function of A is the function
oa(z) :=sup{{a,x) : a € A}. (4)
The function o 4 is obviously a lsc sublinear function such that 04 = 054 = I, 4. Further,
cl(domoy) = [(€0A)w)° .
(See [5, Proposition V.2.2.4].)

Moreover, (2), (3) and the fact 0% = I4 yield, for every z € dom oy,

Joa(z) ={a €A :04(z) = (a,2)}
and 0.04(z) = {a € @A : (a,z) > 04(z) — €}.

()

For a given z € domo 4, z # 0, the set do4(2) can be empty, but 0o 4(0,) = coA.
The following lemma adds information about the relationship between some of these sets:

Lemma 1.1. Let us consider a convex proper function f : RP — R U {+oc} and let
z € dom f. Then for every € > 0 the following statements hold:

(1) Naomf(2) = (0-f(2))oo, provided that O.f(z) # 0.
(i1)  Naom (2) = (Niom s(2))

Remark (before the proof). See a proof of (i) for e = 0 in [1, Proposition 2.5.4]).

Proof. (i) By definition, 0.f(z) is the closed convex set given by
0-f(2) = Nyedom rCy»
where (), is the closed and convex set
Cyim {u RV s (wy - 2) < fly) — () + =},

Then we obtain

(asf(z>>oo = (myedomfcy)oo = MNyedom f (Cy)oo
Nyedom F{u € R? : (u,y — 2) <0} = Naom £(2).

(i7) We have

(Nflomf(z))oo = (Nyedom f{u €RY : (u,y — 2) <e})
= Nyedoms ({u ERY: (u,y — 2) <e})
= Nyedom f{u € R? : (u,y — z) <0}

Naom £(2)-
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2. Subdifferential of the support function

In this section we establish an alternative characterization of 0o 4(z) where A is a non-
empty set (non necessarily convex), which turns out to be useful for different purposes.

Proposition 2.1. Given a non-empty set A C RP and the associated support function
oA, for every z € domo 4 we have

Ooa(z) = ﬂ cl((co{a € A:{(a,z) > 0a(z) —e}) + A(2)), (6)

e>0
where

A(2) = (@A) N {2} (7)

In particular,

z € rint(domos) = doa(z) = () cl((co{a € A: (a,2) > ga(z) — €}) +1in(c0A)) ,

e>0

and
z €int(domo ) = Joa(z) = ﬂ@{a € A:(a,z) > o4(2) — e}
e>0
Remark (before the proof). For every z € domo 4 we have

Naomo 4 (2) = (€04) o N {Z}L = A(2). (8)

Indeed, since dom o 4 is a cone containing z, and applying Corollary 16.4.2 in [9], we write

(€0A)s N {2}* [cl(dom o 4)]° N (R2)°

domao,)° N (Rz)°

(domoya) + Rz)° (9)
(domaoy) — R, 2)°

R, ((domoa)—2)]°

(dom o 4)—2]° = Naomo, (2).

(
= (
(
[
[

Proof. We shall decompose the proof in four steps in which, for the sake of simplicity,

we denote
Ac={a€ A:{a,z) >0oa(z) — e} (10)

Step 1. Fix z € domo 4. We use (8) and prove first the inclusion

00 4(2) D [ el ((co As) + Naome, (2)) -

e>0

This is obvious if the set in the right-hand side is empty. Otherwise, if u belongs to the
right-hand side set, and for a fixed ¢ > 0, there will exist sequences

(up)pey CcoA. and  (v5)e; C Naomo, (2),
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such that
u= klim (ug, + vg).
So we have
(up,z) > oa(z) —e, fork=1,2,..,
and

(vg,x — z) <0, for k=1,2,..., and all x € domo 4.
Moreover, for z € RP,
{ug, )
(up, z) + (= (up, 2) + oa(z) —€) + (v, v = 2)

(up +vp, ¢ —2) +oa(z) —e.

oalx) >
>

Taking limits for £ — oo one gets
oa(x) > 0a(z) + (u,x — 2) —¢,

and u € 0.04(z), for every € > 0. So, according to (1), u € doa(z).

Step 2. We proceed by proving the reverse inclusion (recall that A, is defined in (10))

0oa(2) C (el ((coAs) + A(2)). (11)

e>0

This is obvious if do 4(z) is empty. Otherwise, let u* € 0o 4(z) and, reasoning by contra-
diction, assume that, for certain € > 0,

u* & cl((coA:) + A(2)).

Then, by the separation theorem, there will exist v* € R? \ {0,} and a scalar 5 < 0 such
that
(a+u—u*v*) <20, (12)

for all @ € co A, and all u € A(z). Because A(z) := (t0A)s N {2} is a cone, we deduce
(u,v*) <0,
for all u € A(z), and (9) yields
v* € [(@A)e N {2}]” = cl(domo s + R2).
Let us introduce the function g : R? — R U {400} defined by
g(x) :=sup{(a+u—u",x):a€ A, uec A(2)}.
We have, for all x € domo4 C cl(domoy) = [(€0A)s)” and v € R,

glx+vz)=sup{{a+u—u"z+7vz2):a € A, u€ A(z)}

sup{{a —u*,z+vz) : a € A}

sup{y(a,z) ra € A.} +oa(x) — (u*, 2 + v2)

max {yoa(2),704(2) — ve} + oa(x) — (U, + v2) < +o00,

IA A CINA
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in other words (domo4) + Rz C domg.

Moreover, since g(v*) < 26 < 3 by (12), there exists, according to [9, Corollary 7.3.3],
w € domoy and o € R such that for w* := w + az we have

(a+u—u",w) < gw) <p, (13)
for all @ € A, and all u € A(z).

Let p > 0 be such that o4(w) < p and take v > 0 small enough in order to make sure
that 1 +~ya > 0 and

afoa(z) =€) +p— (uwT) <~
Then, for all a € A\ A., we have
(a,z +~yw*) = {(a, z + yw + yaz)
(1 +~ya){a, 2) + 7v(a, w)
(L+rya)(oa(z) —€) +p (14)
a(z) +ya(oa(z) —e) +yp—¢
a(2) +y(u, w*) + 985,

A

o
<o
whereas, for all a € A., we have
(a,z +yw*)y = (a, z) + v{a, w")
< oa(z) +y{u", w*) + 78,

the second inequality coming from (13) with u = 0,. This inequality, together with (14),
leads us to
(@, 2 +yw’) < oa2) + (U W) + 75,

for all a € A, so that, passing to the supremum over a € A,

oa(z +yw") < oa(z) + (W w) + 78 < oalz) +y{u’,w'),
and this contradicts u* € 0o 4(2).
Step 3. Now assume z € rint(domo,4). In this case

A(z) = (0A)s N {2} = Ngomo,(2) = (domo )+

= ([(0A)x]")" = (€0A)s N (—T0(A))o = lin(cTA). (15)

Step 4. In the case z € int(dom o ), and using (15), we get
A(z) = lin(eoA) = (domo )" = {0,}.
]

Remark 2.2. Observe that the formula (6) does not require the closedness and convexity
of the set A. If A is a closed convex set, then by (5) we have

O.oa(z)=A.:={a€ A:{a,z) >0a(z) — €}, (16)

and so

0oa(z) = () A (17)

e>0
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When A is a general set, our formula (6) is not equivalent to (17) in the sense that the
inclusion

cl ((co A.) + (€0A) N {2}) C D-04(2),

established in Step 1 of the proof of Proposition 2.1, can be strict. This fact is shown in
the following example:

Example 2.3. Let A C R? be the set given by
A={(1,a,8): @>0, B€RIU{(0,7,—logy): 0 <7y <1},

and let us consider the support function o 4. For z := (=1, —1,0) we have 04(z) = 0 and,
with g9 < 1 fixed,

Acyi={a€A:{a,z) >04(2) —co} = {a€A:(a,2)=—a1—ay> —eo}
= {(0?77_1()%7) 0<7§50}7

and
coA., ={(0,7,0): 0 <y <ep; —logeg <6 < —logv}.
Moreover
A(z) i= (@A) N {2} = R(0,0,1),
and

(coA.,) +A(z) = (c0A.,) + (@A) N {2}*
= {(0777(” 0 <’}/§€0, 5€R},

which obviously is not closed.

At the same time, for every € > 0, (5) yields

O.04(2) = {a€cA: (a,z) > —¢}
= {acR®: 0<a; <1, a, >0, a; +ay <e}.

This shows that ¢l ((co Az,) + (€0A)o N {(—=1,—-1,0)}) G O:04(2), for every € > 0.

Remark 2.4. This example shows that we cannot replace cl ((co A.) + (€0A)s N {z}F)
by (c0A.) + (€0A)s N {z}+ in (6) (recall that A. is defined in (16)); in other words, in
general,

0oa(z) 2 () ([@{a € A: (a,2) > oa(2) — e} + (@A) N {z}").

e>0
In the example, the right-hand side set is empty, meanwhile do 4(z) = R(0,0, 1).

Proposition 2.5. Given a non-empty convexr set A C RP, for every z € domoa and
every € > 0 we have

O-oa(z) =cl({a€ A:{a,z) >04(2) —e} + A(z)) =cl{a € A:{a,z) > 04(z) — €},

where A(z) is the set defined in (7).
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Proof. In order to prove the first equality, we only need to check the inclusion
O:04(2) Ccl({a€ A:(a,z) > 04(2) —e} +A(2)).
Indeed, according to (5),
O.04(z) ={a€clA: (a,z) > o04(2) — e},

and so

o

0.04(2) = c(A)N{aeR?: (a,z) >0a(z) — ¢}
(AN{a eRP: (a,z) > 0a(z) —¢})
{a€ A: (a,2) > 0a(z) —¢})
(

{a€A:{a,z) >04(z) —e} + A(2)),

= cl

= cl

C cl

where the second equality above holds because it can easily be checked that
(rint A)N{a € R”: (a,z) > oa(z) —c} #0

and, then, [9, Theorem 6.5] applies. [

3. Subdifferential of the supremum of affine functions

Our goal in this section is to establish an affine counterpart of the main proposition in
the previous section. To this aim, we recall the following result:

Let f(z) := h(Ax +b), where h is a proper convex function on R™, A is a linear transfor-
mation from R” to R™ and b € R™. Then, for every z € R",

0f(z) D A*Oh(Az +b),
where A* : R™ — R" is the transpose of A. Moreover, if
(A(R™) + b) Nrint(dom h) # 0,

then one also has

0f(z) = A*Oh(Az + ). (18)

Such result is established in [9, Theorem 23.9] in the case of linear transformations (b =
0). It is not difficult to check (by using [5, Theorem X 2.2.1]), that the proof in [9,
Theorem 23.9] is still valid for the case of affine transformations.

By applying the previous result one can give the formula of the partial subdifferential of
convex functions of two variables.

Let h: RP x R? :— R U {400} be a proper convex function. Fixing y = y € R? we get
the function f(x) := h(z,yo), which can be written

f(@) = h(Az + (0p, %)),

where A : RP — RP x R is the linear transformation given by

Az = (x,0,).
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(The transpose A* : RP x R? — R? of A is given by A*(x,y) = x.)

Then, under the condition
(R? x {yo}) Nrint(dom h) # 0, (19)
and applying the formula (18) above with b = (0,, 7o), we have at x = 2
0f(z) = A"Oh(z,y0) = {v € R?: Ju € R s.t. (v,u) € Oh(z,y0)}- (20)

Proposition 3.1. Given a non-empty set {(a;,b;) : t € T} C RPTL and the supremum
function f:RP — RU {+oc}

f(x) == sup{({a,z) — b : t € T},

for every z € dom f we have

0f(2) = [ el (co{Urer.» {a}} + B(2)) . (21)

e>0

where

T(z)={teT: {(a,z) — b > f(z) — e},
and
B(2) == {v € B : (v, (v,2)) € (@{Urer{(an b)}} oo}
In particular, if z € rint(dom f) one has

0f(2) = [ el (co{Urenfa}} + {v € R” : (v, (v, 2)) € lin(@{Uper{(ai,b)}})}), (22)

e>0

and if z € int(dom f)

0f(2) = [\ eo{Uier. (- {ar}}- (23)

e>0

Proof. We proceed again in four steps.

Step 1. Let us introduce the support function

oa(z,y) = sup{((a,b), (z,y)) : (a,b) € A} with A := Urer{(as, b:)}. (24)

Fix z € dom f. Then (z,—1) € domo,4 and, according to Proposition 3.1, the subdiffer-
ential of o4 at (z,—1) is given by

90a(z —1) = (el ((co A2) + (@A) N {(2,~1)})

e>0

where we denote
Aa = UtGTa(z){<at’ bt)}

In order to apply (20) we check first that the condition (19) holds. By Theorem 6.1
in [9], there exists a sequence ((zx, A\x))5>, C rint(domo,) converging to (z,—1) such
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that (w.lo.g.) A < 0, for £ = 1,2,--- . Since rint(domo,) is a cone, we also have

((])\k\_l 2k, —1)),_, C rint(domoy), and therefore
(RP x {—1}) Nrint(dom o 4) # 0.
Thus, applying (20) with ¢ =1 and yo = —1, we obtain
of(z) = {u eRP:INeRst. (u,N) € ﬂ cl ((co A.) + (e0A) s N {(2, —1)}L)} . (25)
e>0

We proceed now by showing the direct inclusion

9f(2) € (el (colUrer.olartt + B(2) | (26)

e>0

This is obvious if 9f(2) is empty. Otherwise, let u € 9f(z) and take ¢ > 0. The formula
(25) above entails the existence of A € R such that

(u,A) € cl((coA.)+ (@A) N{(z,—1)}")
— ﬂ ((coA.) + (€0A)oe N {(2, =)} + 6B,11) -

§>0
Thus, for every ¢ > 0 fixed, there will exist
(a®,0°) € coA.  and  (v°,0%) € (€0A)s N {(2, —1)}+,

such that
(u, \) € (a°,0°) 4+ (v°, %) + 6By 1.

Since (v°,a’) € {(z,—1)}*, we can write
(u,\) € (a°,0°) + (vé, <v5,z>) + 0B,11,
entailing
u € a® +1v° + 0B, C co{User.(y{ai}} + {v € RP : (v, (v, 2)) € (E0A) a0} + 5By,

and so

u € ﬂ (co{Urer.{at}} + {v € R”: (v, (v, 2)) € (COA) } + 0B,)

>0

= cl (co{Uter.(»){as}} + {v €R? : (v, (v, 2)) € (C0A)o})
which yields (26).

Step 2. Now we prove the reverse inclusion in (26). If

u € ﬂ cl (co{Uen{a}} + {v € R?: (v, (v, 2)) € (C0A)})

e>0
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(the set above is assumed non-empty, otherwise we are done), associated with each £ > 0
there will exist two sequences

(up)pmy € co{Uern(n{a}t}t and  (vp)Z; CR? (27)
such that (v§, (v, 2)) € (C0A)u, for k=1,2,---, and

u = khm (ug, + vp).

Fix k > 0, and take m € N, Ay, Ay, -+, Ay, €]0, 1] with Y27 Ay = 1, and ¢, 89, -+ , &y €
T-(z) such that

m
g __ §
i=1

Since ug, € co{Uer.(»){a:}} one has

(ug, 2 Z/\bt > f(z

Moreover, if z € dom f, that is (x,—1) € domo 4 C cl(domo ) = [(€6A)s]°, one also has

<’U}i,l’ - Z> = <(Uliv <U2,2’>), ($, _1)> <0,

and therefore

flo) > (u,x Z/\ by,

v

(s + v, z) — (v5, 2 ZAbt

= (uj + v}, x — (ug, z Z)\bt
> (up +vp,x—2) + f(z) —
Taking limits for £ — oo one gets
f(x) = f(2) + (u, 2 = 2) — ¢,

and u € 0. f(z), for every € > 0. Hence u € 0f(z).

Step 3. If z € rint(dom f), it can be easily checked that (z,—1) € rint(domo4) and we
get, as in Step 3 in the proof of Proposition 2.1,

(@{Uter{(ar, 0)}})oo N {(2, 1)} = (doma)" = lin(@0{Urer{(ar, 0) }})-

Step 4. We have now (c0{User{ (ar, bi)}})oo 0 {(z, ~1)}* = {0,}. =
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Remark 3.2. Let us observe that, actually, (21) is a consequence of (23). Given the
function fp : R? — R U {400}

fe(z) := f(Pr(z)) = sup{(Pr(a),z) — b : t € T'},

where E is the subspace parallel to aff(dom f) and P is the orthogonal projection onto
E| we have
int(dom fz) = rint(dom f) + E*,

and
O0f(2) = 0fp(2) + E*, for every z € dom f,

according to [1, Proposition 3.2.3] (see also [4]). Hence, it suffices to apply (23) to fg in
order to express Jf(z) at any given z € rint(dom f).

We close this section by giving the following example in order to illustrate Proposition
3.1.

Example 3.3. Consider the function f: R — R U {400} given by
f(z) :=sup{a(t)x —b(t) : t > 0},

where a(-),b(+) : ]0,+oo] — Ry with f(0) :=sup{—b(¢) : t > 0} = 0. Applying Proposi-
tion 3.1 to f, with T'= )0, +o0[ and (a, b;) = (a(t),b(t)), for t € T, we get

0f(0) = (") cl(co{a(t) : b(t) < e} +{A € Rz (X,0) € (€0 {Urof(alt), b(t))}}).}) - (28)

e>0

In relation to the behavior of the functions a(-),b(-), two cases may occur:

1) (1,0) € (co{Us=o{(a(t),b(t))}}) - This leads us to
Ry x {0} C (co{Ueof(a(t),b(t))}}) o C Ry x Ry,
and so, by (28) we obtain

af(0) = (el (cofa(t) : b(t) <e} +Ry) =) me a(t),+oo[ :

>0 e>0 (B)=e
2)  (1,0) & (0 {Uiso{(a(t),b(t))}})o - In this case
{AeR:(A,0) € (@ {Uo{(al(t),b(t)}})o} = {0},

and now (28) entails

0f(0) = [ cl(co{a(t) : b(t) < e}).

e>0

In this way we have given the exact formula for the subdifferential of f at 0. We shall
discuss a pair of particular cases:
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i)  a(t) =tand b(t) =1/t. We have dom f = | — 00, 0] so that 0 € bd(dom f), and the
formula in 1) entails

0f(0) = [ [L/e, +ool =0

e>0

i.e. f has no subgradient at 0. In fact, we have in this case f(z) = —2/—=z, for

z < 0.
ii) a(t) =t|sin(t)| and b(t) = 1/t. Again dom f = | — 00, 0] and the formula in 1) also

applies because

2 2k +1 2k + 1 2
(1,0) = lim (2k+ L SlIl< + U : :
k—oo (2k + 1) 2 2 2k + 1)m

Thus
0£(0) = () [0, +00[ = R..
e>0
4. Subdifferential of the supremum of convex functions

In this section we study the supremum function

f(z) :=sup{fi(z):t € T}, (29)

where f; : RP — RU{+o0}, t € T, are convex proper functions. Assuming that f is finite
somewhere, f is also a convex proper function whose subdifferential set is completely
characterized in Propositions 4.1 and 4.3 below.

Proposition 4.1. Given a non-empty family of lsc convex proper functions {f; : t € T},
consider the supremum function f defined in (29). Then, for every z € dom f (assumed
non-empty),

0f(2) = [ el (co {Uien.(»)0-fi(2) } + E(2)) , (30)

where
T.(2) ={t€T: filz) > f(z) — ¢}, (31)

and

E(z) = {veR":(v,(v,2)) € (c0{Utergph fi'}) .} (32)
= {veR": (v,(v,2)) € (0{Uerepi fi'}), .} (33)
= {veRP:(v,(v,2)) € (epif) .} (34)
= {veR’: (v,(v,2)) € epi(Taom )} (35)
= Ndomf(z). (36)

Proof. First we verify that all the sets involved in the expressions from (32) to (36)
coincide. In fact, according to [9, Theorem 16.5],

fr=cl(co{fi, t €T}),

where co{f;",t € T'} is the function defined as follows:

(coffi,t € T}) (z) :=inf (p : (z, 1) € co{Userepi f'}),
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which entails

epi f* = c0{Uierepi f;'},
and the equality in the expressions in (33) and (34). Moreover, [9, Theorem 13.3] estab-
lishes

(epi f*)oo = epi(o-domf)a
hence the sets in (34) and (35) are the same, and elementary considerations provide the

equality of the sets involved in (35) and (36). Finally, let us prove the equality between
the sets appearing in (32), say E1(z), and (33), say Es(2).

Since, for t € T,
epi ft* = (gph ft*) + R+(Op, 1)5

we have

(€0 {Uterepi fi'})o = (c0{Uier ((gph f7) + R (05, 1))})
= (cl{co (Usergph f{') + R1(0p, 1)})
= (cl{c0 (Uter gph f{') + R (05, 1)})co-

Moreover, because

€0 (User gph f;) C @0 (Urer epi f;) = epi [,

and f* is proper, (0,, —1) cannot be a direction of recession of €6 (Uier gph f;) . Conse-
quently, [9, Corollary 9.1.2] yields

(€0 {Urer epi f;'}) o, = (€0 {User gph f })oo + R4 (0p, 1). (37)

Now let v € E5(z), so that (v, (v, 2)) € (o {Uerepi f;'}),.. Taking into account (37), let
(x,7) € (€0 {Uter gph f;})oo and A > 0 be such that

(v, (v, 2)) = (z,7 + A).
Thus v = z. Multiplying by (z, —1), and thanks to the equality

ol (R*(dom f x {~1})) = [(@0 {Urer epi f7 D]
one has
(2,—1) € [(c0{Userepi fi'})]" C [(@ {Urer gph f;'}) ",

and so,

02> <($,T), (Zv _1)> = <(U> <U72> o )‘)7 (Z7 _1>> = A

This implies A = 0, and so r = (v, 2); i.e. (v,(v,2)) € (€0 {Uier gph f;})o and Es(z) C
E,(z). Since the reverse inclusion is obvious, we get the conclusion.

Now we prove (30). Since all the involved functions are proper and lsc, for x € RP,

f(x) = sup{(y, =) — fi(y) -y € dom f{, t € T}. (38)

For z € dom f fixed, Proposition 3.1 applied to (38) allows us to write

0f(2) = [ ellco{y € dom f; : (y,2) — f{(y) = f(2) =&, t € T} +E(2)).

e>0
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Observe that, for every y € RP and € > 0,

{teT:{y,2) = fiy) = f(z) ey C{t € T: fi(2) = f(2) — e} = Te(2),

and making use of (3), fort € T,

lyeR : (y,2) — fi(y) >
C{yeRP: (y,2) — fi(y) > filz) — e} = O fu(2).

Thus we deduce

af(Z) - ﬂ Cl(CO {UteTs(z)asft(z)} + E(Z))

e>0
To finish the proof it is sufficient to prove

0f(z) D (el (co{Uer.(»0-fi(2)} + E(2)) (39)

e>0

= ﬂ@ (UteTE(z)(aEft<Z) + E(Z))) :

e>0

For € dom f and ¢ > 0 fixed, we have for all t € T.(z), u € 0.fi(z), and v € E(z) =
Naom 1(2),

flz) = f(2) > fi(zx) = fi(z) —e > (u,z —2) —2¢  and (v,x— z) <0.

Hence
fl@)=f(z) > (u,x —2) + (v,x — 2) —2e = (u+v,x — 2) — 2,

and this entails u + v € 0y f(2), which leads us to

& (Urer, (0 F1(2) + B(2))) C (0 (2)) = Do f(2),

and so (39) holds, by passing to the intersection over ¢ > 0. The conclusion is then
established. O

Remark 4.2. As shown in Example 2.3 and Remark 2.4, the closure operation in (30)
cannot be omitted in general.

Next we extend Proposition 4.1 to general convex proper functions, not necessarily Isc.

Proposition 4.3. Given a non-empty family of convex proper functions {f; : t € T},
we assume that the supremum function [ is finite at least at a point common to every
ri (dom f;) . Then for every z € dom f we have

0f(2) = [ el (co {Uren(»0-fi(2)} + E(2)) (40)

e>0

where T.(2) is the same as in (31) and E(z) is given by any of the expressions in (32)-(36).
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Proof. If 9f(z) = 0 then, from the general inclusion (see the proof of Proposition 4.1)

() ¢l (co {Uter.()0:-£i(2)} + E(2)) C 0f(2),

e>0

follows that (40) trivially holds in this case. Then, in the rest of the proof we suppose f
subdifferentiable at z € RP, which in particular implies z € dom f and, accordingly to [9,
Corollary 23.5.2],

Af(z) = f(z) and Al f)(z) = Df(2). (41)

The proof consists of applying Proposition 4.1 to the new family of lower semicontinuous
convex proper functions given by

ft =cl f,
and the associated supremum function defined by
f:=sup fi.

teT

But the current assumption on the relative interior sets implies ([9, Theorem 9.4])

f =supcl f; =cl <sup ft> =clf.

teT teT

So, taking into account (41), Proposition 4.1 yields

0f(2) = 0 )(z) = 0f(2) = (el (co {Uer OS2 | +E2)) . (42)

e>0
where T.(z) :== {t € T : f(z) > f(z) — €}. Therefore

Tva(z) C{teT: filz)>clf(z)—et={teT: fi(z) > f(z) —e} =T.(2), (43)

and
E(z) = {veRl: (v,(v,2)) € (Co{Utergph (cl fy)"}) .}
= {veR”: (v,(v,2)) € (C0{Uerepi(cl fr)"}) .}
= {veR: (v,{(v,z)) € (epi(cl f)) }
— {VER: (v,(v,2)) € ePi(Taom )}
= Naom(e f)(2).

Hence E(z) is nothing else but the set E(z) already given in Proposition 4.1 by the
expressions (32)-(36).

On an other hand, if u € . f,(z), with € > 0 and ¢ € T.(z), then for all y € R? we have
fily) =2 filly) = cfi(z) +(u,y —2) —¢
>

f(2) +{w,y —z) — 2
= J(2) + (w2 —y) =2,
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where we used f(z) = f(z) and f, > cl f,. Then u € d,.f,(z) and so we can write

co {Utei(z)aeft(z)} C co {Utei(z)agsft(z)} C co {Uter,. (502 f2(2) } .

At this time (42) leads us to

0f(z) C ﬂ cl (co {Usern,.(»)02: f1(2) } + E(2)) = m cl (co {Uter.(»)0-fi(2)} + E(2)) .

e>0 e>0

Since the reverse of the last inclusion always holds (see once again the proof of Proposition
4.1), we then obtain (40). O

The following corollary, originally established by M. Valadier [14, Théoreme A], is a
consequence of Proposition 4.3.

Corollary 4.4. Given a non-empty family of convex functions {f; :t € T}, consider the
supremum function f. Then, for every z € int (dom f) we have

0f(2) = [0 {Uier.(»0-f:(2)} , (44)

e>0

where T.(z) is defined in (31).

Proof. The current assumption on z entails the existence of § > 0 such that
z 4+ 0B Cint (dom f) C int (dom f;) C ri(dom f;) for allt € T,

which in particular implies, accordingly to [9, Theorem 7.2], that the functions f;, t € T,
are proper. Obviously the assumption of Proposition 4.3 holds and so the aimed conclusion
follows because E(z) = Ngom f(2) = {0,} in this case. O

5. Homogeneous formula for the subdifferential set

In this section we are interested in deriving formulae for the subdifferential set of the
supremum function f, defined in (29), where the set E(z) in (30) can be removed. Such
formulae are called homogeneous because they only appeal to the e—subdifferentials of
the nominal functions f;.

Our main motivation in this section is to extend the result of Brondsted [2] (see Corollary
5.5 below) to cover the case of infinitely many functions. We need some tools gathered in
the following lemma.

Lemma 5.1. Given a non-empty family of convex proper functions {f; : t € T}, the
following statements hold:

(i)  Assuming
NierRY (dom f; — {z}) = R* Nyer (dom f; — {2}),
we have
Nryeq dom £ (2) C Neso (€O {User0- fi(2)}) o -
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(i) If
el (dom f) = Myer cl (dom f;)
then
(epi f*) oo = 0 {Uter (epl f) oo} -

Proof. (i) Fix ¢ > 0. Because both Nn,_; dom f,(2) and (€0 {Uer0:fi(2)}),, are closed
convex cones, it is sufficient to prove that

(@ {User @ fo (D)) © [Nover dom 2 (2)]°

We have
(€0 {Urer0- fi(2)})oo)” =l (dom o, cro. ()
= cl(dom(sup oy, ,(2))) (45)
teT
C «d (mteT dom O'aeft(z)) .
Now we shall show that
MteT dom 08, f.(z) C [NﬁteT dom f; (Z)] ¢ . (46)

Indeed, for € Nyer dom oy, (»), and for each ¢ € T', we have [5, XI Theorem 2.1.1]

(ft)/(Z,ZE) = inf ft(z + 5:1:) - ft(Z) +e

50 s = 00.fu(z)(2) < +o0.

Hence, there exists s; > 0 satisfying

filz + sx) — fi(2) + €
St

< +00.

In other words, z + s;x € dom f; and so
r € NierRT(dom f; — {2}) = R Nier (dom f; — {z})
R+ (ﬂteT dOITl ft — {Z})
C o (R (Nier dom fy — {z}))
= [NﬂteT domft(z)} ’ :

Consequently, (46) holds, and then (45) entails

o

[0 {Urer0:fe(2)}oo]” € [Nrver dom £, ()]
(i1) We write [9, Theorems 13.3 and 16.5]

€O {User (epi f{) o} = TO{User epi (Tdomy.)}
= 0 {Uerepi (Gomyp) }

= epl (Sup ICl(dom ft))
teT

= epi (I*ﬂteT cl(dom ft))
= epl (Ucl(dom f))
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Proposition 5.2. Given a non-empty family of lsc convex proper functions {f; : t € T},
consider the supremum function f defined in (29). Then, for every z € dom f for which
the following conditions are satisfied

(i) fi(z) = f(2), for allt €T,
(i) dom f = ﬂ dom f;,
(iii) [\ R*(dom f, — {z}) = R* (1) (dom f, — {z}),

we have

0f(z) = ﬂ@{UteTaaft(Z)}-

e>0

Proof. According to condition (i) and Lemma 5.1(7) (because of condition (ii7)), we
have

Ndomf(z> = Nﬂteromft (Z) C m (@{UtGTaEft<z>}>oo :

e>0

Thus, observing that 7' = T.(z), for every £ > 0, because of condition (i), and making
use of Proposition 4.1, we obtain

0f(2) = () el(co{Urerd-fi(2)} + Naom s(2))

e>0

C ﬂ cl (€0 {UserO- fi(2) } + (€0 {Uier0- fi(2)}) o)

e>0

= ﬂ ﬁ{UteTaeft(z)} .

e>0

The conclusion follows since the reverse inclusion always holds. Il

The fact that the subdifferential of a convex function is a local notion motivates the
following proposition.

Proposition 5.3. Consider a non-empty family of proper lsc convex functions {f; : t €
T}, the associated supremum function f, and z € dom f. Assume the existence of 6 > 0
such that the following statements hold

(1) fulz) = f(2), forallt €T,
(i4) (dom f)N (2 + 0B) = (MNeer dom f;) N (z + IB),
(i1) NerRT((dom f;) N (2 + 0B) — {z}) =R Myer ((dom f) N (z + IB) — {z}).

Then,
of(z) = m@{UteTaaft(Z)}-

e>0

Remark (before the proof). When z is a continuity point of f, so that assumptions (i7)
and (i11) are trivially satisfied, this proposition is also a consequence of Valadier’s formula
(Corollary 4.4), observing that T'= T.(z), for every € > 0, by (7).
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Proof. Set, fort € T, )
fri=fe+ 1o
and

f = supft = f+ Lism.
teT

Then f,, t € T, and fare also proper lsc convex functions, and by (ii) they satisfy
dom f = (dom f)N (z+ ¢B)
= (24 B) N (Ner dom f;)
= Myerdom f, (47)

and by (ii1)
NeerR ¥ (dom f; — {2}) = Mier R ((dom f,) N (2 + 0B) — {z})
= R" Nyer ((dom f;) N (2 + 0B) — {z})
= R Myer (dom i {z}) . (48)
Taking 0 < ¢ < min{d, 1}, and because
rint(dom f;) Nrint (z + 0B) # (), for all ¢t € T,

(
(

Theorem XI 3.1.1 in [5] applies and allows us to conclude the existence of €; > 0 and
€9 > 0 such that g1 + g5 < 2 and

02 f1(2) C 0cy fi(2) + Ocyloyon(2) C D2 fi(2) + O Leysm(2).
Moreover

u € Oel.ysp(2) = (u,y—2) <e?, forallyez+ 0B
& (u,y—2)<e? fory=z+dvandalvecB
& §(u,v) <e*<ed, forallveB
< (u,v) <g, forallveB
= |lull <e,

and since € < 1,
angt(z) - 852ft(2) + agﬂz_,_m(z) - 85ft(2) + eB.

Because we have df(z) = 0f(z), fi(z) = f(2), for all t € T, [47] and [48], applying
Proposition 5.2 we obtain

0f(2) = 0f(2) = (e {Vierdafi(2)}

e>0

— ﬂ €} {UteTaa2ft(Z)}

min{d,1}>e>0

C ﬂ €O {User(0: fi(2) +€B)}

min{d,1}>>0
= ﬂ €O {UserO:fi(2) } -
e>0

The conclusion follows because the reverse inclusion also holds. O
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Corollary 5.4. Consider a non-empty family of lsc convex proper functions {f; :t € T'}
and the associated supremum function f. Let z € dom f and assume the ezistence of a
non-empty finite subset S C T wverifying the following properties:

(1) fulz2) = f(2), forallt €T,
(i) dom f = Nyerdom fi,
(iii) For every t € T, there exists s; € S such that

dom f;, C dom f;.

Then, we have

0f(2) = [0 {Urerd-fi(2)} .

e>0
Proof. According to Proposition 5.2 it is enough to show that
NierRT (dom f; — {z}) = R Nyer (dom f; — {2}). (49)

Indeed, the inclusion R* Nyer (dom f; — {z}) C MierR* (dom f; — {z}) always holds. To
prove the reverse inclusion, take

x € NierR™ (dom f; — {2}).

If = 0, then we are done. Otherwise, for each t € T there exist v, > 0 and y; €
dom f; — {z} such that

T =YYt

Let s € S be such that 7, = max{y, : t € S} (this s exists because S is finite). Then we
obtain, since 0, € dom f; — {z},

ys = —yr + (1 — —)0, € dom f; — {2}, for every t € S,

that is,

T € 75 Mies (dom f; —{z}) C RT Nyeg (dom f; — {z})
= R* Ner (dom f; — {z2}),

and this implies (49). Hence Proposition 5.2 applies and leads us to the conclusion. [

In the case of finitely many functions Corollary 5.4 applies and yields the following result,
originally due to Brgndsted [2].

Corollary 5.5. Consider a non-empty finite family of proper lsc convex functions {f;
t € T} and the associated supremum function f. Let z € dom f and assume that

fi(z) = f(z), forallteT.

Then we have

0f(2) = [\ @0 {Uerd-fi(2)} -

e>0
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We close this section with the following example which shows that, in general, the set
E(z) in (30) cannot be removed.

Example 5.6. Let us consider the family of linear functions f; : R? — R U {+oc},
teT:={0}U ]1,+o0[ given by

fay) = {—y for t =0,

tr + 7 fort>1,

and the supremum function

f(z,y) == max{—y, sup{tx +y/(t—1):t > 1}}

Observe that f is the support function of the set {(z,y) € R?> : z > 0,y > —1}. For
z:=(—1,0), we easily check that f(z) =0, and

9f(z) = {0} x [-1, +o0.
On the other hand we have, for all € < 1,

T.(z) ={teT: fi(z) = —e} = {0},

and

Nl (co {Urer@d-f2)}) = [ :o(z) = afo(2) = {(0,~1)}.
[

e>0 €€]0,1

Thus
ﬂ cl (co{Urer.»)0:fi(2)}) & Of ().

e>0

6. Subdifferential set of the supremum function via exact subdifferentials

In this final section, and for comparative purposes, we make a short review of some
classical formulae. Namely, applying our Propositions 4.1 and 4.3, and Lemma 6.2 below,
we give alternative proofs of some well-known results expressing the subdifferential of the
supremum function f defined in (29) by means of exact subdifferential sets of the nominal
functions, f;, t € T. We begin with the first result called Valadier’s formula (see, for
instance, [5, Theorem VI1.4.4.8]).

Proposition 6.1. Consider a non-empty family of convex functions {f;, t € T} and the
associated supremum function f. Then, for every z € int(dom f), assumed to be non-
empty, we have

df(2) = NesoCO {UtGTE(z), zez+aE8ft(x)} 5
where T.(z) :={t €T : fi(z) > f(z) —€}.

Proof. The proof of the inclusion "D" follows in the same way as in [5, Theorem VI1.4.4.8],
using the fact established in [5, Lemma VI1.4.4.7] guarantying the existence of L > 0 such
that for each € > 0 one has

U € User.(2), sesteB0ft(2) = f(y) > f(2) + (w,y — 2) — Le for all y € RP.



854 A. Hantoute, M. A. Léopez / Characterization of the Subdifferential of the ...

Next we prove the other inclusion. By Brendsted-Rockafellar’s Theorem ([5, Theorem
X1.4.2.1]) we have, for every t € T and ¢ > 0,

aEth(Z) C UxeereIBaft(x) + 5B7

so that Proposition 4.3 yields, observing that E(z) = {0,} by assumption,

8f(2’) = ﬂ co {UtGTEQ (z)a€2ft(z)} - ﬂ [€9) {UtEng(z),x€z+sBaft(x) + 5B}

e>0 e>0

C ﬂ (co {UteTE2(z),xez+sJBaaft($)} +¢€B)

e>0

= ﬂ CcO {Ut€T£2 (z)7x€Z+€Baft(x)}

e>0

C ﬂ co {UteTe(z)wEZ—&-aBaft(x)} )

e>0

where in the last inclusion above we used the evident fact that T.2(z) C T.(z) for every
€ > 0 small enough. In this way the conclusion follows. O]

Next, in addition to Proposition 6.1, we approach another case in which the subdifferential
set is expressed by means exclusively of the subdifferential sets of the nominal functions
ft, t € T. We shall need the following lemma.

Lemma 6.2. Consider a non-empty family of convex functions {f;, t € T} and the asso-
ciated supremum function f, with T being a separated compact topological space and the
mapping t — fi(x) being upper semicontinuous for every x € RP. Assume also that each
function f;, t € T, is continuous at z, and let 6 > 0. Then, there exists n > 0 such that

UteT,,(z)anft(z) C co {UtET(z)aft<Z)} + 0B,
where Ty (z) :=={t €T : fi(z) > f(2) = n} and T(z) :=={t € T : f(2) = fi(2)}.

Proof. Standard arguments show, under the current continuity assumptions, that the
set T'(z) is a non-empty compact subset of 7.

Thanks to the compactness of T and the upper semicontinuity of the mappings t — f;(x),
for every x € RP, we conclude that

dom f = Nier dom f;,

and
Ry (Neer(dom f; — {z})) = NierRo (dom f; — {z}).

Hence, since each f; is continuous at z, we can write

Ri(dom f —{z}) = Ri((Mierdom f;) —{z})
= Ry(Nier(dom f; — {z}))
= MierRy(dom f; — {z})



A. Hantoute, M. A. Lépez / Characterization of the Subdifferential of the ... 855
and this entails z € int(dom f), i.e., there is some a > 0 satisfying
z 4+ aB Cint(dom f) C int(dom f;) for all t € T

In particular, each f; is finite and pointwise bounded on z 4+ aB by [9, Theorem 10.4],
and so the family {f;,¢ € T'} is equi-Lipschitzian relative to z 4+ B by [9, Theorem 10.6].
Letting L > 0 be one Lipschitz constant common to each f; on z + §B, [5, Proposition
X1.4.1.2] entails, for every e > 0,

2
O-fi(z) C (L + EE) B for every ¢t € T. (50)

Now, letting 6 > 0 being fixed, the key point of the proof consists in showing that for
each t € T'(z) there exist a neighborhood of ¢, V; C T, and a positive number ¢; such that

O, fs(2) COfi(2) + 6B forall s € V,NT,,(2). (51)

In fact, if this is not true then we will find ¢ € T'(z), as well as w.l.o.g. a sequence (in
general, a net) t" € Ty (), r =1,2,..., converging to ¢, such that

O fir(2) € Ofi(2) + 0B forr=1,2,...; (52)

that is, for each r, there is some

uy € Oy fir(2) \ (0 fe(2) + 0B).

In particular, and by definition, the vector u, satisfies, recalling that ¢" € T1,,.(2),

fir ()= fe(2) = for ()= f(2) = fur(y)—fer (2)=1/r = (up, y—2)=2/r, for all y € RP. (53)

Further, since we have, for r large enough,
2
O fi(2) C (L + a) B C2LB for every t € T,

accordingly to (50), we may suppose w.l.o.g. that the sequence {u,} converges to some w.
Moreover, by passing to the limit when r goes to oo in (53), with y € RP being fixed, we
obtain

fiy) = fi(z) = limsup fir(y) = f(2) = limsup({u,, y — 2) = 2/r) = (u,y = 2),

r—00 r—00

where, to establish the first inequality, we used the upper semi-continuity of the mapping
t — fi(y) for every y € RP. In particular, this leads us to the contradiction u € 9fz(2)
because, at the same time, u is a cluster point of the sequence (u")?2, C RP\ (0fi(z)+0B)
and, so, a fortiori we must have u ¢ 9 f(z) + IB.

In this way we have shown that, for each ¢ € T'(z), there exist a neighborhood of t, V; C T,
and a positive number ¢, satisfying (51). Since that T'(z) is compact we then can find
a finite number of indices {t1,...,t} C T(z) such that T(z) C Uj<i<xVi, and let us
consider the associated positive numbers ey, ..., &, as in (51).



856 A. Hantoute, M. A. Léopez / Characterization of the Subdifferential of the ...
Additionally, by the continuity assumptions on 7" there also exists €y > 0 such that
T.y(2) C Ur<i<iVi,- (54)

This is because, otherwise, there would exist a sequence of elements satisfying ¢, € T ,(2)
with ¢, ¢ Uj<;<xV;,. In such a case, we may suppose w.l.o.g. that ¢, converges to some
t € T(z) C Up<;<x V4, by the upper semicontinuity assumption; thus we get a contradiction.

Finally, we prove that the aimed conclusion holds with n := min{eg,&,,...,&1,} > 0.
Indeed, for s € T,(2) C T;,(2) C Ui<i<iV}, (recall (54)) we find ¢; with 1 < j < k such
that s € V;, N T, (2) C V;; N Tatj (z) for some 1 < j < k. Thus (51) implies

Onfs(2) C O, fs(2) COf,(2) + 6B C co {User(»)0fi(2)} + IB.
O

The following proposition is the so-called Ioffe-Tihkomirov’s theorem (see, for instance,
Theorem 2.4.18 in [16]).

Proposition 6.3. Consider a non-empty family of convex functions {f;, t € T} and the
associated supremum function f, with T being a separated compact topological space, and
the mapping t — fi(z) being upper semicontinuous for every x € RP. If every function f,
18 continuous at z, then

df(z) = co {UtET(z)aft(Z)} ;
where T'(z) :=={t € T : f(2) = fi(2)}.

Proof. As it was said above, in the proof of Lemma 6.2, the set T(z) is a non-empty
compact subset of T, and the function f is continuous at z. On an other hand, from
Corollary 4.4 we obtain the inclusion "D", since that df;(z) C 0.fi(2) and T'(z) C T-(2)
for every t € T, and € > 0,

co {UtET(z)aft(Z)} - ﬂ co {UteTg(z)asft(Z)} =0f(2). (55)

e>0

For the reverse inclusion we use Lemma 6.2. In fact, for every given 6 > 0 there exists
1 > 0 such that

Uter, (2)0n fir(2) C co {UteT(z)aft(Z)} + 0B,
and so
Me>0 CO {UtETE(z)asft<Z)} C co {UtETn(z)anft(z)} C co {UteT(z)aft(Z>} + 0B.

Thus, applying once again Corollary 4.4 and observing that 6 > 0 was arbitrarily chosen,
we obtain

0f(2) = (@ {Uier.(»0:-fi()} € [ (co{Uter(0fi(2)} + 20B)

e>0 >0
= @ {Uer(»0fi(2)} -

Finally, it is not difficult to see that the set User(.)0fi(2) is a no-empty compact set and,
50, o {Uer(»)0fi(2)} is also a compact set, entailing the aimed formula for 9f(z). O
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Remark 6.4. It should be noted that the formula in Proposition 6.3 can be adapted
when the same continuity properties are assumed for 7" and for the mappings t — f;(z),
x € RP, but the original point z is not necessarily a continuity point of the functions

fi- Assuming in Proposition 6.3 the existence of a common point for all ri (dom f;) , it is
shown in [11] (see also [12]) that

Of(2) = co {Uter(»0fi(2) } + Naom £(2). (56)

This result extends to this compact setting the results of [15] established for the supremum
function of finitely many proper convex functions.

The following example shows that (56) can fail when we relax the continuity assumptions,
even for functions defined in R. In this example the index set T" is compact but the
parametrized mappings t — f;(x) are not all upper semi-continuous.

Example 6.5. Consider the functions f; : R — RU{+o0}, t € [0,1], defined for ¢t € ]0, 1]

by

x if |z] <t,

filz) =< —t ifx < —t,

+oo ifx >t,

and for t = 0 by
folx) ===
Each f; is continuous at z = 0, whereas the index set T' := [0, 1] is obviously compact.
For every t € T'(0) = {t € [0,1] : f;(0) = f(0) =0} = [0, 1] we have
9(0) = {1}.

The supremum functions f := sup,cp ) f¢ is given in this case by

0, if x <0,
flw) = {—i—oo, if x >0,
so that
df(0) = [0, +oo.
Thus

co{Ute0,19f1(0)} 4+ Naom £(0) = {1} + [0, +o00o[ & [0, +00[ = 9f(0),

and so (56) is not valid in this situation.

Even more, Proposition 6.3 can also fail as it is shown in the following example.

Example 6.6. Consider the functions f; : R — RU{+oc0}, t € [0, 1], defined for ¢t € ]0, 1]

by
—t, if x < —t,
x) =
fula) {x, if x > —t,

and for t = 0 by
fo(x) == =.
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Also now each f is continuous at z, and the supremum functions f := sup,c 1) f 18

0, ifx <0,
Jw) = {a:, if x > 0.

So we get 0f(0) = [0,1], but 9f:(0) = {1}, for all ¢ € T, and Proposition 6.3 does not
apply here.
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