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In this paper we extend the classical Céa-Falk lemma to variational inequalities of the second
kind defined by strongly monotone operators. As an application we derive an asymptotic error
estimate for an obstacle problem with a friction.

1. Introduction

As shown in many text books of numerical analysis of partial differential equations,
see e.g. [3], Céa’s Lemma is a well-known cornerstone in the numerical analysis of
elliptic boundary value problems. It reduces the a priori error of a Galerkin ap-
proximation to the approximation error of the finite dimensional trial subspace in
the solution space. Since for the latter error asymptotic results are available from
approximation theory of piecewise polynomial approximation, asymptotic error es-
timates readily follow for Galerkin finite element approximation. The simple proof
of Cea’s Lemma for linear boundary value problems is based on Galerkin orthogo-
nality and an € form of the Cauchy inequality (a simple version of the arithmetic
geometric mean equality), namely, for any positive numbers a, b, ¢, we have

2

b
ab<ea®+ —.
4e

If nonlinearities are present, the proof of a Céa’s Lemma becomes more involved.
If the nonlinear operator is of monotone type with polynomial growth behaviour,
instead of Cauchy inequality, Young’s inequality comes into play (see e.g. [6, 12]).
More importingly, in unilateral variational problems, as e.g. in obstacle problems,
also proper subsets have to be approximated. When the obstacle is non-zero or
when higher approximation than piecewise linear approximation is used, this leads
to so-called nonconforming approximation: the approximating set of the given sub-
set is not necessarily a subset of the latter. This more complex situation is treated
by Falk’s error estimate [6, 7, 8] for variational inequalities of first kind (following
the terminology of Glowinski [10]) defined by bilinear forms.

Both extensions of linear variational problems, namely monotone nonlinearity and
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unilateral conditions are covered in Glowinski [10, 11] and further extended and
applied to the coupling of finite element and boundary element methods [4].

In this paper we present a novel extension of the Céa-Falk error estimate to non-
linear variational inequalities of second kind that applies to nonsmooth boundary
value problems. Such nonsmooth boundary value problems arise in unilateral con-
tact problems with friction [16]. Here, we deal with strongly monotone variational
inequalities. Thus, we include the Céa-Falk error estimates of Ciarlet [6, 7] and
Glowinski [10, 11]. Similar to [14], instead of Young’s inequlity, we use the concept
of the Fenchel conjugate from convex analysis to admit a broader range of nonlin-
earities. Similarly to not neccessarily piecewise linear approximations that lead to
nonconforming approximation, the nonlinear functional appearing in the variational
inequality of the second type gives rise to an additional approximation error. As
shown in the paper, this approximation error can be further quantified by Kepler’s
quadrature formula as an example of a quadrature method. Thus, we derive an
abstract error estimate for the Galerkin aproximation which generalizes that one in
[14]. As seen from the applications given in [14] and the coupled boundary finite
element approximation of unilateral boundary value problems [4], such an abstract
stability estimate provides an important step towards a priori error estimates for
finite element approximations of nonlinear nonsmooth boundary value problems.

2. The abstract error estimate

The abstract setting is the following: let (V||||y/) be a linear normed space, K C V/
a nonempty closed convex subset, f a fixed element of the dual space V* with norm
|- |I*, A:V — V* a generally nonlinear mapping and j : V' — R U {400} an
extended-real valued functional.

We consider the following variational inequality of the second kind in the general
form: find u € K such that

(Au,v —u) +j(v) — j(u) > (f,v—u) Yv e K. (1)

We assume the following properties for A and j to hold

(i1) A is Lipschitz continuous on bounded sets in the sense that for any ball
B(0,7) ={z €V : ||z|| <} there is a positive constant C'(r) such that

||Avy — Avs||" < C(r)||vr — vally Vor,ve € B(0,7);
(i2) A is strongly monotone in the sense that there exists a convex function ¢ :
[0,00) — R satisfying ¢(t) = tx(t), where x : [0,00) — R is a continuous,
strictly monotone increasing function such that

x(0) =0, x(t) =00 ast— oo,

and
<AU1 — AUQ,Ul — 1)2> Z QO(HUl — U2||V) Vvl,vg eV. (2)

(i3) j is proper, convex and lower semicontinuous.
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For general existence results we refer to Jeggle [15], Zeidler [18] and references
therein to the numerious works of Browder, Leray & Lions, Brézis etc. If A is
stongly monotone the solution of (1) is unique.

The discrete approximate problem of (1) reads: find u;, € K}, such that

(Auh, Vp — uh) +jh(vh) — jh(uh) > <f, Vp, — uh> \V/Uh € Kh, (3)

where K} is a nonempty closed convex subset of Vj, and V}, is a finite-dimensional
subspace of V.

Observe that {K}} approximates the set K in some sense (as we see later in our
application), but in general K}, is not a subset of K. Assume also that KN{N, K} #
(). Further, assume that 7, is proper, convex and lower semicontinuous, and jj
approximates j as explained later. For details we refer to [10, 11, 13]. Moreover,
we require that the family

(i4) {jn} is uniformly bounded from below with respect to h in the sense that there
exists a positive constant v independent of A such that

Jn(vn) = =Al|vnlly Yo € V.

Notice also that in this paper we shall apply the general approach of the Fenchel
conjugate [14], which as it was mentioned there allows us to study the sum of
different monotone operators. For this purpose, we strengthen the definition of the
strong monotonicity of A, requiring ¢ to be, in addition, a convex function. In our
application ¢(t) is defined by (t) = ct? with x(¢) = ct?~!, p > 2. In what follows
¢, €1, Co, ... are generic positive constants.

Further, we extend the domain of ¢ by setting

o(t) = +oo if t < 0.
Now the Fenchel conjugate ¢* : R — R U {400} of ¢ is defined by

¢'(s) = sup{st = (1)} = sup{st = p(1)}.

teR
Notice that the function ¢* is convex and ¢*(s) = 0 for s < 0.
Also, we consider a Hilbert space G with the norm || - ||¢ such that
V—=dG.

Then we can estimate the error ||u — uy||y, where u and wuy, are the solutions of
problems (1) and (3), respectively. Our result reads as follows.

Theorem 2.1. Assume that
Au— f e G".

Under assumptions (il) — (i4), there exist constants cy, ¢o independent of h such that

olle = unlly) < er{ inf (14w = fllg-llo = wnlle + jn(un) = j@)])

+oinf (" (eallu = vnllv) + lJAu— £
€Ky,

Vh

+13() = (o)) }- (4)

o ||lu — vnlle
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Proof. Let ug € K N{N, K} # 0. Without loss of generality we can assume that
J(ug) < co. Otherwise, since j is a proper functional, there exists v* € V' such that
—00 < j(v*) < oo and we can define j : V — R U {oo} by j(v) = j(v* — ug + v).
Obviously, j(ug) < oo.
Moreover, since j is convex, lower semicontinuous and proper, there exist A € V*
and ¢ € R such that

j) > Av)+p YveV

(see [9]).
Then, by taking v = ug in (1) and v; = u, vy = g in (2), we have
[u = uollvx([fu = uollv) < (Au — Aug, u — uo)
< J(uo) = j(u) + (f, v — uo) — (Auo, u — uo)
< 13 (uo) [+ [ lully + [ul
H Al = wollv + [|Auo["[Ju = wollv. ()

If ||u — up|| > 1 then
X([[u = aollv) < [[FII" + [ Auol[" +[IA[" + |l 417 (o) | + AN [uo [v-

The last inequality follows from (5) by using the triangle inequality ||ul|ly < |lu —
uo||v + |uo||v and division by ||u — ug||y-

Therefore, since x is strictly increasing with x(0) = 0 and lim;_, x(t) = oo, we
have

[l < [fuol v +max{x " ([If|I* + [[Auoll" + [IA[I"(1 + [Juo|[v) + |ul + [5(uo)) , 1}

= T1.
A similar inequality can be obtained for u;,. Namely,
[lun]| < [Juollv + max{x " (|If[I" + || Auol[" + (1 + |[uollv) + [5(uo)]) , 1} =: 7.

So, both solutions u and wuy, have the same a priori bound r = min{ry, ro}.
Further, using inequalities (1) and (3) and grouping terms, we get

(Au — Aup,u —up) < (Au — Aup,u — up)
+ (Au, v —u) +j(v) = ju) = {f,v —u)
+ (Aup, vy, — up) + Jn(vn) — gn(un) — (f,on — up)
= (Au— f,v—up) + (Au — f, v, — u)
+ (Aup — Au, v —u) + j(v) = Jn(un) + Ju(vn) — j(u).

Since by assumption Au — f € G*, we have, using the strong monotonicity and the
Lipschitz continuity of A on bounded sets, that

o(lu —unllv) < [|[Au — flle=[|v — unllg + [|Au — f]
+ C(r)||un — ullv [|vn — ullv
+ 17 (v) = juun)| + [jn(vn) — j(u)]. (6)

G c+||lvn, — ulla
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Applying the Fenchel inequality
ts < or () + 93(s) (7)
where @, and > are defined, respectively, by

erlt) = re(t). pis) = (2) with 7 =z

we get the estimate

1 1. /1
(XﬂW%—MWW%—MWSme%—umﬁ+§¢(;W%—MW)-

This combined with (6) yields

v —upl|g + ||Au — f]

1
sPlllu —unllv) < [[Au = fllc- c|lvn = ulle

. . . , 1 /1
#10) = )]+ o) = 501+ g (Hllon = ally )
from which inequality (4) follows immediately. O

3. Application to the finite element discretization of an obstacle prob-
lem with friction

Now we apply the abstract error estimate of Lemma 1 to the finite element approx-
imation of the problem with the following data

Au = =Vyu+pluf~u, p>0,p>2
where Vu is the p—Laplacian defined by
V,u = div (|[VulP*Vu),

j is the real-valued friction functional defined by
jv) = / glvlds, ge L>*(T.), g >0a.e. on I,

and f is the linear form

(f,v) = fods.

I'r

All data A, j and f are defined on the function space

V={veW"(Q):v=0o0nT,}, QCR’
and the convex closed set

K={veV:v>yxonTI.}, withgivenyc H*(Q), x <0onI,.
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Here € is a polygonal domain with Lipschitz boundary I' and ' = T, UT, U Tp,
where the open parts I',, ' and I'r are nonempty and mutually disjoint. Moreover,
| - | stands here for the standard Euclidean norm.

Introducing

(A, @) = /Q IVulP™2Vu - Vedr Yo € WHP(Q)
and
(rg) = p [ [P Pupds Vi € WHr(@),
the operator A has the form
Au = Aju + Asu.
First we show that j is Lipschitz continuous on W'?(Q). Indeed, with v denoting

the trace mapping we have from the trace theorem and since p > 2 the following
estimate

(o) — j(wn)] < /g\|v1|—|v2||dss/ glor — vs| ds
IT'. e

< lgllzzallv(vr — v2)ll 22, (8)
p>2

< allgllzaol 1 = )l

S 02||g||L2(FC)||U1 — U2||W1,p(g) Vvl,vg - Wl’p. (9)

Now with a triangulation .7}, of the set Q we associate piecewise linear finite-element
approximations of V' and K, respectively, i.e.

Vi, = {Uh € C(ﬁ) S Un|T € Pl, VT e %,Uh =0on Fu}

and
K, = {Uh eV, Uh(b) > X(b) Vb € c/Vh}

Here .47, denotes the set of all nodes of the triangulation lying on I'. and P, is the
space of all polynomials in two variables of degree less than or equal to one. Note
that the set K}, is not in general contained in the set K.

The discretization of the friction functional j using different quadrature rules has
been already investigated in [10, 11] and then extended in [13] for the polynomials
of degree less than or equal to three. In this work, for simplicity, we assume that ¢
is piecewise constant and we approximate j, using Kepler’s trapezoidal rule, by

, 1
in(n) = 5 3 gl Piraal (Jon( P+ [en(Pia)] ).

where
g (Poris) ~ g; = const > 0.
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Here we are summing over all sides (P;, P;y1) of triangles of .7, whose union gives
['.. Moreover, let g5 : C(I') — L*°(I") be a piecewise constant function defined by

o) = Y wP)xi YueCD),
Pel'nXy

—

where y; is the characteristic function of P,_1 PP, 41 Here Pi_% and P, 11 are the

M

midpoints of the edges (P;_1, P;) and (P;, P;11), respectively, and 3, denotes the
set of all nodes of triangulation.
Then, according to [11], p. 258, the following estimate holds

lgn(yvr)llz2 @y < 2l1yvnll2m).- (10)

Moreover, it can be easily seen, see [11] again, that

jh(vh)Z/F glan(yop)| ds.

Hence, for any u,, v, € Vj,, we can estimate

ln(vn)| < / glan(yvn) ds < |[gll 2w llan(yon)| L2,
Te

p>2
7vh||L2(I‘) < 2C2||9||L2(Fc) Uh||W1”’(Q)7

(10)
< 2|9l 2,

which shows that the family {75} is uniformly bounded with respect to h.
Later on we shall use the following inequality (see [11], Lemma 1.2) as well

(o) = 3 (on)| < esllgllzqy h®l[yonl sy, s € [0,1]. (11)

Now we assume that the solution u of the problem (1) belongs to the space WP (Q)
for some 2 < p. First, we show that Au € L*(Q). According to Lemma 2 in [14],
Aju € L*(Q) and

[ Avul| < e(w).

Now we prove that Asu € L2(Q2). With ¢ = 1%, we can estimate that

1 1
/Q|u|2<p—1> dr < {/Q |2~ D da:}q {/9112 dx}p = )22V mes(Q) 7.

Since u € WP C L? it follows that Ayu € L?(Q) and consequently Au = Aju +
Asu € L*(Q2). Moreover,

|Aw = fllL2) < elu, f).
Secondly, we show that A is Lipschitz continuous on bounded sets and strongly

monotone. According to the proof of Theorem 2 in [14], A; is Lipschitz continuous
on bounded sets with respect to the norm || - |1, i.e.

[(Arur — Ayus, @)| < éalfur — un||1p(|Jurl]1p + |zl 15)P 2@l |1
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Analogously, since p > 2, using Hélder’s inequality, we can estimate

|<A2u1 — Asus, SOH

:py/uuW’%u—+@P2ua¢dﬂ
Q

Sp@/hn—me%HwW”wwx
Q

p—2
p

Spa(lgm—wmwm);(AUWJ+hmwj (l}wﬂmﬁé

< pyllur — U2||1,p(||U1||1,p + ||U2||1,p)p72||90’|1,p~

Altogether, with ¢4 := max{é,, p¢,}, we obtain

[(Auy — Auy, )] < eallur — uall1p([Jual[1p + [uall1p)" [l

which implies the Lipschitz continuity of A on bounded subsets.
On the other hand, (see again the proof of Theorem 2 in [14])

(Aruy — Ayug, uyp — ug) > &5|[V(ur — ug)||7,

and analogously

<A2U1 — AQUQ, uy — UQ> = p/(|u1|p2u1 — ‘Ug’piQUQMUl — UQ) dx
Q

> P55/ [uy — ual? d = pés||uy — usl|},.
Q

Hence,
(Auy — Aug, uy — ug) > eslluy — u2H217,p7

with ¢5 := min{és, pés}, i.e., A is strongly monotone with ¢(t) = c5t? and x(t) =
C5tp71.

Now we are ready to derive an asymptotic error bound for the disscretization error
in the norm || - [|1 .

Theorem 3.1. Let 2 <p, p >0, u € W*P(Q), f € L*(Q) and x € H*(Q). Then,
there exists a positive constant ¢ = c(u, f, x) independent of h such that

[ —upl|1p < ch.
Proof. Applying Theorem 2.1 with

o(t) = cst? (t > 0), p*(s) =557 (s 20), ¢=—— and G=L*(Q)

we have

csllu — unllf,,
P
< 01{ ot ([Au = fllz2llon = ullzzg) + ellu — wallf," + Ln(va) = j(w)])

+ inf (1A = fllz2@llv — unllzzi@) + i (v) — jh(uh)!)}a (12)
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for some positive constants C and ¢.
For the latter inf in (12) we use uj = max{up, x} € K and moreover, the following
estimation holds true (see the proof of Theorem 23.1 in [7])

un — il < lx — x|z < Cllx|a2@h®.

Here 7, x is the linear interpolate of x with respect to .7},.
By the triangle inequality

19 (ur) = gn(un)| < 15 (up) = Cun)| + 15 (un) = jn(un)l,
and then by (8)

() — J(un)| < |lgll2@ol vy, — yunllrze,).-

Denote A, = {x € I'. : up, < x}. Since the linear interpolate 7,y of x with respect
to 7}, satisfies
up(b) = x(b) = mux(b) Vb€ M,

it follows that
up(x) > mpx(x) Vo €.

Further, since on Ay
0 < (x —un)(®) < (x —mx) () =[x — mx|-
we have

L R A OO
. Ap Ap

< [ Ix = mxPde < |lvx = ymnxlZa ey
An

Since ymyx = myyx and vy € Hz(I') € CO(T') we can use (see [6], Theorem 3.1.6)
the following estimate

3 3
= il < coh3lindlys g, < b s (13)
Furthermore, by (11)
. . 1 1
) = )| < cshdyunllyy 0 < coh lunlan o (14)
For the former inf in (12) we consider the linear interpolate of u with respect to .7,

i.e. v, = mpu. Since by imbedding u € W2P(Q) C H2(Q) C C°(Q) with p > 2, we
can use (see [6], Theorem 3.1.6)

lu = mpulliy < ciohlullap,  [lu—mpulloz < cih®l[ullp.
By the triangle inequality

ljn(mau) — j(u)| < |jn(maw) — j(mau)| + |5 (mau) — j(u)l.
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Using (8) and then (13) applied to yu € H*?(T') € C°(T") we can estimate
() — 5 (w)] < cish®?||yul| gssery < c1sh®?||ul| 2oy

Then, since H(T") € C°(T") we can apply ([6], Theorem 3.1.6)

Iy = movll ey < elbyallan (15)

which implies from (11) that

. . (15)
[Jn(mnu) — j(mpu)| < cuahl|ymul gy < hes||yullm o).
Summing all up we arrive at
[lu—unlly, < elu, £ ) (B +h7T + h h¥2 4 b2+ 132 4 %) = O(01)?),
since z% > %
Consequently
= il < ch

and the lemma is proved. Il

Note that because of nonconforming approximation of the convex set K (K} ¢ K)

the consistency error (14) (namely h2) makes the order of convergence suboptimal.
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